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Abstract

The current use of large language models
(LLMs) for zero-shot document ranking fol-
lows one of two ways: 1) prompt-based re-
ranking methods, which require no further train-
ing but are feasible for only re-ranking a hand-
ful of candidate documents due to the associ-
ated computational costs; and 2) unsupervised
contrastive trained dense retrieval methods,
which can retrieve relevant documents from
the entire corpus but require a large amount of
paired text data for contrastive training. In this
paper, we propose PromptReps, which com-
bines the advantages of both categories: no
need for training and the ability to retrieve from
the whole corpus. Our method only requires
prompts to guide an LLM to generate query
and document representations for effective doc-
ument retrieval. Specifically, we prompt the
LLMs to represent a given text using a sin-
gle word, and then use the last token’s hidden
states and the corresponding logits associated
to the prediction of the next token to construct
a hybrid document retrieval system. The re-
trieval system harnesses both dense text embed-
ding and sparse bag-of-words representations
given by the LLM. Our experimental evalua-
tion on the BEIR zero-shot document retrieval
datasets illustrates that this simple prompt-
based LLM retrieval method can achieve a
similar or higher retrieval effectiveness than
state-of-the-art LLM embedding methods that
are trained with large amounts of unsupervised
data, especially when using a larger LLM.!

1 Introduction

Large Language Models (LLMs) such as GPT4
and LLaMA, which are pretrained on massive cor-
pora and finetuned to follow user instructions, have
strong zero-shot natural language understanding
capabilities (OpenAl, 2023; Touvron et al., 2023).

Code for fully reproducing the results is available at
https://github.com/ielab/PromptReps.
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<System> You are an Al assistant that can understand human language.
<User> Passage: “[text] . Use one most important word to represent the
passage in retrieval task. Make sure your word is in lowercase.
<Assistant> The word is: “

Figure 1: Overview of PromptReps, LLMs are prompted
to generate dense and sparse text representation at the
same time, which is then used to build search indices.

Via prompting, LLMs excel in various text gen-
eration tasks such as question answering, writing
assistance, and conversational agent (Hendrycks
et al., 2021; Liu et al., 2023). Inspired by the suc-
cess of LLMs on natural language understanding
tasks, several studies have explored the potential
of using LLMs to perform unsupervised document
ranking task.

One line of work focuses on directly prompt-
ing LLMs to infer document relevance to a given
query (Sachan et al., 2022; Zhuang et al., 2023a;
Ma et al., 2023b; Sun et al., 2023; Pradeep et al.,
2023; Zhuang et al., 2023b; Qin et al., 2024). For
instance, RankGPT (Sun et al., 2023) casts docu-
ment re-ranking as a permutation generation task,
prompting LL.Ms to generate re-ordered document
identifiers according to the document’s relevance
to the query. These methods leverage LLMs for
document ranking in a complete zero-shot setting
where no further training is required. However,
these methods can only serve as a second-stage re-
ranker on a handful of candidate documents. This
is because each prompt requires one full LLM infer-
ence: for example, in the case of a corpus with 1M


https://github.com/ielab/PromptReps

documents, a pointwise approach would require
the construction of 1M prompts and thus the exe-
cution of 1M (costly) LLM inferences — making it
unfeasible for an online search engine.

Another line of research leverages LLMs as
a text embedding model for dense document re-
trieval (Lee et al., 2024; Wang et al., 2024a,b;
BehnamGhader et al., 2024). For example, ES-
mistral (Wang et al., 2024b) employs LLMs to
create synthetic datasets of query-document pairs.
These paired text data are then used to perform un-
supervised contrastive training for a Mistral LLM-
based dense retriever. Since the queries and docu-
ments are encoded with LL.Ms separately, i.e., us-
ing a bi-encoder architecture, these methods could
serve as a first-stage document retriever. However,
all existing LLM-based retrievers require an un-
supervised contrastive training step to transform
a generative LLM into a text-embedding model.
Even with parameter-efficient training techniques
such as LoRA (Hu et al., 2022), this extra train-
ing is still very expensive. For example, the con-
trastive training of ES-mistral using a large batch
size (2048) and LoRA took = 18 hours on 32 V100
GPUs (Wang et al., 2024b).

In this work, we propose a new zero-shot
LLM-based document retrieval method called
PromptReps. We demonstrate that LLMs can be
directly prompted to produce query and document
embeddings, which can serve as effective text repre-
sentations for neural retrieval systems. Specifically,
we prompt an LLM by asking it to use a single
word to represent a query or a document. Then,
we extract the last layer’s hidden state of the last
token in the prompt as the dense representation of
the input text. Simultaneously, we utilize the log-
its associated with predicting the subsequent token
to form a sparse representation. As illustrated in
Figure 1, through a single forward pass, we gener-
ate text representations for a document that can be
indexed for dense, sparse, or hybrid search archi-
tectures.

We evaluate our approach on the BEIR
datasets (Thakur et al., 2021) to perform zero-shot
retrieval. We utilize various open-source large lan-
guage models and find that the effectiveness of
zero-shot retrieval increases with the scaling of
LLM size. Results show that PromptReps outper-
forms previous LLM-based embedding methods.
Of key importance is that our method is the first
LLM-based method that can effectively perform
full corpus retrieval while at the same time not

requiring contrastive training, demonstrating that
prompt engineering for generative LLMs is capable
of generating robust representations for retrieval.

2 Related Work

2.1 Supervised Neural Retrievers

Neural retrievers based on bi-encoder architec-
ture bring significant improvement over traditional
heuristic retrievers such as BM25. Dense re-
trievers such as DPR (Karpukhin et al., 2020),
ANCE (Xiong et al., 2021), ColBERT (Khattab and
Zaharia, 2020), encode text into low-dimensional
dense vectors and conduct search with (approx-
imate) nearest neighbor search. On the other
hand, sparse neural retrievers such as Deeplm-
pact (Mallia et al., 2021), uniCOIL (Lin and Ma,
2021), TILDE (Zhuang and Zuccon, 2021b,a), and
SPLADE (Formal et al., 2021), encode text into
high-dimensional sparse vectors as bag-of-words
representations and conduct search in an inverted
index. Recent work has also explored fine-tuning
LLMs as dense retrievers such as RepLLaMA (Ma
et al., 2023a) and LLaRA (Liao et al., 2024). A hy-
brid neural retrieval system refers to a system that
combines the rankings provided by both dense and
sparse retrievers, often resulting in an enhanced
final ranking (Lin and Ma, 2021). All these retriev-
ers are trained with supervised relevance judgment
data (e.g., MS MARCO (Bajaj et al., 2018)) using
contrastive learning. Our work instead focuses on
building a hybrid neural retrieval system with zero-
shot dense and sparse document representations
without supervised contrastive learning. This is
particularly valuable for applications where no rel-
evance judgements are available — often the case
in real work retrieval settings.

2.2 Unsupervised Neural Retrievers

There have also been attempts on training ef-
fective neural retrievers without relying on hu-
man relevance judgments. Methods such as
Contriever (Izacard et al., 2022) and ES (Wang
et al., 2024a), train dense retriever with large-scale
pseudo query-document pairs to build unsupervised
(synthetic) training data. LLMs have also been
adapted as unsupervised text embedding models
for first-stage document retrieval. For instance,
HyDE (Gao et al., 2023a) enhances query represen-
tations for an unsupervised retriever by replacing
the original query with LLM-generated hypotheti-
cal documents. More recent work has focused on



directly converting generative LLMs into a text-
embedding models with unsupervised contrastive
pre-training. These works, such as E5-Mistral-
Inst (Wang et al., 2024b) and Gecko (Lee et al.,
2024), use large-scale weakly supervised paired
text data or LLM-generated query-document pair
data to perform contrastive training on top of LLMs.
LLM2Vec (BehnamGhader et al., 2024), on the
other hand, conducts further masked next token
prediction pre-training with bidirectional attention,
and SimCSE (Gao et al., 2021) trains on raw text
data to transform LLMs into text encoders. Al-
though no labeled data is used, these methods re-
quire synthetic or unsupervised paired text data
to perform contrastive pre-training. Our method
instead relies solely on prompt engineering to trans-
form LLM into a robust text encoder for document
retrieval without any extra training.

2.3 Prompting LLMs for document
re-ranking

Inspired by the prompt-following capacity of
LLMs, recent works have explored prompting
LLMs for document reranking. For instance,
UPR (Sachan et al., 2022) ranks documents point-
wise by prompting the LLM to generate a rele-
vant query for a given document and rank docu-
ments based on the likelihood of generating the
query. RankGPT (Sun et al., 2023) and LRL (Ma
et al., 2023b) propose to re-rank a list of docu-
ments at once and generate permutations for the
reordered list. Pairwise (Qin et al., 2024) and
Setwise (Zhuang et al., 2023b) prompting meth-
ods have also been explored to improve effective-
ness and efficiency in the LLM re-ranking pipeline.
These methods are only feasible for re-ranking a
handful of candidate documents, thus limited to
second-stage document re-ranking. In contrast,
our approach utilizes prompts to construct the first-
stage retrievers.

2.4 Prompting LLM for sentence embeddings

The methods most similar to ours are work on
prompting LLMs to generate sentence embeddings
for semantic textual similarity (STS) tasks (Jiang
et al., 2023b; Lei et al., 2024; Zhang et al., 2024).
These works developed an Explicit One-word Lim-
itation (EOL) prompt, which also instructs LLMs
to represent a sentence with one word. However,
these works only evaluate such prompts on STS
datasets, and their effectiveness on information re-
trieval datasets with large document corpora is un-

known. Additionally, these methods only repre-
sent texts with dense embeddings from the hidden
states; our method instead generates sparse text
representations simultaneously to build a hybrid re-
trieval system. In fact, our results show that dense
embeddings alone perform poorly for document
retrieval tasks with some LLMs, but sparse rep-
resentations are much more robust, and the best
retrieval effectiveness is achieved with the hybrid
retrieval system with scaled model size.

3 PromptReps

Unlike previous works that leverage LLMs for doc-
ument ranking, which are limited to document re-
ranking tasks with prompts or rely on contrastive
learning to transform a generative LLM into an
embedding model for document retrieval, in this
work, we aim to directly prompt LLMs to gen-
erate both dense embedding representations and
sparse bag-of-words representations for document
retrieval without any form of extra training ef-
fort. To achieve this aim, we devise the following
prompt as the input text for LLMs:

<System> You are an Al assistant that can un-
derstand human language.

<User> Passage "[text]". Use one most impor-
tant word to represent the passage in retrieval
task. Make sure your word is in lowercase.
<Assistant> The word is: "

where <System> <User> and <Assistant> are LLM
pre-defined conversational prefix tokens and [text]
is the placeholder for passage text. When using
this prompt for text generation, the language model
needs to find a single word in its token vocabulary
that can best represent the given passage to gener-
ate. However, since there could be multiple words
to represent the passage, there might be multiple to-
kens in the vocabulary that have a high probability
of being sampled by the language model. Such a
distribution over the vocabulary, which often refers
to "logits", could potentially provide a good repre-
sentation of the given passage. In addition, since
the logits are computed by the last layer hidden
state” of the last input token (*"*), which is a dense
vector embedding, it can also serve as a dense rep-
resentation of the passage.

Based on the above intuition, we develop a
sparse + dense hybrid document retrieval system

20Often through dot product between last hidden state with
all token embeddings.



by utilizing both the next token logits and the last
layer hidden states outputted by the LLM with our
designed prompt.

Specifically, during the document indexing
phase, we pass all the documents with our prompt
into the LLM to get output hidden states and logits.
To build a sparse retrieval pipeline with logits, we
first need to sparsify the logits representation to
be able to perform efficient sparse retrieval. This
is because logits originally had values for all to-
kens in the vocabulary, essentially forming dense
vectors with dimensions equal to the vocabulary
size. To sparsify the logit representations for sparse
retrieval, we perform following steps:

1. Lowercase the input document text to align
with the phrase "Make sure your word is in
lowercase." in the prompt since this phrase
skewed the sampling distribution towards low-
ercase tokens (a "sparser" distribution). We
then utilize the NLTK toolkit (Bird and Loper,
2004) to extract all words in the document,
filtering out standard English stopwords and
punctuation.

2. Next, we use the LLM’s tokenizer to tokenize
each extracted word and obtain their token
IDs?. We retain only the values correspond-
ing to the obtained token IDs in the logits and
set the rest of the dimensions to zero, thereby
considering only tokens present in the docu-
ments, thus enabling exact term matching in
retrieval.

3. Next, we follow the SPLADE recipe (Formal
et al., 2021), using the ReL.U function to re-
move dimensions with negative values and
applying log-saturation to the logits to prevent
certain tokens from dominating. To further
enhance the sparsity of logits, we only keep
tokens within the top 128 values if the logits
had more than 128 non-zero values after the
previous steps.

4. Finally, the logits were quantized by simply
multiplying the original values by 100 and
taking the integer operation on that, and the
obtained values represent the weights of cor-
responding tokens.

3Note that many words may be split into sub-tokens, re-
sulting in multiple token IDs, all of which are considered in
the logits

With these adjustments, the logits representations
of documents are heavily sparsified, allowing for
efficient sparse retrieval with a standard inverted
index.

For dense retrieval, we directly use the hidden
states as the embedding of the documents. For in-
dexing these embeddings, we simply normalize all
the embeddings and add them into an Approximate
Nearest search (ANN) vector index.

At query time, we process the queries exactly
the same as the documents, with the only excep-
tion being that the term "passage" in the prompt is
replaced with "query". The dense representation
of the query is utilized for semantic search via the
ANN index, while the sparse representation of the
query is employed for exact term matching via the
inverted index. Following previous work (Wang
et al., 2021), we compute the final document scores
by applying min-max normalization to both dense
and sparse document scores. These normalized
scores are then linearly interpolated with equal
weights to produce the final document scores.

4 Experimental setup

Dataset and evaluation: We evaluate the docu-
ment ranking effectiveness of both baseline meth-
ods and our proposed PromptReps using the BEIR
benchmark (Thakur et al., 2021). This benchmark
encompasses various IR tasks, providing a het-
erogeneous evaluation environment. We report
nDCG @10 scores, which is the official evaluation
metric employed by BEIR.

Baselines: We compare PromptReps with strong
unsupervised first-stage retrievers including BM25,
a classic term frequency-based sparse retrieval
method, and E5-PTj4.qc (Wang et al., 2024a), a
state-of-the-art BERT-based (Devlin et al., 2019)
dense embedding method trained on 1.3 bil-
lion carefully crafted unsupervised text pairs.
LLM2Vec (BehnamGhader et al., 2024), an LLM-
based dense embedding method trained with bi-
directional attention, masked next token prediction,
and SimCSE (Gao et al., 2021) on the Wikipedia
corpus.

Implementation of PromptReps: PromptReps

is implemented using three base LL.Ms: Mistral-
7b-Instruct-v0.2* (Jiang et al., 2023a), Llama3-

*https://huggingface.co/mistralai/Mistral-7B-Instruct-
v0.2



Table 1: nDCG @10 scores of BEIR 13 publicly available datasets. The best scores of methods without interpolating
with BM25 are highlighted in bold. Scores of E5-PT),;.4. and LLM2Vec are taken directly from the original papers.

Contrastive pre-training PromptReps(ours)

LLM - BERT-330M | Mistral-7B Mistral-7B-Instruct Phi3-mini-3.8B-Instruct Llama3-8B-Instruct Llama3-70B-Instruct
Dataset BM25 | E5-PTj4ge | LLM2Vec | Dense | Sparse | Hybrid | Dense | Sparse | Hybrid | Dense | Sparse | Hybrid | Dense | Sparse | Hybrid +BM25
arguana 39.70 44.4 51.00 21.02 | 32.41 | 32.81 | 38.00 | 21.51 | 35.68 | 32.89 | 24.25 | 3547 | 37.38 | 26.15 | 3829 4228
climate-fever | 16.51 15.7 2297 5.31 11.17 | 10.57 | 18.99 | 11.39 | 21.12 | 23.47 | 9.52 2220 | 21.21 | 12.01 | 2256 2296
dbpedia 31.80 371 25.48 8.23 | 22.80 | 17.87 | 26.09 | 24.72 | 32.21 | 30.95 | 28.11 | 36.30 | 31.88 | 28.69 | 36.59  40.48
fever 65.13 68.6 45.11 20.03 | 50.07 | 47.23 | 44.18 | 51.73 | 64.92 | 5943 | 51.60 | 71.61 | 57.62 | 54.77 | 71.52  76.37
figa 23.61 43.2 27.24 8.31 18.63 | 15.75 | 21.08 | 20.40 | 27.01 | 24.79 | 19.66 | 29.54 | 29.99 | 22.22 | 3334  33.20
hotpotqa 63.30 522 54.54 298 | 32.15 | 20.62 | 25.15 | 42.75 | 46.62 | 28.07 | 45.82 | 51.27 | 30.94 | 4491 | 5098  66.42
nfcorpus 32.18 337 27.16 14.41 | 27.81 | 23.55 | 27.80 | 29.38 | 3325 | 26.74 | 27.48 | 31.36 | 31.93 | 2935 | 3403  36.19
nq 30.55 41.7 34.16 7.12 | 1993 | 16.62 | 2647 | 2557 | 3478 | 35.02 | 28.34 | 41.62 | 4338 | 30.76 | 4598  44.22
quora 78.86 86.1 84.40 5338 | 61.95 | 66.65 | 80.71 | 67.79 | 82.11 | 7747 | 69.02 | 8247 | 7527 | 71.57 | 81.81 84.84
scidocs 14.90 21.8 15.35 6.54 | 1142 | 10.28 | 13.35 | 12.24 | 1558 | 16.77 | 11.52 | 1693 | 18.31 | 13.22 | 17.96 17.73
scifact 67.89 72.3 68.67 2271 | 5527 | 48.15 | 51.69 | 59.94 | 64.86 | 54.26 | 59.06 | 65.61 | 58.92 | 61.53 | 67.41 72.09
trec-covid 59.47 61.8 55.66 3494 | 62.03 | 53.79 | 51.16 | 56.53 | 62.48 | 63.54 | 55.19 | 68.54 | 7147 | 63.19 | 7713  77.94
touche 44.22 19.8 6.54 9.59 | 1947 | 1836 | 12.75 | 19.17 | 19.58 | 1492 | 1646 | 19.24 | 18.84 | 20.12 | 22.85 36.21
avg 43.70 44.61 39.86 16.51 | 3270 | 29.40 | 33.65 | 34.09 | 41.55 | 37.48 | 34.31 | 44.01 | 40.55 | 36.80 | 46.19  50.07

8B-Instruct’, Phi-3-mini-4k-instruct® (Abdin et al.,
2024), and Llama3-70B-Instruct’ (Al@Meta,
2024). Dense and sparse document and query en-
coding are implemented using the Huggingface
Transformers library (Wolf et al., 2020) and the
Tevatron toolkit (Gao et al., 2023b). Faiss li-
brary (Douze et al., 2024) is used to build the ANN
index with cosine similarity as the embedding dis-
tance metric, and Pyserini (Lin et al., 2021) is uti-
lized to construct the inverted index for sparse re-
trieval. For the dense and sparse ranking hybrid,
the Ranx library (Bassani and Romelli, 2022) is em-
ployed. In our experiments, we report dense only,
sparse only, and the full hybrid results. In addition,
we also report the results of further interpolating
BM2S5 scores with hybrid scores for PromptReps
based on Llama3-70B-Instruct.

5 Results

We present our results in Table 1. The first obser-
vation highlights that BM25 is a very strong zero-
shot retrieval method, capable of outperforming
LLM2Vec, based on the Mistral-7B LLM, across
numerous datasets, achieving a higher average
nDCG @10 score. This outcome implies that even
with a large-size LLM, bi-directional attention en-
abled, additional pre-training, and SimCSE-based
unsupervised contrastive training, there remains a
gap in transforming a decoder-only LLM into a
robust retrieval method.

On the other hand, E5-PT;4;.¢c, based on the
BERT-large model, is the first method that can
outperform BM25 without any supervised train-

>https://huggingface.co/meta-llama/Meta-Llama-3-8B-
Instruct

®https://huggingface.co/microsoft/Phi-3-mini-4k-instruct

"https://huggingface.co/meta-llama/Meta-Llama-3-70B-
Instruct

ing data. However, it has been trained on a massive,
carefully mined text pair dataset with a large batch
size, which may require more data-collecting ef-
forts and computational resources than LLM2Vec.

For our proposed PromptReps, when using
Mistral-7B-Instruct LLM, the dense-only retriever
performs poorly. However, although still worse
than LLM2Vec, the sparse-only retriever performs
much better than dense. This finding suggests that,
with Mistral-7B-Instruct as the base LLM, using
the logits generated by our prompt produces bet-
ter document representations than hidden states for
document retrieval. The hybrid retrieval performs
worse than sparse-only in this case due to the poor
performance of dense retrieval.

Surprisingly, when implementing PromptReps
with Phi-3-mini-4k-instruct achieved much higher
dense-only retrieval effectiveness, closing to its
sparse retrieval effectiveness and leading to an
impressive hybrid retrieval average score that
surpassed LLM2Vec based on Mistral-7B, even
though it is only half the size.

Interestingly, when implementing PromptReps
with the state-of-the-art Llama3-8B-Instruct LLM,
the dense-only retrieval further improved and
achieved a higher score than that of sparse. The
sparse-only retrieval effectiveness also improved,
but the improvement was much more marginal com-
pared to the improvement on dense. The hybrid
of dense and sparse brings notable retrieval effec-
tiveness improvement, surpassing BM25 and ap-
proaching the state-of-the-art E5-PT,,;.¢.. Notably,
this is achieved without any form of extra training
but solely relying on prompts.

The scaling law of LLM (Kaplan et al., 2020)
is also applied here. When changing L.lama3-8B-
Instruction to Llama3-70B-Instruction, the retrieval
effectiveness of our PromptReps further improved,



with the dense-only approach surpassing LLM?2Vec
and the hybrid approach surpassing E5-PT;4;ge.
When further interpolating the hybrid ranking with
BM25 ranking, the average nDCG@ 10 achieved
a remarkable score of 50.07. Our results demon-
strate that it is possible to build a very strong hybrid
retrieval system without the need for any unsuper-
vised or supervised training.

A note on query latency. The best performance
of our PromptReps is achieved in the hybrid re-
trieval setting. Compared to previous works which
are dense retrieval only, our method seems to have
a higher query latency. However, PromptReps actu-
ally only requires a little query latency overhead if
implementing dense and sparse search in parallel.
The cost of obtaining both dense and sparse rep-
resentations of our method only requires a single
LLM forward inference; the only extra computa-
tion is the dot product of the dense vector with
the token embeddings, which is very fast on GPU.
For document search, since we heavily sparsified
the sparse representation, in our experiments, our
sparse retrieval is much faster than BM25, and the
bottleneck is the dense retrieval. Since the dense
and sparse search could be run in parallel and the
hybrid operation is just a linear interpolation of
both rankings (very fast on CPU), the query latency
will depend on the dense retrieval latency, thus very
close to the previous methods.

6 Discussion

Our work demonstrates that prompt engineering for
generative LLMs is not only a powerful method for
natural language generation tasks but also capable
of generating robust dense (embedding) and sparse
(bag of words) representations for input texts. We
believe this important finding could lead to a series
of new research directions.

For example, techniques like few-shot in-context
learning (Brown et al., 2020), chain-of-thought
prompting (Wei et al., 2022), and auto-prompt op-
timization methods (Yang et al., 2024; Fernando
et al., 2023), which have proven to be very effec-
tive in text-generation tasks, could potentially be
leveraged here to enhance embedding generation.

Moreover, it has been shown that the instruction-
following ability of LLMs could be transferred to
embedding models with synthetic instruction fine-
tuning data (Wang et al., 2024b). In our work,
we always keep the instruction prompt consistent
across different information retrieval tasks, which

could be sub-optimal. It would be very interesting
to investigate how to customize instructions for
PromptReps to generate embeddings specific to
different domains, tasks, or even to multi-lingual
and cross-lingual retrieval settings.

Finally, our prompting method could be seen as a
simple approach to obtaining a better initialization
of LLM-based embedding models, which is much
more cost-effective than methods requiring further
pre-training (BehnamGhader et al., 2024; Li et al.,
2023). All the previous contrastive pre-training
with paired text data and synthetically generated
data could be applied on top of our method and
could potentially yield improved LL.M-based em-
bedding models. We leave these aspects for future
work.

7 Conclusion

In this paper, we introduced PromptReps, a simple
yet effective method that prompts LLMs to gener-
ate dense and sparse representations for zero-shot
document retrieval without any further unsuper-
vised or supervised training. Our work reveals
that modern LLMs are effective text encoders by
themselves, and prompt engineering is sufficient to
stimulate their text encoding ability.
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