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Abstract 

Histopathological staining of human tissue slides is essential in the diagnosis of various 

diseases. The recent advances in virtual tissue staining technologies using AI alleviate 

some of the costly and tedious steps involved in the traditional histochemical staining 

process, permitting multiplexed rapid staining of label-free tissue without using staining 

reagents, while also preserving the tissue block. However, potential hallucinations and 

artifacts in these virtually stained tissue images pose concerns, especially for the clinical 

utility of these AI-driven approaches. Quality assessment of histology images is, in general, 

performed by human experts, which can be subjective and depends on the training level of 

the expert. Here, we present an autonomous quality and hallucination assessment method 

(termed AQuA), mainly designed for virtual tissue staining, while also being applicable to 

histochemical staining. Leveraging a novel architecture, AQuA autonomously achieves 

99.8% accuracy when detecting acceptable and unacceptable virtually stained tissue 

images without access to ground truth, also presenting an agreement of 98.5% with the 

manual assessments made by a group of board-certified pathologists. Besides, AQuA 

achieves super-human performance in identifying realistic-looking, virtually stained 

hallucinatory images that would normally mislead human diagnosticians by deceiving 

them into diagnosing patients that never existed. We further demonstrate the wide 

adaptability of AQuA across various virtually and histochemically stained human tissue 

images and showcase its strong external generalization to detect unseen hallucination 

patterns of virtual staining network models as well as artifacts observed in the traditional 

histochemical staining workflow. This framework creates new opportunities to greatly 
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enhance the reliability of virtual staining and will provide quality assurance for various 

image generation and transformation tasks in the fields of digital pathology and 

computational imaging. 

 

Introduction 

Histopathological examination is considered the gold standard diagnostic procedure for 

most lesions of the human body. Prior to microscopic evaluation, extracted tissue samples 

undergo multistep processing that includes fixation, grossing, embedding, sectioning, 

staining, mounting and cover-slipping. Artifacts, defined as abnormal structures or 

features produced by the processing of tissue samples1, are common in histopathology. 

These artifacts alter tissue morphology, interfere with the diagnostic process, and can even 

preclude reaching a definite diagnosis. To minimize tissue slides heavily affected by 

artifacts reaching the pathologist's table, histotechnicians and lab specialists constantly 

perform manual quality assurance after each processing step. These inspections include 

comparing the tissue slide gross morphology to the tissue block morphology, 

histochemical stain (HS) color quality assessment, and checking the presence of tissue 

folds, holes, and other external material masking the tissue.  

Over the last decade, pathology has undergone significant technological developments, 

with the inception of digital and computational pathology. The introduction of deep 

learning models allows for the analysis and stratification of histopathology images in ways 

that were not available before2,3. Recently, artificial intelligence-based techniques have 

created new opportunities to transform traditional century-old histochemical staining 
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methods. Deep learning models have been developed to virtually replicate the images of 

chemically stained slides using only the microscopic images of unlabeled/label-free tissue 

samples4–17, eliminating the time-consuming, laborious, and costly chemical staining 

procedures. These methods, which digitally generate histological stains using trained deep 

neural networks, are collectively termed as virtual staining (VS) and have been explored for 

both label-free staining4–7,9,14–16,18–23 and stain-to-stain transformations24–30. Although these 

VS techniques offer major benefits such as reduced stain variability, high-speed, cost-

effectiveness, reduced labor and multiplexing, they also introduce risks of potential 

hallucinations and artifacts in the generated virtually stained images. One known pitfall of 

generative models is their susceptibility to hallucinate by producing information/images 

that are not based on factual data or reality. These hallucinations can range from subtle 

structural and/or color inconsistencies to entirely fabricated content. In the context of 

virtual histopathology and VS, these hallucinations can be categorized into two main areas: 

(1) ‘technical and unrealistic’ hallucinations, and (2) ‘realistic’ hallucinations.  ‘Unrealistic’ 

hallucinations introduced by technical issues include blurred areas, folded tissue regions 

or aberrantly stained areas, which are similar to traditional artifacts that are frequently 

seen in glass slide-based pathology; these forms of hallucinations and artifacts would 

normally be spotted by an expert histotechnologist or pathologist examining the image. In 

the second category, however, such hallucinations would appear as 'realistic’, such as e.g. 

the replacement and/or addition of some tissue components with imaginary ones. These 

realistic hallucinations might mislead pathologists, deceiving them to diagnose features 

that do not appear in the actual tissue specimen, although looking realistic and believable 
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from the perspective of tissue staining quality. These types of realistic hallucinations may 

result in a misinterpretation of tissue features, misleading the diagnosis process (e.g., 

hallucinated tumor cells appearing inside a benign tissue section), altering tumor grade 

(e.g., hallucinated mitotic figures within a tumor), and affecting the predicted response to 

treatment (e.g., hallucinated lymphocytes in the tumor microenvironment), among many 

other possibilities. While several deep learning-based tools have been developed for 

detecting ‘technical’ or ‘unrealistic’ artifacts in standard pathology slides31–34 that are 

histochemically stained, their accuracy vary and constant human-in-the-loop inspections 

are required for quality assurance. Furthermore, none of these tools have been trained or 

evaluated specifically for their ability to detect hallucinations induced by virtual staining 

models. Even more critically, there is currently no available tool to evaluate and detect 

virtually stained tissue images that present realistic and believable hallucinations, which 

may significantly influence tissue interpretation and deceive pathologists into diagnosing 

patients that never existed. 

Here, we present AQuA, an automated image quality and hallucination assessment 

framework as the first of its kind computational tool that is specifically designed for 

recognizing morphological artifacts and hallucinations created by generative VS models (as 

depicted in Fig. 1a), including technical/unrealistic and, more importantly, realistic 

hallucinations. AQuA-Net was trained, validated and tested using a set of virtually stained 

Hematoxylin & Eosin (H&E) tissue slides taken from human renal and lung biopsies. Using a 

unique data assembly methodology (described in the Methods section), a wide variety of 

morphological hallucinations and error modes within VS images were introduced into 
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kidney and lung tissue datasets. Leveraging a novel architecture design (Fig. 1b), AQuA-Net 

automatically detects these morphological hallucinations and low-quality VS images 

without the need for any ground truth information. By introducing a label-free 

autofluorescence (AF) based virtual tissue staining model (i.e., VS: AF→H&E) and its 

corresponding reverse image transformation, i.e., virtual autofluorescence model (VAF: 

H&E→AF), we employed virtual iterations between the H&E and AF domains, which were 

utilized as the input of AQuA-Net to autonomously detect artifacts and hallucinations in 

virtually stained H&E images, without access to the ground truth histochemical H&E 

images. Blindly tested on human kidney and lung tissue samples from new patients, AQuA 

successfully classified each virtually stained image as having an acceptable or 

unacceptable stain quality with high specificity and sensitivity; it also showcased an 

exceptional external generalization to new types and styles of hallucinations and artifacts 

generated by poorly trained VS models that were never used before. In a blinded 

comparison against a group of board-certified pathologists, AQuA scored super-human 

accuracy, especially detecting numerous realistic hallucinations that were scored as good 

stained images by expert pathologists,  who would normally be misled into diagnosing 

patients using these hallucinated tissue images. Additionally, we adapted AQuA to 

discriminating good and bad histochemically stained (HS), standard H&E images and 

demonstrated its superior accuracy to detect staining artifacts that routinely appear in the 

traditional clinical workflow, also beating various analytical hand-crafted image quality 

assessment metrics. 
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Our analyses revealed AQuA’s potential as a fully autonomous, widely generalizable virtual 

tissue staining quality and hallucination assessment framework with super-human 

performance. We believe that AQuA can be extended beyond the realm of virtual H&E 

staining to virtual immunohistochemistry and immunofluorescence staining, which pose 

similar stain-quality assessment challenges. This autonomous hallucination detection and 

uncertainty estimation tool for deep neural networks can substantially save time and 

professional labor conventionally induced by human supervision, and simultaneously 

mitigate potential errors caused by subjective interpretations, which would be valuable for 

enhancing the reliability of a plethora of deep learning-based generative models and image 

translation methods. 

 

Results 

Image-level autonomous quality and hallucination assessment of kidney tissue virtual 

staining 

We first validated our method on virtual H&E staining of human kidney tissue samples. 

Starting with the establishment of good- and poor-staining models, we trained one VS 

model using paired AF-HS images (see the Methods section) until it converged. With the 

convergence thresholds determined on both the validation loss and training epochs, early 

stopped checkpoints with fewer epochs and higher validation losses were defined as poor 

VS models, and the other checkpoints with more epochs and lower validation losses were 

regarded as good VS models. Figure 2(a) illustrates negative and positive VS images 

generated by good-staining models (free of artifacts and hallucinations – i.e., negative) and 
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poor-staining models (artifacts and hallucinations detected – i.e., positive), respectively. 

The registered HS images are also shown here, representing the ground truth – although 

they are not used in the inference phase since AQuA is an autonomous framework. As 

pointed by the black arrows, poor VS models produce hallucinations, which are hard to 

distinguish without the histochemical ground truth reference. In fact, even with the ground 

truth HS images, it is not easy to discriminate hallucinated images from high-quality VS 

images with sufficient accuracy as presented in Fig. 2b. Since VS models were trained 

under the generative adversarial network (GAN)35 framework, traditional structural quality 

assessment metrics are incapable of distinguishing semantic hallucination. In terms of 

commonly used structural image quality metrics, including mean square error (MSE), 

Pearson correlation coefficient (PCC) and peak signal-to-noise ratio (PSNR), the 

distributions of the negative and positive VS images present strong overlap and cannot be 

well separated with simple thresholding. More importantly, in VS workflow, the 

histochemically stained images (the ground truth) would be unavailable, and therefore 

such image quality metrics cannot be used in the deployment of the VS workflow.  

In contrast, AQuA performs chemistry-free, unsupervised quality and hallucination 

assessment and better discriminates the two populations of VS images (positive vs. 

negative) without the need for ground truth HS images. Figure 2c showcases the 

confidence score distribution of the two populations and the confusion matrix with respect 

to the ground truth labels. Based on a validation set, we selected the threshold 𝛼 = 0.5253 

scoring 100% sensitivity, and then blindly applied it to the test set (containing ~2,100 VS 

images) as shown by the green dashed line in Fig. 2c. Both the scatter plot and the 
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confusion matrix confirm a very good classification performance provided by our method 

on the two populations, with an accuracy of 99.8% and a sensitivity of 99.8%. Figure 2d 

further compares the performances of our method and histochemical ground truth-based 

quality assessment metrics, in terms of the absolute value of t-statistics and Kullback-

Leibler (KL) divergence between the populations of positive and negative VS images. Our 

unsupervised quality and hallucination monitor provides significantly better 

positive/negative separation than all the supervised quality assessment metrics that 

demand access to the ground truth HS images. 

In addition to these comparisons against traditional structural HS-based metrics, we 

further assessed the performance of our method against the decisions of three board-

certified pathologists, covering the condition that no histochemical reference images are 

accessible. Each pathologist independently and blindly evaluated the quality of a set of VS 

images of human kidney samples. A consensus was reached on 𝑁 = 127 images, among 

which 𝑁𝐺 = 66 images came from good-staining VS models and 𝑁𝑃 = 61 images from 

poor-staining VS models. Specifically, the pathologists were asked to score each image on 

three metrics: the stain quality of nuclei, cytoplasm and extracellular space from 1 to 4, 

with higher scores indicating better quality (refer to the evaluation details in the Methods 

section). Figure 3a reports the overall agreements between our method’s confidence 

scores and the pathologists’ scores on all 𝑁 = 127 test images. Here, the range for the 

average score over three pathologists for an acceptable stain quality was set as (2,4]. 

Figure 3a reveals that our method agrees well with the pathologists’ opinion (average stain 

quality score), corresponding to the blue and green areas in the confusion matrices shown 
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in Fig. 3a. We further break down Fig. 3a into Figs. 3b and 3c, comparing our method 

against the pathologist scores on the good-staining and poor-staining VS models, 

respectively. As illustrated in Fig. 3b, AQuA achieves 100% acceptance rate without any 

human intervention or supervision; in other words, all VS images from good-staining VS 

models are accepted. As a reference, the pathologists agreed on 98.5% of the 

classification of our method (green zones) over the three separate stain quality scores and 

the average stain quality score. In Fig. 3c, when detecting hallucinated VS images coming 

from poor-staining models, AQuA scores 100% rejection rate without any human 

supervision or access to histochemically stained ground truth images. In contrast, when 

presented with these VS images featuring realistic hallucinations (yellow zones), 

pathologists failed to flag these hallucinated images and could not identify the mismatch 

between VS images and their HS counterparts when the access to HS ground truth was 

unavailable. Examples of these realistic hallucinations that mislead the pathologists are 

shown in Extended Data Fig. 1a, and further analysis of pathologists’ failure on these 

images are detailed in the Discussion section. This comparison clearly demonstrated the 

super-human level performance of AQuA as an autonomous virtual stain quality monitor 

and hallucination detector, rendering its potential in substituting human supervision in a 

virtual staining workflow where histochemical staining is eliminated and not available. 

Furthermore, AQuA is effective on detecting various failure patterns of VS models, 

including suboptimal convergence and generalization failure. In addition to testing our 

AQuA model on hallucinated images from early stopped checkpoints, we conducted an 

external generalization test to an overfitted VS model using the same classifier described 
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above, which has never seen such overfitted VS models. As shown in Extended Data Fig. 

2a, the overfitted VS model, well trained on a small subset of the training data, fails to 

generalize on testing data and exhibits a distinct staining failure pattern compared with the 

early stopped VS models, such as missing a large portion of nuclei and generating blurry 

features. Despite the difficulty of detecting these staining failure patterns never seen 

before during the classifier training, AQuA successfully discriminated all VS images from 

the overfitted model and the early stopped model as illustrated in Extended Data Fig. 2b. 

This generalization test further demonstrates the robustness and generalizability of AQuA 

to various unseen, unknown staining failure patterns of VS models. 

Image-level autonomous quality and hallucination assessment of lung tissue virtual 

staining 

To showcase that AQuA’s performance is not organ-dependent, we also applied AQuA to 

human lung tissue samples. Following a similar training strategy as detailed above, AQuA 

was trained on human lung VS images, and tested on a set of ~2,400 VS images excluded 

from the training stage (see the details in the Methods section). Figure 4 summarizes the 

performance of AQuA and compares it against histochemical-based, supervised quality 

assessment metrics that used HS ground truth images. Figure 4a showcases typical 

negative and positive VS images of human lung tissues, and the corresponding HS image is 

also shown as a reference. A poor VS model usually generates hallucinatory nuclei as 

pointed by the black arrows in Fig. 4a, which could be hard to distinguish without the HS 

image. Even with the supervision from HS ground truths, traditional quality assessment 

metrics such as MSE, PCC and PSNR cannot separate the populations of positive and 
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negative VS images as depicted in Fig. 4b. On the contrary, AQuA successfully 

discriminates the two groups of VS images as shown in Fig. 4c, and achieves a high 

accuracy of 97.8% and a sensitivity of 99.5% based on a threshold of  𝛼 = 0.6263. In terms 

of quantitative measures between the distributions of negative and positive VS images, our 

unsupervised method considerably outperforms supervised metrics and separates the two 

distributions much better, scoring significantly higher t-statistics and KL divergence values, 

even though it does not use ground truth HS images. 

A blinded comparison with pathologists’ scores was also implemented on human lung 

tissue samples, following the previously outlined methodology. On a set of 𝑁 = 99 testing 

VS images, where pathologists reached consensus, our method shows a good agreement 

with their scoring as shown in Fig. 5a. Figure 5b and 5c illustrate the breakdown of Fig. 5a 

into the two cases on good-staining and poor-staining VS models, respectively. As shown in 

Fig. 5b, AQuA correctly identifies 100% of the negative VS images generated by good-

staining models (𝑁𝐺 = 59), on which board-certified pathologists also accepted 98.3% of 

the same VS images and rejected only one disagreement case consisting almost entirely of 

red blood cells (RBCs). The disagreement case is further shown in Extended Data Fig. 1b 

and analyzed in the Discussion section. On the poor-staining VS models with 𝑁𝑃 = 40 

images, AQuA successfully rejected all hallucinatory images generated by these poor-

staining models, including unrealistic (blue zone) and realistic (yellow zone) hallucinations. 

In contrast, board-certified pathologists failed to identify the VS images generated by poor-

staining models harboring realistic hallucinations in the yellow zone. An example of these 

realistic hallucination is shown in Extended Data Fig. 1a. These comparisons further 
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confirm the super-human performance of AQuA’s staining quality and hallucination 

assessment of VS models without access to ground truth HS images. 

Model-level autonomous quality assessment of virtual staining 

So far we have focused on implementing image-level autonomous quality monitoring of VS 

images; this scenario broadly applies to cases where already approved and rigorously 

validated VS models routinely and continuously generate VS images on new patient 

specimens, eliminating the standard histochemical staining workflow. Therefore, in these 

cases, AQuA serves as an autonomous and unsupervised “watchdog” to detect when the 

virtually stained images should not be used, even if the VS model has already been 

validated and approved for a given workflow.  

Another important scenario that we will consider here is the VS model pre-approval 

process; here we will address the question of should we accept a given VS model into our 

workflow or not. To answer this question, we created an autonomous method for VS Model 

quality assessment, termed M-AQuA – which is also based on the AQuA framework. In 

practice, the performance of VS models, even if they are pre-approved, should be 

periodically evaluated, as part of a quality assurance routine, for generalization failures, 

which may result from a variety of causes including e.g., changes in imaging and sample 

preparation protocols, replacement or aberrations of imaging hardware as well as 

variations in biological content and storage conditions of tissue, among other factors. 

Hence, the periodic assessment of each VS model is necessary to assure the quality of the 

whole VS workflow on top of autonomous quality monitoring of each VS image. Of course, 

the use of M-AQuA is supposed to be much less frequent compared to image-level VS 
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quality assessments performed through AQuA as they serve two different functions; the 

former (M-AQuA) decides on the quality of the VS model, whether e.g., it should be 

approved for use or trained with more data; the latter (AQuA), however, decides if the 

generated VS image should be used for expert examination or not.  

The workflow of M-AQuA is established upon AQuA-based examination on a set of 𝑁 

distinct VS images from the same VS model (that is under investigation). In this workflow, 

the previously trained image-level AQuA is independently and simultaneously applied on 

each VS image in the set, giving the image-level confidence scores. Then, the set of 𝑁 

confidence scores is compared to the confidence score distributions of good- and poor-

staining VS models in the training set, to determine if the current VS model under test is 

generalizing well or not. Based on the theory of linear discriminant analysis (LDA), this is 

equivalent to comparing the average confidence score 𝑠̅ (over 𝑁) to a threshold 𝛽. This 

threshold 𝛽 is determined on the training set following LDA such that the distributions of 

good- and poor-staining models have equal probability density at 𝛽 (see the details in the 

Methods section). Figure 6a depicts the workflow of M-AQuA. As shown in Fig. 6a, 𝑁 VS 

images generated by the same VS model under test are fed into AQuA in parallel, and the 

resulting 𝑠̅ is compared to 𝛽 to determine whether the VS model should be accepted or 

rejected.  

We applied this VS model quality assessment workflow on 𝑀 = 10 test VS models of 

human lung tissue, among which half were good-staining VS models and the remaining 

ones were poor-staining models. We randomly sampled 𝑁 images for each model 𝑅 = 100 

times, and summarized the repeatability of our test results; see Fig. 6b. The mean and 
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standard deviation of 𝑠̅ over 𝑅 = 100 repetitions are shown under various 𝑁 (from 2 to 20). 

The distribution of 𝑠̅ squeezes and eventually converges over increasing 𝑁, indicating that 

more test images (larger 𝑁) improve the discrimination accuracy of M-AQuA. Nevertheless, 

even for 𝑁 = 2, the groups of good- and poor-staining models can be completely separated 

by a threshold of 𝛽 = 0.6159. The accuracy and KL divergence between the 𝑠̅ distributions 

of good- and poor-staining models are also reported in Fig. 6, confirming the benefits of 

increasing 𝑁. In Figs. 6c and 6d, we further conducted a scalability test to M-AQuA with 

increasing the number of VS models (𝑀). Figure 6c presents the histograms of 𝑠̅ of 𝑀 

randomly and independently selected VS test models, where the good-staining and poor-

staining VS models each form 50% of the models. In all these tests with various 𝑀, all the 

good- and poor-staining models were correctly discriminated, scoring 100% accuracy as 

reported to Fig. 6d. The KL divergence between the 𝑠̅ distributions of good- and poor-

staining models are also reported in Fig. 6d. These findings demonstrate the success and 

robustness of our model-level virtual staining quality assessment method (M-AQuA). 

We also tested the external generalizability of M-AQuA framework to poor-staining VS 

models that exhibit staining failure patterns never seen before, including, for instance, 

some VS models that overfitted to small training data. This might happen if HS staining (the 

ground truth needed for model training) is scarce, expensive or exhibit variations in quality, 

with a small number of tissue slides achieving acceptable staining quality, as usually 

encountered in e.g., immunohistochemistry and immunofluorescence tissue staining. 

Extended Data Figure 2c summarizes the external generalization performance of M-AQuA 

on 20 overfitted VS models, 20 early stopped models as well as 20 good-staining VS 
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models – all never seen before. The M-AQuA classifier and threshold established using only 

good-staining and early stopped VS models can successfully generalize to overfitted VS 

models, scoring 100% accuracy at the model assessment level. This experiment further 

confirms the robustness of M-AQuA to detecting various unseen types of VS model failure, 

including model suboptimality and generalization errors. 

Autonomous staining quality assessment on histochemically stained (HS) images 

In addition to autonomous staining quality and hallucination assessment on VS images 

produced by generative AI models, AQuA framework can also be extended to assessing the 

quality of HS slides of tissue samples, automatically identifying artifacts existing in 

traditional chemically-stained histology images. Such artifacts can normally arise because 

of a variety of factors and exhibit different types of imperfections, including loss of image 

contrast due to erroneous chemical staining operations, reduced image quality because of 

defocusing and optical aberrations, among other factors. Figure 7a presents typical 

examples of HS images of good and bad staining quality labeled by board-certified 

pathologists, where the well-stained images demonstrate normal histological features, 

with inconspicuous numbers, sizes, and distributions of cells, along with intra-tissue stain 

variability. In contrast, inadequately stained HS images show silhouettes of cells with lack 

of basophilia and loss of distinct nuclear contours. Depending on the clinical context, the 

poorly stained HS images could have been taken from a lung affected by conditions such 

as pulmonary infarction or organized pneumonia. Alternatively, they could result from 

poorly fixed, autolyzed tissue, or out-of-focus regions caused by autofocusing failure of the 

scanning optical microscope or thickness variations within the sectioned tissue. Figure 7b 
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reveals that the use of well-defined, hand-crafted analytical metrics, such as normalized 

nuclei count and average nuclei area (see the Methods section for the definitions of these 

metrics), often employed in quality assurance in histopathology, cannot effectively 

differentiate issues observed in poor vs. good HS images. However, the application of 

autonomous stain quality evaluation using AQuA framework leads to successful 

discrimination between the well-stained histology images and those laden with artifacts. 

Here AQuA was trained on a set of HS images of human lung tissue samples excluded from 

the testing stage (see the Methods section). This demonstration once again confirms the 

effectiveness of AQuA framework and its advantages over existing quality assessment 

methods, clearly highlighting the versatility of AQuA for autonomous assessment and 

detection of various artifacts, appearing in either virtually stained or histochemically 

stained tissue images. 

 

Discussion 

We reported AQuA, the first autonomous quality and hallucination assessment tool for 

virtually stained tissue images, and showcased its superior ability in identifying 

morphological hallucinations formed by generative AI-based VS models. We also 

highlighted AQuA’s ability at the model level by accurately detecting poor quality VS models 

with types of staining failures never seen before. These demonstrate its role as a 

gatekeeper for AI-based virtual staining of tissue in digital pathology.  

The rapid rise and wide spread use of deep learning have caused concerns regarding the 

reliability and quality control of neural network outputs36,37, especially in critical biomedical 
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applications like virtual tissue staining17,38–40. The generative nature of virtual staining 

models not only brings up risks from new attack strategies41–43, but also cast difficulty in 

detecting the failure modes of these models using traditional and supervised evaluation 

metrics. In fact, for virtual staining of tissue, in the deployment phase of the VS model there 

would be no histochemical staining available and therefore supervised evaluation metrics 

based on ground truth images cannot be used in the VS workflow. In VS related initial 

studies, laborious manual quality assessments performed by pathologists based on high-

level semantic features and domain expertise were critical to assure the quality of VS 

models; this is not practical for the deployment of a VS model, which is expected to 

function autonomously. Therefore, AQuA provides a much needed, transformative tool for 

VS quality assessment and hallucination detection without access to histochemically 

stained ground truth images. Through blind testing on human kidney and lung tissue 

samples, AQuA achieved 99.8% accuracy and 99.8% sensitivity based on its chemistry-

free, unsupervised quality assessment, outperforming common structural, supervised 

quality assessment metrics that used HS ground truth images. In comparison with a group 

of board-certified pathologists, the classification of AQuA reached 100% agreement on 

negative VS images, generated by good VS models, also manifesting a super-human 

performance when detecting realistic-hallucinatory VS images that would normally 

mislead pathologists to diagnose realistic-looking VS tissue images that never existed in 

real life. 

The success of AQuA is closely linked to the novel design of AQuA-Net. First, by leveraging 

successive iterations between the VS and VAF models, inference uncertainty within the VS 
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image gradually accumulates and therefore becomes easier to accurately detect. The 

advantages of these VS-VAF iterations are studied in additional experiments performed on 

the hyperparameter 𝑇, as summarized in Extended Data Fig. 3. Compared to the AQuA-Net 

performance without such VS-VAF iterations (𝑇 = 1), the introduction of these iterations 

significantly improves both the classification accuracy and the KL divergence between the 

positive and negative VS image distributions. Second, the use of majority voting 

mechanism considerably enhances the classification performance in terms of accuracy 

and sensitivity. As reported in Extended Data Table 3, compared to a single classifier (𝐶 =

1), majority voting mechanism with 𝐶 > 1 effectively boosts both the accuracy and the 

sensitivity. The optimal hyperparameters 𝑇 and 𝐶 were empirically determined and 

highlighted in Extended Data Table 1 for our experiments using human kidney and lung 

tissue samples. Furthermore, compared to drastically increasing the scale of the network 

model using complicated architectures and more trainable parameters, the majority voting 

mechanism provides an efficient and effective strategy to improve inference performance, 

as highlighted in Extended Data Fig. 4 and Extended Data Table 2.  

H&E staining has remained unchanged for over a century due to its reproducibility with a 

variety of fixatives, displaying a broad range of cytoplasmic, nuclear, and extracellular 

matrix features. In a typical tissue sample, nuclei are stained blue/purple (with 

Hematoxylin), while the cytoplasm and extracellular matrix exhibit varying degrees of pink 

staining (with Eosin). Notably, cells display significant intranuclear details, featuring cell-

type-specific patterns of nuclear condensation that hold diagnostic significance. The 

ability of virtual tissue staining technologies to replicate these intricate details using 
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generative AI models harbors a concerning aspect of inducing hallucinations and 

generating visual artifacts. Many of these artifacts would classify as unrealistic 

hallucinations, resembling traditional histology artifacts that are easy to spot by experts—

e.g., morphological changes that may arise in any tissue processing step, such as 

unstained/overstained areas, tissue folding, tears and holes. These unrealistic and easy-to-

spot artifacts present a sharp contrast from well stained areas. On the other hand, realistic 

hallucinations are much harder to detect due to their tendency to blend in the stained 

tissue. Hence, realistic hallucinations could lead to misinterpreting tissue characteristics, 

potentially misleading the diagnostic process by evaluating tissue images that never 

existed. To better highlight this, Extended Data Fig. 1a provides examples of realistic 

hallucinations that were predicted as having acceptable quality by a group of pathologists, 

which were correctly flagged by AQuA. Two pairs of images involved kidney tissue samples, 

wherein several nuclei in the glomeruli and renal tubules are missing on the VS images 

compared to their histochemical counterparts. Human practitioners/pathologists 

determined that these images were properly stained (ready to be diagnosed), while AQuA 

labeled these images as poor staining quality (i.e., cannot be used for diagnostics). Another 

example originates from a lung tissue sample, where a number of type 2 alveolar cells and 

macrophages are understained in the VS images compared to traditional histology. Similar 

to the kidney case, these images were approved by pathologists but rejected by AQuA 

without access to HS ground truth images. The only instance of a false negative evaluation 

(compared to pathologist consensus) that we observed is reported in Extended Data Fig. 

1b; it is taken from another lung sample, where the entire patch is composed of RBCs and 
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scattered lymphocytes. The under-representation of RBCs in the training data of normal 

lung tissue slides led to AQuA accepting this image field-of-view, whereas human 

pathologists, who are familiar with similar morphologies in lung specimens, disapproved 

its quality.  

In conclusion, as an autonomous tool, AQuA provides a robust, scalable, and efficient 

quality assurance framework as a hallucination detector for VS images, and provides a 

transformative advancement toward more reliable, trustworthy AI in virtual staining-related 

pathology applications. 
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Figures 

 

Figure 1 Workflow of histochemical staining (HS) and virtual staining (VS) of tissue and 

corresponding quality assessment. (a) Traditional histochemical staining workflow with 

manual quality assessment by histotechnologists and pathologists, and virtual staining 

workflow with autonomous quality and hallucination assessment by AQuA. (b) Details of 

AQuA-Net. The image sequences generated by T successive virtual staining-

autofluorescence cycles are fed into AQuA-Net, passing the pre-trained neural network 

backbone. C voting heads consisting of a temporal convolutional layer and dense layers 

generate the output confidence score to determine the quality of the VS image after 

thresholding (𝛼). Scale bar: 50μm. 
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Figure 2 Image-level autonomous quality and hallucination assessment of kidney tissue 

virtual staining using AQuA. (a) Examples of a negative VS image generated by a good-

staining model, a positive VS image generated by a poor-staining model, and the 

corresponding histochemically stained HE image for reference (ground truth). (b) 

Performance of histochemical-based, supervised quality assessment metrics on the test 

set of VS images of human kidney samples. MSE, PCC, PSNR are calculated between the 
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VS images and the corresponding HS ground truth images. (c) Chemistry-free, 

unsupervised quality and hallucination assessment by AQuA on the same test set. 

Confidence score averaged from C=4 ensemble voters with T=5 virtual staining-

autofluorescence cycles. The green dashed line illustrates the 100% sensitivity threshold 𝛼 

determined on the validation set. (d) Despite not using HS ground truth images in its 

evaluation, AQuA provides better discrimination between the positive and negative VS 

image populations compared to histochemical-based, supervised image quality metrics. 

Scale bar: 50μm. 
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Figure 3 Comparison between AQuA and a group of board-certified pathologists on VS 

image quality and hallucination assessment. (a) Overall agreement on a test set of 𝑁 = 127 

VS images of human kidney samples. Each scatter plot is further broken down into the case 

of good-staining and poor-staining VS models. (b) Agreement on a test set of 𝑁𝐺 = 66 VS 

images generated by good-staining VS models. AQuA achieves 100% accuracy on negative 

VS images while the pathologists agree on 98.5% of AQuA’s results on average. (c) 

Agreement on a test set of 𝑁𝑃 = 61 VS images generated by poor-staining VS models. 

AQuA rejects 100% of the positive VS images generated by poor-staining models while the 

pathologists failed to distinguish realistic hallucinations in these positive images. Some of 
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these realistic hallucination cases are further explored in Extended Data Fig. 1 and in the 

Discussion section. 

 

 

Figure 4 Image-level autonomous quality and hallucination assessment of lung tissue 

virtual staining using AQuA. (a) Examples of a negative VS image generated by a good-

staining model, a positive VS image generated by a poor-staining model, and the 
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corresponding histochemically stained HE image for reference (ground truth). (b) 

Performance of histochemical-based, supervised quality assessment metrics on the test 

set of VS images of human lung samples. MSE, PCC, PSNR are calculated between the VS 

images and the corresponding HS ground truth images. (c) Chemistry-free, unsupervised 

quality assessment by AQuA on the same test set. Confidence score averaged from C=5 

ensemble voters with T=5 virtual staining-autofluorescence cycles. The green dashed line 

illustrates the 100% sensitivity threshold determined on the validation set. (d) Despite not 

using HS ground truth images in its evaluation, AQuA provides better discrimination 

between the positive and negative VS image populations compared to histochemical-

based, supervised image quality metrics. Scale bar: 20μm. 
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Figure 5 Comparison between AQuA and a group of board-certified pathologists on VS 

image quality and hallucination assessment. (a) Overall agreement on a test set of 𝑁 = 99 

VS images of human lung samples. Each scatter plot is further broken down into the case 

on good-staining and poor-staining models. (b) Agreement on a test set of 𝑁𝐺 = 66 VS 

images generated by good-staining VS models. AQuA achieves 100% accuracy on negative 

images while the diagnosticians agree on 98.3% of AQuA’s results on average. (c) 

Agreement on a test set of 𝑁𝑃 = 40 VS images generated by poor-staining VS models. 

AQuA rejects 100% of the positive VS images generated by poor-staining models while the 

pathologists failed to distinguish realistic hallucinations in these positive images. Some of 
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these disagreement and realistic hallucination cases are further explored in Extended Data 

Fig. 1 and in the Discussion section. 

 

 

Figure 6 Virtual staining model autonomous quality assessment (M-AQuA). (a) The average 

confidence score over a set of 𝑁 test images from the same VS model is compared against 

the threshold 𝛽 to accept or reject the VS model under investigation. 𝛽 is determined by 
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LDA on the training set of VS images of human lung tissue samples. (b) M-AQuA using 

varying numbers (𝑁) of random testing images on 𝑀 = 10 VS models of human lung tissue. 

The mean confidence score of each virtual staining model 𝑠̅, the overall model 

classification accuracy and the KL divergence between two model groups (poor vs. good 

staining models) are shown. Mean and standard deviation values are reported on 𝑅 = 100 

repetitions. (c) M-AQuA using 𝑁 = 20 random testing images on varying numbers (𝑀) of VS 

models of human lung tissue. Histograms of the mean confidence scores of 𝑀 models are 

shown for 𝑅 = 1. (d) Accuracy and KL divergence values are reported as a function of 𝑀. 

Mean and standard deviation values are reported on 𝑅 = 100 repetitions. In these 

analyses, the ratio of good- to poor-staining models is 1:1. 
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Figure 7 AQuA performance on histochemically stained (HS) images. (a) Examples of good 

(negative) and bad (positive) HS images. (b) Compared to conventional hand-crafted image 

quality metrics, AQuA provides better discrimination between the positive and negative HS 

image populations. Scale bar: 50μm. 
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Supplementary Information includes Methods on: 

- Sample preparation and standard histochemical H&E staining 

- Image acquisition 

- Image co-registration between paired AF and H&E images 

- Dataset preparation for training VS and VAF networks 

- Network architecture and training schedule of VS networks  

- Network architecture and training schedule of VAF networks 

- Definition of good-staining and poor-staining models for virtual staining 

- Dataset preparation and splitting of AQuA 

- Architecture and training schedule of AQuA-Net 

- Evaluation metrics 

- Linear discriminant analysis 

- Hand-crafted analytical metrics evaluating histochemically stained H&E slides 


