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Abstract

In the realm of financial analytics, leveraging
unstructured data, such as earnings conference
calls (ECCs), to forecast stock performance is
a critical challenge that has attracted both aca-
demics and investors. While previous studies
have used deep learning-based models to obtain
a general view of ECCs, they often fail to cap-
ture detailed, complex information. Our study
introduces a novel framework: ECC Analyzer,
combining Large Language Models (LLMs)
and multi-modal techniques to extract richer,
more predictive insights. The model begins
by summarizing the transcript’s structure and
analyzing the speakers’ mode and confidence
level by detecting variations in tone and pitch
for audio. This analysis helps investors form an
overview perception of the ECCs. Moreover,
this model uses the Retrieval-Augmented Gen-
eration (RAG) based methods to meticulously
extract the focuses that have a significant im-
pact on stock performance from an expert’s
perspective, providing a more targeted analy-
sis. The model goes a step further by enriching
these extracted focuses with additional layers
of analysis, such as sentiment and audio seg-
ment features. By integrating these insights,
the ECC Analyzer performs multi-task predic-
tions of stock performance, including volatil-
ity, value-at-risk (VaR), and return for differ-
ent intervals. The results show that our model
outperforms traditional analytic benchmarks,
confirming the effectiveness of using advanced
LLM techniques in financial analytics.

1 Introduction

The integration of structured data such as stock
prices and financial ratios with unstructured data
including financial filings and company news
is increasingly essential in investment decision-
making (Fang and Zhang, 2016; Roeder et al.,
2022). This trend stems from the recognition that
unstructured data can provide insights not fully
captured by structured data alone. For instance,

financial reports elucidate the broader implications
of numerical data through discussions of manage-
rial decisions and corporate strategies (Wang and
Hua, 2014), while company news can shed light
on public sentiment, emerging market trends, and
market perceptions (Kogan et al., 2009; Tetlock,
2007). These nuanced insights are vital for a com-
prehensive analysis of complex market dynamics.

Advancements in Natural Language Processing
(NLP) have significantly enhanced the ability to
analyze unstructured data within the financial sec-
tor. Traditional NLP applications initially used
bag-of-words models, which simplify text into iso-
lated words, thus ignoring syntactical structure and
sequence (Zhang et al., 2010). Though effective
in specific contexts like fraud detection (Purda
and Skillicorn, 2015), these methods lack contex-
tual understanding. More recent developments
have introduced deep learning-based NLP algo-
rithms, such as Embedding Language Models
(ELMo) (Mikolov et al., 2013) and Long Short-
Term Memory Networks (LSTM) (Hochreiter and
Schmidhuber, 1997), which provide a more effec-
tive capture of textual context. Nevertheless, these
supervised learning-based methods are highly task-
specific and have limited adaptability to generaliza-
tion (Singh et al., 2016).

The emergence of Large Language Models
(LLMs) represents a paradigm shift in overcom-
ing these limitations (Brown et al., 2020; Tou-
vron et al., 2023; Achiam et al., 2023). Equipped
with expansive knowledge bases and sophisticated
zero-shot learning capabilities, LLMs are capa-
ble of performing a diverse array of text-related
tasks—ranging from summarization (Zhang et al.,
2024) and question-answering (Wei et al., 2022)
to sentiment analysis (Zhang et al., 2023) and E-
Commerce (Jia et al., 2023) without the need for
specialized training in specific tasks or domains (Jia
et al., 2022; Wang et al., 2023b; Yang et al., 2023;
Gruver et al., 2024).
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Drawing inspiration from recent advancements
in LLMs, this work aims to explore the potential
of LLMs to extract trading signals from earnings
conference calls (ECCs) to improve predictions
of stock performance. ECCs involve senior execu-
tives discussing quarterly results, providing a fertile
ground for predicting stock movements through nu-
anced analysis of transcripts and audio. Despite the
potential, existing research often overlooks finer
details, lacks interpretability, or relies too heavily
on sentiment analysis, leading to incomplete data
interpretations.

Recent studies have increasingly leveraged
domain-specific Large Language Models like Fin-
BERT (Liu et al., 2021), which is adapted from
Google’s BERT algorithm for financial contexts.
FinBERT evaluates the sentiment of ECCs by aver-
aging the sentiment scores of each sentence, reveal-
ing a correlation between the sentiment and market
reactions. Moreover, the integration of multimodal
techniques has significantly improved the accuracy
of financial risk predictions. For example, (Qin and
Yang, 2019) and (Yang et al., 2020) utilize both tex-
tual and auditory data to generate embeddings that
encapsulate semantic and auditory features. These
models have proven effective in predicting market
volatility at various intervals, demonstrating the po-
tential of combining textual analysis with auditory
data processing. While these studies may get the
descent performance of prediction, another concern
with using deep learning-based or LLM techniques
is the challenge of explaining how the model ar-
rives at its results. Several interpretability models
have been proposed to explain the model’s decision
reasons. (Wang et al., 2023a; Tenney et al., 2020).

Existing research, however, reveals significant
gaps that warrant further exploration: 1) the previ-
ous studies directly input entire texts or audio files
into models, potentially missing important details
and lacking interpretability, especially regarding
which earnings call topics influence predictions; 2)
While some studies focus on sentiment extraction
from ECCs, they capture only a fraction of the avail-
able information, leading to potentially incomplete
interpretations. The findings suggest that sentiment
analysis alone offers limited explanatory power
for predicting stock movements, highlighting the
need for broader data utilization; 3) Additionally,
integrating large language models (LLMs) into fi-
nancial analysis while ensuring that investors un-
derstand the reasoning behind model outputs poses

a distinct challenge, prompting ongoing research.
Given these gaps, in designing a framework to

extract trading signals from ECCs to predict finan-
cial performance, this paper is interested in explor-
ing the following research questions (RQs):

• RQ1: How can large language models be used
to provide investors with a more comprehen-
sive understanding of a company’s financial
health and strategic direction?

• RQ2: Can a more comprehensive analysis
provide additional predictive capability for
stock performance?

• RQ3: Can LLMs be employed to generate
interpretable content that aids investors in un-
derstanding the decision-making process?

To address the above RQs, this paper introduces
the ECC Analyzer, a novel framework utilizing
LLMs for in-depth analysis of ECC data. The
framework initially provides an understanding of
ECCs by segmenting transcripts into themes like
financial performance and corporation project dis-
cussions. It summarizes these segments, distill-
ing the essence of each thematic chunk, and then
combines these summaries into a comprehensive
overview. This hierarchical summarization enables
stakeholders to grasp complex documents’ main
themes and insights. Regarding audio, the model
analyzes speech features such as tone, pitch, and
intensity to gauge the speaker’s confidence level.

Furthermore, the ECC Analyzer simulates how
investors examine key indicators and infer future
market behavior. We begin by creating a database
(focus) of key indicators with finance experts, such
as financial metrics, management changes, op-
erational costs, and strategic plans. Using the
constructed database, the ECC Analyzer employs
retrieval-augmented generation (RAG) to systemat-
ically examine ECCs and pinpoint factors critical to
investment decisions. After thoroughly extracting
and analyzing the ECC, the results are integrated
with raw ECC data to conduct multi-task learning:
predicting volatility as well as Value at Risk (VaR)
and return for different time intervals (3, 7, 15, and
30 days).

By utilizing RAG, our method improves model
interpretability by linking specific earnings call top-
ics directly to stock performance, enhancing both
the investor’s understanding and the explainabil-
ity of the analysis. To validate our approach, we



benchmarked our model against traditional meth-
ods, showing significant improvements in accuracy
and predictive power. These results highlight our
model’s utility for financial analysts and investors
in making informed decisions based on detailed
data analysis.

2 Related Work

This paper integrates concepts from stock perfor-
mance prediction and advancements in large lan-
guage models (LLMs). In this section, we offer a
concise review of key research in both areas rele-
vant to our study.

2.1 Stock Performance Prediction

The use of NLP techniques to analyze unstructured
data for predicting stock performance has attracted
significant academic attention. A foundational
study by (Kogan et al., 2009) shows that simple
bag-of-words features from annual reports when
combined with historical volatility, can outperform
models based solely on historical data. Subse-
quent research, such as that by (Wang and Hua,
2014; Rekabsaz et al., 2017; Theil et al., 2018),
proposed various document representation meth-
ods to predict stock price volatility. Drawing on
multimodal technologies, (Qin and Yang, 2019) ex-
plored how audio features—such as tone, emotion,
and speech rate—enhance stock movement predic-
tions when combined with text analysis. Following
by this, (Yang et al., 2020) further extends the idea
of using multimodal data to improve risk prediction
performance in multi-task learning, and the authors’
experiments show that predicting multiple tasks at
the same time can help the model further improve
prediction performance. However, the aforemen-
tioned studies primarily input ECC data directly
into models for prediction without conducting a
thorough analysis of the ECC content.

2.2 Large Language Models in Finance

Numerous studies have explored the applications
of LLMs in the financial sector. (Li et al., 2023)
explore how LLMs have been adeptly applied to
summarize and abstract complex financial docu-
ments such as 10-K, and 10-Q filings. (Yang et al.,
2023; Yu et al., 2023) explores the usage of LLMs
in mining media news for trading recommenda-
tions, showcasing the models’ ability to discern
subtle market indicators and sentiments. In the do-
main of customer service, the implementation of

LLM-powered chatbots is spotlighted for offering
context-aware interactions, serving as both assis-
tants and consultants (Lakhani, 2023; Subagja et al.,
2023; Soni, 2023). (Abdaljalil and Bouamor, 2021;
Zmandar et al., 2021) explore the nuanced task of
extracting financial and legal items from lengthy
text documents, such as financial regulations and
comprehensive policy manuals. However, these
existing studies predominantly focus on tasks like
financial text summarization, question-answering
(Q&A), and stock movement prediction (binary
classification), with a notable gap in the applica-
tion of LLMs for comprehensive stock performance
prediction.

3 Methodology

ECC Analyzer, illustrated in Figure (1) aims to
comprehensively understand the multi-data types
present in earnings conference calls, including both
text and audio components. (3.1) audio encoding
(3.2) transcript encoding. Furthermore, it focuses
on extracting trading signals from the analyzed
data to predict stock performance (3.3) earnings
conference call focuses extraction. The model in-
cludes a component to optimally integrate differ-
ent data sources (3.4) additive multi-model fusion.
The model performs multi-task prediction: to pre-
dict the the volatility across different terms and the
value at risk (VaR) at the same time (3.5). It also
demonstrates strong predictive ability in forecast-
ing stock returns.

3.1 Audio Encoding

Audio pre-trained models have achieved perform-
ing results in various downstream tasks (Pons and
Serra, 2019; Cramer et al., 2019; Koh and Dubnov,
2021; Wang et al., 2021). We aim to leverage ad-
vanced audio pre-trained models like Wav2vec2,
a transformer-based Large Language Model rec-
ognized for its effectiveness in processing raw au-
dio (Baevski et al., 2020), to extract audio embed-
dings. After that, we employ a Multi-Head Self-
Attention (MHSA) mechanism to distill specific
audio features. This method is vital for integrating
these features with other data modalities, facilitat-
ing a more detailed and comprehensive analysis.

To describe the Audio Encoding in more detail,
we let the raw audio input data be represented by
Ac = {a1c , a2c , . . . , anc } where aic represents the
ith audio frame in one data sample. Each audio
frame will be converted into a vector representa-



Figure 1: This figure illustrates the ECCs Analyzer’s Framework. The model accepts multimodal inputs: ECC Audio
and Transcript. The second area visualizes the model’s pipeline to encode text and audio sources and illustrates how
LLMs are applied for information analysis. This model analyzes text-audio pairs, summarizes ECCs, and extracts
focal points of interest from a financial expert’s perspective. The third area describes how the model consolidates
outputs from both embeddings and LLM analysis for use in subsequent stages. The model will perform multi-task
learning: our ECCs Analyzer will predict the Volatility of different terms and VaR in the meantime.

tion: eiac = Wav2Vec2(aic). Therefore, we obtain
the audio embeddings Eac = {e1ac, e2ac, . . . , enac}
which have dimensions of 520 × 512, representing
the maximum number of audio files across com-
panies and the transform dimensions for a single
audio frame, respectively. Audio files with fewer
than 520 frames (n < 520) are zero-padded for
consistent matrix size.
Eac are then processed through a MHSA to dis-

till specific audio features. The MHSA includes
a multi-head attention block, a norm block, and a
two-layer feed-forward network with ReLU activa-
tion, forming the basis for all subsequent architec-
tures discussed. In detail, the MHSA calculation
process is as follows:

Multihead = Concat(head1, ...., headh)W o (1)

headi = Attention(QWQ
i ,KWK

i , V W V
i ) (2)

where Q (queries) and K (keys) of dimension
dk and V values of dimension dv. The weights di-
mensions are: WQ

i ,WK
i ,W V

i ∈ Rdmodel×dk,dk,dv

respectively, and W o ∈ Rdv×dmodel . The dot prod-
uct is then calculated for the query with all the
keys. The attention scores are normalized using the
softmax function:

Attention(Q,K, V ) = softmax(
KQT

√
dk

)V (3)

The attention function on a set of queries is cal-
culated simultaneously packed together in a matrix
Q. The keys and values are also packed in the matri-
ces K and V respectively. Combining (2)-(4), this
results in a matrix:

Tac = MHSA(Eac) (4)

where Tac = {t1ac, t2ac, . . . , tnac} with size 520 ×
512. Tac is then subjected to an average pooling
layer to produce Ta, a condensed audio feature
vector of size 512.

3.2 Transcript Encoding

The transcription process mirrors Audio Encod-
ing, using SimCSE (Gao et al., 2021)to extract
sentence-level vector representations from earn-
ings conference transcripts. SimCSE is a Siamese
neural network architecture that learns to embed
pairs of sentences into a shared space where similar
sentences are mapped close together and dissimilar
sentences are mapped far apart. The raw transcripts
are represented as Tc = {t1c , a2c , . . . , tnc }, with
each sentence tic represents the ith transformed into
a vector representation: eitc = SimCSE(tic).

We obtain the corresponding text embeddings
given by Etc = {e1tc, e2tc, . . . , entc} with size 520 ×
768, where 520 is the maximum number of sen-



Figure 2: This figure visualizes the mechanism of the earnings conference call analyzer. This framework takes
both earnings conference calls’ audio and transcript as input. It starts by hierarchically summarizing the content
of ECCs. Further, this model simulates the process through which an investor analyzes an ECC. It examines and
extracts focuses on interest, such as financial indicators and business events, from a database designed by financial
experts. Subsequently, this model calculates the sentiment for these focal points and extracts audio features, such
as changes in tone and pitch, from the corresponding audio segments. All these analyses are combined to form a
comprehensive encoder for further use.

tences amongst all data samples and 768 is the di-
mension of the output of SimCSE. Earnings confer-
ence calls with less than 520 sentences (n < 520)
have been zero-padded for uniformity in input ma-
trix size. Same with (1)-(4), the MHSA is applied
to Etc to get Ttc = {t1tc, t2tc, . . . , tntc} with dimen-
sion 520 × 768. Then,Ttc is subjected to the aver-
age pooling layer to produce Tt, where Tt denotes
the resultant extracted textual feature of size 768.
This streamlined process effectively captures the
textual nuances required for in-depth analysis.

3.3 Earnings Conference Call Focuses
Extraction And Analysis

To obtain deep insights from an Earnings Confer-
ence Call on how it might influence future market
performance, our approach encompasses several
steps: (1) summarize ECCs, (2) extract investors’
focus information (3) calculate focus sentiment and
(4) extract audio’s features of corresponding focus.
Refer to the Figure 2 for additional details.

(1) Summarize ECCs. To accommodate the to-
ken limitations of LLMs, we start by dividing the
entire document into several chunks and summa-
rizing each one. We then summary these sum-
maries to create a comprehensive overview of
the entire document. This two-tiered approach
ensures that the summary capture both the de-

tailed and overall information. In further, we will
use LLM to get the embedding with a size 1024:
Ts = LLM(summary + chunk summaries)

(2) Extract the investor’s focus using RAG. In
this step, we attempt to use LLM to examine and
extract focuses of interest to investors. Therefore,
we start by identifying the core topics that analysts
typically focus on. We consult with four finance
experts, each possessing extensive experience in
financial analysis. These experts are tasked with
meticulously reviewing earnings conference calls
across various sectors to pinpoint and summarize
the key topics that are frequently discussed and
also hold the greatest interest for investors. Their
analysis aims to identify overlaps where common
discussion topics align closely with investor con-
cerns, highlighting areas of particular significance
and interest in the investment community. Once we
have established this focused database, our goal is
to locate where these topics are mentioned during
the earnings calls and systematically extract these
segments. However, accurately extracting this in-
formation from the dense narrative of earnings
conference calls can pose a challenge. Because
LLM searches are based on similarity, comparing
a single-word topic to an entire document presents
a scale issue, and a single word may lack the nec-
essary context, thus diminishing the extraction ca-



pability. To enhance the precision of information
extraction, we formulate multiple questions related
to each topic but phrased differently, ensuring a
broad coverage and increasing the likelihood of ac-
curately pinpointing relevant sections. For instance,
regarding the dividends topic, we pose questions
such as: (1) "Have there been any changes in the
stock dividends, and if so, at what rate have the
dividends increased or decreased?" (2) Does the
company Board expect to increase the stock divi-
dends in the next future? (3) How does the dividend
yield compare to the peers?

After locating the segments where these topics
are discussed, we extract the corresponding para-
graphs. These paragraphs, however, may still con-
tain irrelevant text such as preceding discussions.
To address this, we use a contextual compression
method from LLM, adept at distilling the paragraph
down to its most relevant sentences, effectively ob-
taining the crucial data from the irrelevant text.

(3) Calculate focus sentiment. Sentiment is a
strong indicator for reflecting market perception.
We determined to calculate the sentiment score
based on the focus. Because this offers a more
targeted and insightful view, which may be over-
looked in a broader context. It provides a clearer
picture of how specific developments or concerns
are influencing investor behavior and market move-
ments.

(4) Extract audio’s features using RAG. Once
we identify the focal points of interest, we aim to
enrich our analysis by locating and examining the
audio segments that correspond to these specific
topics. By analyzing the audio features related
to a particular focus, such as the company’s cur-
rent projects, we can delve deeper into the emo-
tional nuances and confidence levels exhibited by
the speakers. This approach allows us to capture
subtle cues in tone, pace, and emphasis that might
indicate underlying sentiments or confidence about
the discussed topics. The goal is to provide a
more layered understanding of how speakers con-
vey their messages and the potential impacts these
emotional expressions have on the listeners’ per-
ceptions and reactions. We utilize Praat (Boersma
and Van Heuven, 2001) to extract vocal features,
such as pitch, intensity, jitter, HNR(Harmonic to
Noise Ratio) and etc, from ECC audio files.

After obtaining the four key components, we
then explore effective methods to merge these
elements into a cohesive analysis. In further,

we will use LLM to get the embedding with
size 1024: Tf = LLM(focus analysis +
focus sentiment+ focus audio features)

3.4 Additive Multi-modal Fusion

Given the model’s reliance on several inputs and
diverse data types, we identify an effective fusion
structure to integrate these features into the train-
ing process to ensure a balanced weighting among
components. We use additive interactions to han-
dle the representational fusion of different abstract
representations. These operators can be viewed
as differentiable building blocks that combine in-
formation from several different data streams and
can be flexibly inserted into almost any unimodal
pipeline (Liang et al., 2022). Given the audio fea-
ture Ta, textual feature Tt from the transcript, and
Ts, Tf from ECC analyzed text, additive fusion can
be seen as learning a new joint representation:

E = w0+w1·Ta+w2·Tt+w3·Ts+w4·Tf+ϵ (5)

where w1 ∈ R512×512, w2 ∈ R768×512 and
w3, w4 ∈ R1024×512 are the weights learned for
additive fusion, w0 the bias term and ϵ the error
term. E is a vector with 512 as the final feature
from the Earning Conference Call Encoder.

3.5 Multi-Task Prediction

We begin our prediction process by aggregating
features from various modules into a comprehen-
sive feature representation. This unified feature
set is fed into a two-layer neural network designed
to perform the regression task. Integrating these
diverse inputs into a cohesive output is crucial, as it
harnesses the strengths of each module to enhance
analysis and prediction accuracy.

Building on insights from previous research in
multimodal financial risk prediction, which has
demonstrated substantial improvements in predic-
tion performance through multitask learning, we
adopt a joint modeling approach. Here, we concur-
rently model volatility prediction and VaR predic-
tion using a multi-task framework. The multi-task
prediction module is comprised of two separate
single-layer feedforward networks, each responsi-
ble for predicting volatility (vol) and Value at Risk
(var) values individually. We train ECC Analyzer



by optimizing multitask loss:

L = µ(
∑
i

(ŷi − yi)
2)

+ (1− µ)max(q × (v − v̂), (1− q)(v̂ − v))
(6)

multi-task learning allows us to optimize per-
formance by accurately capturing and predicting
multiple stock performance factors simultaneously.

4 Results and Discussions

4.1 Dataset
The dataset utilized in this study is sourced from
the publicly available S&P 500 ECC dataset as
constructed by (Qin and Yang, 2019). It includes
both audio recordings and corresponding text tran-
scripts from the 2017 earnings calls of 500 major
companies listed on the S&P 500 and traded on
U.S. stock exchanges. The dataset consists of 572
unique instances where the audio recordings were
accurately and closely aligned with the text tran-
scripts. Following the setup by (Qin and Yang,
2019), we partitioned the dataset into a training
set and a test set with an 8:2 ratio, organized tem-
porally to ensure that the data in the training set
precedes those in the test set. This temporal di-
vision is crucial for maintaining the integrity of
our predictive model, aligning the training process
with the principle of using historical data to pre-
dict future risks—thus enhancing the accuracy and
reliability of our forecasting approach.

4.2 Baseline
We compare our approach to several important
baselines including 1) GARCH-based Classical
Methods; 2) LSTM (Gers et al., 2000) model;
3) MT-LSTM+ATT (Luong et al., 2015) employ-
ing an attention-enhanced LSTM as the founda-
tional model; 4) HAN (Glove) uses a Hierarchi-
cal Attention Network with dual-layered attention
at the word and sentence levels for prediction; 5)
MRDM (Qin and Yang, 2019) proposed a multi-
modal deep regression approach for volatility pre-
diction tasks; 6) HTML (Yang et al., 2020) pre-
sented a state-of-the-art method; and 7) GPT-4-
turbo-2024-04-09: directly utilize LLM to pre-
dict stock performance. We explain each baseline
method in detail in the Appendix A.1

4.3 Implementation Details
We use GPT-4 for the ECC Analyzer experiment,
utilizing it to analyze ECC data and build the anal-

ysis database. Throughout this process, we set the
temperature parameter to 0. This ensures that the
Large Language Models (LLMs) produce the most
predictable responses, which aids in maintaining
consistency in our experiments.

For the overall training of the ECC Analyer
framework, we developed the code using PyTorch.
Each Multi-Head Attention layer in the network
comprises 6 layers and 8 individual heads in each
layer. The training process utilized batch sizes
b ∈ {2, 4, 8}. We use a grid search to determine
the optimal parameters and select the learning rate
λ for Adam optimizer among {1e−3, 1e−5, 1e−
6, 1e − 7}. The best hyper-parameters were kept
consistent across all experiments, with the excep-
tion of the trade-off parameter µ which varied be-
tween the two tasks. We list the evaluation metrics
in Appendix A.2.

4.4 Overall Results Analysis (RQ1)
Table 1 shows the performance of various methods
in predicting stock performance. Notably, the ECC
Analyzer framework excels, especially in short-
term and medium-term forecasts, with the lowest
Mean Squared Error (MSE) values. Its long-term
prediction performance is comparable to the state-
of-the-art method, HTML. This improvement high-
lights the benefits of deep analysis using LLMs
extracted from ECCs. However, directly apply-
ing LLMs to stock performance prediction proves
largely ineffective, similar to random guesses. This
indicates that LLMs are more effective as tools to
enhance investors’ understanding of a company’s
financial health rather than direct predictors of fi-
nancial metrics.

Additionally, the ECC Analyzer demonstrates
outstanding performance in Value at Risk (VaR)
prediction, confirming the efficacy of our method-
ology in providing a nuanced and comprehensive
approach to financial risk prediction. We also re-
port the results on Returns in Appendix B.

4.5 Ablation Study (RQ2)
In our research, we conducted an ablation study to
assess how different combinations of ECC analy-
sis results impact our model’s performance. This
systematic comparison helped us identify the indi-
vidual contributions of each component.

According to Table 2, we can find that the au-
dio and text features extracted by advanced large
language models significantly improved short-term
prediction accuracy compared to previous methods.



Table 1: Performance results on our proposed framework ECC Analyzer from different baseline models.

Model MSE MSE3 MSE7 MSE15 MSE30 V aR Multi-Task

Classical Method 0.713 1.710 0.526 0.330 0.284 / ⊗
LSTM 0.746 1.970 0.459 0.320 0.235 / ⊗
MT-LSTM-ATT 0.739 1.983 0.435 0.304 0.233 / ⊗
HAN 0.598 1.426 0.461 0.308 0.198 / ⊗
MRDM 0.577 1.371 0.420 0.300 0.217 / ⊗
HTML 0.401 0.845 0.349 0.251 0.158 / D
GPT-4-Turbo 2.198 3.187 5.059 7.959 11.824 0.371 D
ECC Analyzer 0.316 0.553 0.306 0.247 0.159 0.049 D

Table 2: Performance results of ablation study. We designed the ablation study as follows: 1) Audio+Text: uses raw
audio and text data from ECCs; 2)Audio+Text+Eos: adds a comprehensive ECC summary generated by LLMs; 3)
Audio+Text+Eos +Ecs: integrates both overall and chunk summaries for the ECC; 4) Audio+Text+Efo: combines
raw data with focused analytical results; 5) Eos + Ecs + Efo: merges all LLM analyses for prediction without raw
data; 6) Audio+Text+Eos + Ecs + Efo: combines all data and analyses for enhanced prediction.

Module MSE MSE3 MSE7 MSE15 MSE30

Audio+Text 0.373 0.645 0.362 0.28 0.204
Audio+Text+Eos 0.373 0.638 0.380 0.276 0.201
Audio+Text+Eos + Ecs 0.357 0.627 0.335 0.267 0.199
Audio+Text+Efo 0.324 0.579 0.323 0.23 0.165
Eos + Ecs + Efo 0.343 0.601 0.344 0.247 0.179
Audio+Text+Eos + Ecs + Efo 0.310 0.553 0.306 0.22 0.159

Furthermore, incorporating summaries of the data
slightly enhanced performance, but more notable
improvements were observed when we added anal-
ysis of specific focus points. This indicates that our
model effectively isolates and utilizes the most rel-
evant information for predicting stock movements.
Our best analytical results come from integrating
the full spectrum of data and analytical outputs,
underscoring the value of each component in our
model. Notably, good predictive results were also
can obtained using only analytics derived from
LLMs, affirming the response to our RQ2: com-
prehensive analysis indeed enhances the predictive
capability for stock performance.

Our findings also suggest that while earnings
calls are information-rich, including every detail
in the analysis can be counterproductive and may
cloud essential insights. It is therefore critical to
pinpoint and concentrate on the most predictive
elements of the data, filtering out less relevant in-
formation to optimize the analysis process for stock
performance prediction.

4.6 Interpretability Study (RQ3)

In our study, we initiate the analysis by collabo-
rating with consultants to summarize and identify
key focus points from earnings conference calls;
the more comprehensive the summary, the better.
Following this initial step, we combine these focus
points and try different combinations to determine
the optimal subset that most strongly predicts stock
performance. (The finalized list of focus points is
included in the appendix.) This method serves a
dual purpose for investors. Firstly, it reveals which
focus points are highly relevant to stock perfor-
mance, allowing investors to prioritize their atten-
tion effectively. Secondly, by extracting and analyz-
ing these key focuses, investors can understand the
specific contents in the ECC that drive movements
in the stock market.

5 Conclusions

This study confirms the effectiveness of using
Large Language Models (LLMs) to extract and
analyze key topics from earnings conference calls.
Our approach not only pinpoints critical discus-



sions but also assesses their impact on stock perfor-
mance, predicting metrics like volatility and Value
at Risk (VaR). By integrating textual and audio data,
our model offers a comprehensive view, capturing
subtleties such as tone and pitch. Results from
benchmark comparisons demonstrate our model’s
superior accuracy and predictive capabilities, high-
lighting LLMs’ potential to improve interpretability
and decision-making in investments.
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A Supplement Material for Experiment
Setup

A.1 Baseline Setup

• Classical Methods: We incorporate the
GARCH model and its derivatives, as de-
scribed in (Franses and Van Dijk, 1996; Kim
and Won, 2018). These models are well-
recognized for short-term volatility prediction
but may not be as effective for forecasting av-
erage volatility over longer periods, such as
n-day volatility.

• LSTM (Gers et al., 2000): Long Short-Term
Memory Networks (LSTMs) are a popular
choice for financial time series prediction due
to their efficacy in handling sequential data.
We use a straightforward LSTM model as a
benchmark for volatility prediction.

• MT-LSTM+ATT (Luong et al., 2015): com-
bines the prediction of average n-day volatility
with the forecasting of single-day volatility,
employing an attention-enhanced LSTM as
the foundational model.

• HAN (Glove): uses a Hierarchical Attention
Network with dual-layered attention at the
word and sentence levels. HAN first get word
embeddings using pre-trained Glove vectors
and then processed by a Bi-GRU (Chung et al.,
2014) encoder, while another Bi-GRU en-
coder simultaneously forms a sentence-level

representation of each document. The result-
ing document representation is input into a
regression layer to produce predictions.

• MRDM (Qin and Yang, 2019): The MRDM
model first introduced a multi-modal deep re-
gression approach to fuse the GloVe embed-
dings and hand-crafted acoustic features for
volatility prediction tasks.

• HTML (Yang et al., 2020): This work pre-
sented a state-of-the-art model that employs
WWM-BERT for text token encoding. Similar
to MDRM, HTML also leverages the same au-
dio features. These unimodal features are then
combined and processed through a sentence-
level transformer, resulting in multimodal rep-
resentations for each call.

• GPT-4-turbo-2024-04-09: We assessed the
capability of LLMs in directly predicting
stock performance from ECCs. The model
was set to generate response with a zero tem-
perature setting to ensure deterministic output.

A.2 Evalation Metrics
A.3 Volatility of Different Future Intervals
We used the following formula to calculate the
Volatility of Different Terms:

σ2
ijk =

1

k − 1

k∑
m=1

[Si,(j−m) −
1

k

k∑
l=1

Si,(j−l)]
2

Here, we define the σijk as the k−days volatility of
Stock i at time j, which is calculated as the sample
standard deviation of the past k−days stock closed
price of company i. But in the real application, we
took the log form of historical volatility.

A.4 VaR of Different Future Intervals
Our second task is predicting the 1-day VaR of the
target stock based on the multi-source inputs. The
definition of VaR is:

x = F−1(p)

The F (·) is the cumulative loss distribution, p is
the percentile we set, and x is the VaR. From the
idea of Quantile Regression, we can have:

Lτ (y, ŷ) =

{
τ · (y − ŷ) if y ≥ ŷ

(1− τ) · (ŷ − y) if y < ŷ

Calculating and estimating VaR can help the com-
pany better deal with financial risks and avoid ex-
treme scenarios in the future.



A.5 Returns with Different Future Intervals
We used the following formula to calculate the
Returns with Different Gaps:

Rijk =
Si,(j+k) − Si,j

Si,j

Here, we denote Si,j as the closed price of company
i’s stock at time j, and RijK as the k−day return of
stock price i at time j. We calculated this value as
the difference between the closed price of company
i at time j and time j + k divided by the closed
price of company i at time j.

B The Results on Returns

To evaluate the predictive capability of our model,
we have applied it to forecast stock returns. The re-
sults of these forecasts are systematically compiled
and displayed in a table 3.

Table 3: ECC Analyzer’s Prediction Performance On
Stock Returns

Return_3d Return_7d Return_15d Return_30d

Predited Return 0.0024 0.0068 0.0131 0.0185
True Return 0.0007 0.0017 0.0035 0.0139

Error 0.0018 0.0051 0.0096 0.0046
Percentage Error 2.6923 3.0964 2.7216 0.3348

C Regression and Sentiment Analysis

In the main chapter, we used the various returns and
volatility of different terms as our predicted target.
This part will introduce how we calculated these
values and further results about the relationships
between sentiments calculated by LLM and these
target values.

C.1 Cumulative Abnormal Returns and
Regression Analysis

We used both Abnormal Returns collected from the
market and the returns of different terms to capture
the sentiment delivered by ECCs. For the abnormal
Returns, we used the following regression model
(Lee and Connolly, 2010):

Rit = α+ βRmt + εit

Rit is the return of the security at time t, also Rmt

is the market portfolio return at time t. The Ab-
normal Returns we defined here are the difference
between the real value of Returns and estimated
ones, which is εit. For other dependent variables,
we used the Rijk for k = 1, 3, 7, 15, 30. Results
are shown in Table 4.

For the volatility, we used the difference between
the two closed periods of volatility. The depen-
dent variable for volatility could be calculated as
log(σi(j+1)k)− log(σijk) for k = 3, 7, 15, 30. Re-
sults are shown in Table 5.

From Table 4 and Table 5, we can find that the
Sentiment generated from the LLM is always statis-
tically significant in the linear regression model re-
sults. Comparing the coefficient of different terms
of Returns, we found that the coefficient gets larger
when there are more significant term gaps. This
indicates that the impact of the ECC’s sentiment
will appear as time progresses. There is a higher
probability that the impact of the ECCs occurs af-
ter a certain period because, besides the financial
data, most information, like future projects men-
tioned in ECCs, will not be reflated instantly. That
could explain why the coefficient will rise as the
period gets larger. However, the volatility change
will have a smaller impact when the period gets
larger(because the absolute value of Sentiments’
coefficient in Table 5 is smaller when the period
gets more extensive), which means that the same
ECCs sentiments effect will have a more significant
impact in short terms rather than the longer terms.

D Prompt Design

D.1 Prompt for Summarizing Earnings
Conference Call Segments

• Identify Key Points
For each segment, identify the key topics cov-
ered. Note any significant financial figures,
strategic decisions, performance metrics, or
forward-looking statements.

• Summarize Succinctly
Write a concise summary for each segment,
capturing the essence of the discussion. Aim
to condense the information into a few sen-
tences that clearly convey the main points and
outcomes discussed.

• Highlight Relevant Details
Include any specific details that are critical
for understanding the segment’s context or
implications, such as notable quotes from the
company’s executives or specific data points
that illustrate trends or changes.

• Connect the Dots
If applicable, relate the segment’s content to
broader company objectives or industry trends



Table 4: This table shows the linear regression results of different kinds of returns. We used different types of
returns as dependent variables. CARs is the cumulative abnormal returns, calculated as the difference between the
actual value of the predicted valve from factor models. The rest of the dependent variables are calculated as the
difference between the closed price of company i at time j and time j + k divided by the closed price of company
i at time j. The independent variable is the Sentiment score, which is calculated by LLM. We extracted all the
events in one ECC and evaluated their sentiment score. The percentage of events with positive sentiment minus the
percentage of events with negative sentiments calculates the score.

Dependent Variable

CARs Return_1d Return_3d Return_7d Return_15d Return_30d

Constant
−0.0105∗∗∗ −0.0105∗∗∗ −0.0126∗∗∗ −0.0182∗∗∗ −0.0286∗∗∗ −0.0244∗∗∗

(0.004) (0.004) (0.004) (0.005) (0.007 (0.008)

Sentiment 0.0223∗∗∗ 0.024∗∗∗ 0.0295∗∗∗ 0.0442∗∗∗ 0.0716∗∗∗ 0.0852∗∗∗

(0.008) (0.008) (0.009) (0.010) (0.015) (0.016)

Adjusted R2 0.016 0.018 0.022 0.038 0.048 0.055
Observation 572 572 572 572 572 572

Table 5: This table shows the linear regression results of different terms of Volatility. We used four different terms
of volatility. Volatility here is defined by the log form of the sample standard deviation of the past k − days stock
closed price of company i. The independent variable is the Sentiment score, which is calculated by LLM. We
extracted all the events in one ECC and evaluated their sentiment score. The percentage of events with positive
sentiment minus the percentage of events with negative sentiments calculates the score.

Dependent Variable

Volatility_3d Volatility_7d Volatility_15d Volatility_30d

Constant
−0.0254∗∗∗ −0.017∗∗∗ −0.0071∗∗∗ −0.005∗∗∗

(0.013) (0.009) (0.006) (0.004)

Sentiment −0.0681∗∗∗ −0.0556∗∗∗ −0.0438∗∗∗ −0.0266∗∗∗

(0.026) (0.018) (0.013) (0.009)

Adjusted R2 0.013 0.019 0.022 0.019
Observation 572 572 572 572



to provide context and show how the segment
fits into the bigger picture.

D.2 Prompt for Creating an Overview
Summary from Earnings Conference Call
Segments

• Gather Segment Summaries
Start by reviewing the summaries of each seg-
ment from the earnings conference call. En-
sure that you have all the segment summaries
available to reference.

• Identify Common Themes
Look for common themes, recurring issues,
or consistent messages across the segments.
Note any overarching strategies, goals, or con-
cerns expressed by the company executives.

D.3 Prompt for Extracting Focus And
Explore Its Impact

• Listen to the Call
Begin by thoroughly listening to the entire
earnings conference call. Pay attention to both
the prepared remarks and the question-and-
answer session.

• Identify Focus Points
Identify statements or discussions that involve
significant financial metrics, strategic initia-
tives, new products or markets, regulatory
impacts, or any notable shifts in operations.
These are potential focus points that could
influence investor perceptions and stock price.

• Document Evidence
For each identified focus point, document the
exact wording used, the context in which it
was discussed, and who discussed it (e.g.,
CEO, CFO). This will be crucial for accurate
interpretation and analysis.

• Analyze Impact on Stock Movement
Pre and Post Analysis: Examine stock price
movements immediately before and after the
call to capture initial reactions.

• Longer-term Impact
Review stock performance in the days or
weeks following the call to assess sustained
impacts.

• Compare with Market Trends
Ensure to factor in overall market conditions
and sector movements to isolate the impact of
the earnings call from broader market trends.

D.4 Prompt for Analyzing Sentiment of Focus
Points and Supporting Evidence from an
Earnings Conference Call

• Analyze Sentiment for Each Focus Point
Apply the sentiment analysis to the text sur-
rounding each focus point. Pay attention to
the language used, such as positive, negative,
or neutral descriptors, and the intensity of the
language. Please assign a continuous decimal
sentiment score to each event, ranging from
-1 to 1. A score of -1 represents a highly neg-
ative sentiment, 0 indicates neutrality, and 1
signifies a highly positive sentiment.

• Context Consideration
Consider the context in which each point was
discussed. Assess whether the sentiment is
directly related to the focus point or influenced
by broader discussion themes.

• Document Supporting Quotes
For each focus point, document specific
quotes or statements from the call that illus-
trate the sentiment. Note the speaker and their
role to add credibility to the sentiment analy-
sis.

D.5 Prompt for Analyzing Audio Features of
Focus Points from an Earnings
Conference Call

• Tone and Pitch Analysis
Examine variations in tone and pitch within
each audio segment. Look for patterns that
might indicate emphasis, uncertainty, confi-
dence, or stress.

• Volume and Speech Rate
Measure changes in volume and variations in
speech rate. High volume and rapid speech
may indicate areas of strong emotion or im-
portance.

• Pause Patterns
Identify the frequency and duration of pauses,
which can provide insights into the speaker’s
thought process or hesitation.
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