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The symmetric simple exclusion process (SEP), where diffusive particles cannot overtake each
other, is a paradigmatic model of transport in the single-file geometry. In this model, the study of
currents has attracted a lot of attention, but so far most results are restricted to two geometries: (i)
a finite system between two reservoirs, which does not conserve the number of particles but reaches
a nonequilibrium steady state, and (ii) an infinite system which conserves the number of particles
but never reaches a steady state. Here, we determine the full cumulant generating function of the
integrated current in the important intermediate situation of a semi-infinite system connected to a
reservoir, which does not conserve the number of particles and never reaches a steady state. This
result is obtained thanks to the determination of the full spatial structure of the correlations which
remarkably obey the very same closed equation recently obtained in the infinite geometry. Besides
their intrinsic interest, these results allow us to solve two open problems: the survival probability of
a fixed target in the SEP, and the statistics of the number of particles injected by a localized source.

Introduction.— A key minimal model in statistical
physics is the symmetric exclusion process (SEP) [1–5].
In this lattice gas model, particles perform symmetric
random walks in continuous time and interact by hard-
core exclusion, so that each particle attempts to hop
with unit rate to an empty neighboring site. A basic
observable which has received a lot of attention in the
physics and mathematics literature is the total current
Qt through a given point [6–12], defined as the total num-
ber of particles that have crossed this point from left to
right, minus the number from right to left, up to time t.
Interest in this quantity originates from its crucial role
to quantify both out-of-equilibrium effects and thermal
fluctuations.

Existing results concerning the current in the SEP can
schematically be classified according to the nature of the
geometry, either finite systems (between reservoirs or un-
der periodic boundary conditions), or infinite systems.
These situations correspond to different behaviors of the
current which is stationary in the finite case, while never
reaches a steady state in the infinite case. Note that fi-
nite systems between reservoirs do not conserve the total
number of particles, in contrast with periodic and infinite
systems. Relying on microscopic (integrable probability
methods [7]) or macroscopic (fluctuating hydrodynamics
and macroscopic fluctuation theory [13]) approaches, the
statistical properties of the current Qt have been fully
determined in these different geometries, both in finite
systems, with reservoirs [6, 14, 15] or periodic boundary
conditions [16], and in infinite systems [7, 8].

On the other hand, the important situation of a semi-
infinite geometry, describing a system connected to a
single reservoir, has received far less attention up to
now [17]. In this intermediate situation, the number of
particles is not conserved, and the system never reaches
a steady state. The study of this geometry is of high

relevance for two reasons. First, it gives access to the be-
havior of systems between reservoirs at early time scales,
before they reach a steady state. Such transient behav-
ior is out of reach of existing studies which focus on the
long time regime [6, 14, 15]. Second, as a particular case,
it allows one to describe the situation in the presence
of an absorbing boundary. Such boundary conditions
are known to play a key role in the important class of
first-passage problems [18–20], which find applications in
fields as varied as random search strategies [21] or diffu-
sion limited reactions [22].

While several works have been interested in exclusion
processes in the semi-infinite geometry [23, 24], the only
known results on the current in the SEP are very recent
and concern the calculation of the full cumulant generat-
ing function (CGF) in the low density limit, and of the
first three cumulants at arbitrary density [17]. Here, we
determine the full CGF at arbitrary density. This result
is obtained thanks to the characterization of the com-
plete spatial structure of the current-density correlation
functions. These correlations are determined by using the
method recently introduced in [25] which relies on a com-
bination of microscopic and macroscopic calculations. In
addition to these explicit expressions, our results have
two important merits: (i) they show that the correla-
tions satisfy the exact same integral equation as the one
found in the infinite case [25], which further emphasises
the universality of this equation; and (ii) they allow us
to solve two open problems: the survival probability of a
fixed target in the SEP, for which only perturbative ex-
pressions in the density have been obtained [26], and the
statistics of the number of particles injected by a point
source in the SEP, for which only the mean and variance
are known [27, 28] in 1D.

Model.— We consider a SEP on a semi-infinite lattice
r ∈ N (see Fig. 1). Particles, present at a density ρ̄, per-
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FIG. 1. A symmetric exclusion process on the semi-infinite
lattice r ∈ N, connected on site 0 to a reservoir at density ρL to
the left. The particles jump with unit rate in either direction
to an empty site. The reservoir injects particles with rate α
(if the site is empty), and absorbs particles with rate β. This
enforces a mean density ρL = α

α+β
on site 0. Initially, each

site on the lattice is occupied with probability ρ̄.

form symmetric continuous-time random walks with unit
jump rate, and with the hard-core constraint that there
is at most one particle per site. This is described by occu-
pation numbers ηr(t) for r ∈ N, defined such as ηr(t) = 1
if site r is occupied at time t and ηr(t) = 0 otherwise.
Site 0 is connected to a reservoir which injects particles
with rate α (if site 0 is empty), and absorbs particles with
rate β (if site 0 is occupied), so that the average density
on site 0 is ρL = α

α+β . Due to these exchanges with the
reservoir, the number of particles in the system is not
conserved. We are interested in the total number Qt of
particles which have been exchanged with the reservoir
(counted positively for injected particles and negatively
for absorbed ones). The full statistics of Qt is described
by the CGF, which displays a diffusive behavior in time,

ln
〈
eλQt

〉
≃

t→∞

√
t ψ̂(λ) , (1)

since the system never reaches a steady state. As we
proceed to show, the key to characterize the statistics
of Qt is to introduce and determine the current-density
correlation profiles

wr(t) =

〈
ηr e

λQt
〉

⟨eλQt⟩
, (2)

which control the time evolution of the cumulants, since

d

dt
ln
〈
eλQt

〉
= α(eλ− 1)+ [β(e−λ− 1)−α(eλ− 1)]w0(t) .

(3)
These profiles are shown below to display a diffusive scal-
ing

wr(t) ≃
t→∞

Φ

(
x =

r√
t

)
, (4)

which indicates that the correlations are not stationary
but propagate with time on a distance which grows as√
t away from the reservoir.
Results.— We present here our main results. A sketch

of the derivation is given below (see SM [29] for details).
We show that the CGF of Qt (1) at large times takes the
form

ψ̂ = − 1

2
√
π
Li 3

2
[−4ω(1 + ω)] , (5)

where Lis(x) is the polylogarithm of order s and ω is the
single-parameter combining ρL, ρ̄ and λ,

ω = ρL(e
λ−1)+ ρ̄(e−λ−1)+ ρ̄ρL(e

λ−1)(e−λ−1) , (6)

which appears both in finite [6, 14] and infinite geome-
tries [7, 8, 30, 31].
This result is obtained thanks to the determination of

the full spatial structure of the current-density correla-
tions, which are encoded in the scaling function Φ (4).
We indeed show that the rescaled derivative of Φ,

Ω(x) = ψ̂
Φ′(x)

Φ′(0)
, (7)

satisfies the closed integral equation

Ω(x) +

∫ ∞

0

Ω(z)Ω(x+ z)dz = γ
e−

x2

4

√
4π

, (8)

where γ is a parameter determined by the boundary con-
ditions

Φ(0) =
α

α+ βe−λ
=

ρLe
λ

1 + (eλ − 1)ρL
, Φ(+∞) = ρ̄ (9)

Φ′(0) =
ψ̂

2

(
1

e−λ − 1
+ Φ(0)

)
. (10)

The integral equation (8) can be solved explicitly for Ω,
from which the spatial structure of the correlations, en-
coded in Φ, are deduced (see Eq. (16) and consequences
below). For instance, the lowest orders in λ, defined by
Φ(x) = Φ0(x) + λΦ1(x) + · · · , are given by (see [29] for
further orders in λ)

Φ0(x) = ρL erfc
(x
2

)
+ ρ̄ erf

(x
2

)
, (11)

Φ1(x) = (ρ̄2+ρL(1−2ρ̄)) erfc
(x
2

)
−(ρ̄−ρL)2 erfc

(
x

2
√
2

)
.

(12)
Besides their intrinsic interest, these results allow us

(i) to further demonstrate the potential of universality
of the equation obtained in [25] in the infinite geometry,
(ii) to illustrate the generality of the “physical” boundary
conditions recently derived in [32] in an infinite geome-
try, and (iii) to solve the open problem of the survival
probability of a fixed target in the SEP.
A universal equation for the correlations.— We can

show that the integral equation (8) is equivalent to the
ones obtained in [25, 33], which in turn provides the so-
lution of (8). For this, we introduce

Ω±(x) = Ω(±x) , for x ≷ 0 . (13)

We can rewrite (8) as two equations for Ω±, for x ≷ 0,

Ω±(x) +

∫ ∞

0

Ω∓(∓z)Ω±(x± z)dz = K(x) , (14)



3

where we have introduced

K(x) = γ
e−

x2

4

√
4π

for x ∈ R . (15)

These are exactly the equations written in [25, 33] for the
infinite system. The mapping (13) is indeed valid since
the solution of (14) given in [25, 33] is symmetric for a
symmetric kernel K. This gives the solution∫ ∞

0

Ω(x)eikxdx =

exp

[
1

2π

∫ ∞

0

dx eikx
∫ +∞

−∞
du e−iux ln(1 + K̂(u))

]
−1,

(16)

where

K̂(u) =

∫ ∞

−∞
K(x)eikxdx = γ e−k2

. (17)

In particular, we obtain the CGF from Ω(0) = ψ̂ =
− 1

2
√
π
Li 3

2
(−γ), deduced from (16) by setting k = is and

letting s→ ∞. The expression of γ in terms of ρL, ρ̄ and
λ can be obtained by combining the explicit solution (16)
with the boundary conditions (9,10), see SM [29]. This
leads to

γ = 4ω(1 + ω) , (18)

with ω given by (6), and thus to the CGF (5).
We stress that, in addition to the CGF, our approach

provides the full spatial structure of the correlations be-
tween the current Qt and the density of particles, en-
coded in Φ. It can be computed by integrating Eq. (7)
with the boundary condition at infinity (9) and at the
origin (9,10). Explicitly, this procedure provides for in-
stance the expressions (11,12).

A key aspect of our results is that the closed equa-
tions (14) satisfied by the (rescaled derivative of the)
correlation profile Φ in the semi-infinite geometry is ex-
actly the same as the one recently unveiled in the infi-
nite case [25]. This shows that this equation, which has
been shown to hold in a variety of situations for infinite
systems [25, 32, 33] —out-of-equilibrium cases, other ob-
servables than the current, other single-file models than
the SEP— also applies to semi-infinite systems. The ro-
bustness of the equation with respect to the geometry of
the system further demonstrates the potential of univer-
sality of this closed equation.

Physical form of the boundary conditions.— An inter-
esting by-product of our approach are the boundary con-
ditions (9,10). Indeed, it has recently been shown that,
for the infinite geometry, boundary conditions associated
with the current through the origin in a single-file system
can be written in a physical form in terms of the chem-
ical potential µ(ρ) and the collective diffusion coefficient

D(ρ) [32, 34], as

µ(Φ(0))− µ(ρL) = λ , (19)

ψ̂ = −2 ∂xµ(Φ)|x=0

∫ Φ(0)

ρL

D(r)dr , (20)

where for the SEP,

µ(ρ) = − ln

(
1

ρ
− 1

)
, D(ρ) = 1 . (21)

The advantage of such a physical reformulation is that
it applies to general diffusive single-file systems [32, 34].
Our results on the boundary conditions (9,10) can be re-
cast into the exact same expressions (19,20), demonstrat-
ing that the physical relations obtained in [32, 34] still
hold in the semi-infinite SEP. In turn, this suggests that
the boundary conditions (19,20) hold for any single-file
system, beyond the SEP, in the semi-infinite geometry.
Survival probability of a fixed target in the SEP.— As

an application of our results, we show that they allow
us to solve the problem of the survival probability of a
fixed target in the SEP. It is defined as the probability
that no particle (representing for instance diffusive re-
actants), initially uniformly distributed with density ρ̄,
has reached a fixed target (the other reactive species)
up to time T . In the case of independent particles, this
constitutes a classical problem of chemical physics which
has received a lot of attention [35–39]. Despite its im-
portance, its extension to the case of interacting parti-
cle systems has essentially been left aside so far. The
only contributions to the problem in the SEP have been
performed in the important Ref. [26] (see also [40] for a
related problem). In the 1D case, the survival probabil-
ity has been determined to second order in the density
of particles ρ̄ (low density limit). However, the determi-
nation of the survival probability at arbitrary density in
the SEP constitutes an open problem.
We first remark that the fixed target (placed at the

origin) corresponds to a reservoir with density ρL = 0,
because it can only absorb particles but not inject any.
Next, the target has survived up to time T if and only if
no particle has crossed the origin up to time T . In other
words,

S(T ) ≡ P(Surv. up to T ) = P(QT = 0) , (22)

which in turn can be obtained from the results presented
above. Indeed, the distribution of QT can be deduced
from the CGF ψ̂ (5) by an inverse Laplace transform,
which for large T reduces to a Legendre transform. This
gives,

P(QT = q
√
T ) ≃

T→∞
e−

√
Tϕ(q) , (23)

where

ϕ(q) = −ψ̂(λ⋆(q))−qλ⋆(q), and ψ̂′(λ⋆(q)) = q . (24)
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Since for ρL = 0, ψ̂′(λ) ∝ e−λ, the solution of ψ̂′(λ⋆) = 0
corresponds to the limit λ→ ∞. Therefore, the survival
probability reads

S(T ) ≃
T→∞

exp

[
−
√

T

4π
Li 3

2
(4ρ̄(1− ρ̄))

]
. (25)

The first two orders in ρ̄ coincide with those computed
in [26]. Equation (25) finally provides the solution for

arbitrary density ρ̄ ≤ 1
2 . Note that, for ρ̄ > 1

2 , the CGF ψ̂

has a non-analyticity for λ = log 2ρ̄
2ρ̄−1 > 0, and the above

procedure cannot be applied. Additionally, for ρ̄ → 1,
the survival probability is fully determined by the time
needed by the first particle to jump into the reservoir,
which is exponentially distributed with rate β. Hence,
we expect that the non-analytic behavior of ψ̂ indicates
a change of scaling of the survival probability, to become
exponential in T for ρ̄ > 1

2 .
SEP with a localized source.— A second example il-

lustrating the key role of our results is provided by the
problem of the number of particles injected by a point
source in the SEP. This problem, introduced in [27, 28],
consists in studying a SEP initially empty, connected to
a source which injects particles on a given site at a rate α,
if the site is empty. This model offers a minimal descrip-
tion of a growth process in an initially empty medium,
with hardcore interactions. It is also relevant in fields as
varied as monomer-monomer catalysis [41, 42], the voter
model [43], or the spreading of thin wetting films [44].

The SEP with a localized source with fast injection
rate α→ ∞ actually appears as the particular case β = 0
(thus ρL = 1) and ρ̄ = 0 of the model considered here.
The CGF of the number Nt of particles injected by the
source at time t is therefore given by (5) with ρL = 1 and
ρ̄ = 0,

1√
t
ln
〈
eλNt

〉
≃

t→∞
− 1

2
√
π
Li 3

2
[−4eλ(eλ − 1)] . (26)

This expression, which reproduces the first two cumu-
lants of Nt (see SM [29] for details), which were the only
previously known results [27, 28], provides the full CGF
of the number of particles injected by the source.

Mains steps of the derivation.— We now sketch the
main steps that led to the closed equation (8) and the
boundary conditions (9,10). The details of the derivation
are given in SM [29].

First, concerning the boundary conditions, we start
from a microscopic description of the system, in terms of
the master equation for the occupation numbers {ηr}r∈N.
From this master equation, we deduce the time evolution
of

〈
eλQt

〉
and

〈
η0 e

λQt
〉
, and thus the equations satisfied

by ln
〈
eλQt

〉
(3) and w0(t). Inserting in these equations

the long time behaviors (1,4), we finally get the boundary
conditions (9,10).

Second, for the integral equation (8), we follow a differ-
ent approach. We start from a macroscopic description of

the system in terms of a (stochastic) density field ρ(x, t),
following the approach of fluctuating hydrodynamics [45].
One can then use a path integral formulation, from which
the long time behavior of the system can be obtained
through the minimization of an action. This is the for-
malism of macroscopic fluctuation theory (MFT), which
has been applied to various systems and observables [13].
In the case of the current QT in the half-infinite SEP,
the CGF can be obtained from the solution of the MFT
equations [8, 13, 17],

∂tq = ∂2xq − 2∂x[q(1− q)∂xp] , (27)

∂tp = −∂2xp− (1− 2q)(∂xp)
2 , (28)

p(x, T ) = λ , p(x, 0) = λ+

∫ q(x,0)

ρ̄

dr

r(1− r)
, (29)

q(0, t) = ρL , p(0, t) = 0 . (30)

In these equations, q(x, t) represents the optimal fluctu-
ation of the stochastic density ρ(x, t) that realises the
current Qt=T . The field p(x, t) is a Lagrange multiplier
that enforces the local conservation of the number of par-
ticles at all points in space and time. The boundary con-
ditions (30) implement the connection of a reservoir at
density ρL to site 0. The correlation profile (2,4) can
be deduced from the solution of the MFT equations as
Φ(x) = q(x, T ) [25, 33, 46].
In the case of an infinite system, closely related equa-

tions have been first solved perturbatively, and it was
inferred that the solution obeys the closed integral equa-
tions (14), with the definition of Ω (7), which was solved
nonperturbatively, leading to the full spatial structure
of the correlations [25, 33]. Later, the closed integral
equations (14) were proved [11] using the integrability
of the MFT equations (27,28) and the inverse scattering
technique [11, 12, 47–52]. In the case of a semi-infinite
system considered here, this latter approach cannot be
straightforwardly applied [53], so we rely on the pertur-
bative approach (see SM [29] for details). We have com-
puted the solution of the MFT equations at final time
q(x, 1) = Φ(x) up to order 3 in λ. From this solution,
we build the function Ω as defined in (7). We then look
for an integral equation similar to the ones found in the
infinite case (14), with the main difference that these lat-
ter equations couple the domains x > 0 and x < 0, while
here we have only the domain x > 0 since the system
is semi-infinite. Plugging the perturbative expression of
Ω in the l.h.s. of (8), many terms cancel out, and there
only remains the r.h.s. (8), with a constant γ found to
be 4ω(1 + ω), at least up to order 3 in λ. We then infer,
based on the similarity with [32, 33] and numerical evi-
dence provided in SM [29], that this equation holds at all
orders in λ. We then check that this expression is consis-
tent with the microscopic boundary conditions (2,4), as
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shown with the procedure given before (18). We there-
fore claim that the closed equation (8) is exact, and thus
that the CGF (5) also is.

Conclusion.— We have determined the full CGF of
the integrated current in the SEP on a semi-infinite line,
which constitutes a benchmark geometry to study the
transient regime of systems connected to reservoirs, and
access first-passage properties. Besides its intrinsic inter-
est in statistical physics, this result allowed us to solve
two open problems: (i) the key question in chemical
physics of the survival probability of a fixed target in the
presence of hardcore interacting random searchers; and
(ii) the statistics of the number of particles injected by
a localized source in the SEP, which provides a minimal
model of the spreading of thin wetting films.

All these results are obtained thanks to the determina-
tion of the correlations between the current and the den-
sity of particles, which in turn provides the full spatial
structure of the system. A fundamental point is that the
closed equation (8) satisfied by these correlations is ex-
actly the same as the one recently discovered in the case
of an infinite geometry [25]. The robustness of this closed
equation with respect to the geometry of the system fur-
ther demonstrates its key role in the field of interacting
particle systems.
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I. MICROSCOPIC EQUATIONS

In this Section, we derive microscopic equations following the approach of Refs. [S1–S3].

A. The master equation

We describe a configuration of the SEP at time t on the positive lattice by a set of occupation numbers {ηr(t)}r∈N.
The system can be described in terms of a master equation for the probability to observe a given configuration at
time t,

∂tPt({ηr}) =
∑
r≥0

[
Pt({ηr}r,+)− Pt({ηr})

]
+ α

[
η0 Pt({ηr}(0))− (1− η0)Pt({ηr})

]
+ β

[
(1− η0)Pt({ηr}(0))− η0 Pt({ηr})

]
, (S1)

where {ηr}r,+ corresponds to the configuration {ηr} in which the occupations ηr and ηr+1 have been exchanged,
{ηr}(0) is the configuration in {ηr} with η0 replaced by 1 − η0. The first term corresponds to the hopping of the
particles on the line, the second term the injection of particles on site 0 with rate α (if the site was free before the
injection), and the last term absorption of particles with rate β (if the site was occupied before the absorption).
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B. Evolution equations

From the master equation (S1), we can compute the evolution of
〈
eλQt

〉
, as

∂t
〈
eλQt

〉
=

∑
{ηr}

eλQt[{ηr}]∂tPt({ηr}) = α(eλ − 1)
〈
(1− η0)e

λQt
〉
+ β(e−λ − 1)

〈
η0e

λQt
〉
. (S2)

Similarly, we obtain the evolution equation

∂t
〈
η0 e

λQt
〉
=

〈
(η1 − η0)e

λQt
〉
+ αeλ

〈
(1− η0)e

λQt
〉
− β

〈
η0e

λQt
〉
. (S3)

From (S2), we deduce the equation for the time evolution of the CGF given in the main text,

∂t ln
〈
eλQt

〉
= α(eλ − 1) + [β(e−λ − 1)− α(eλ − 1)]w0(t) , (S4)

with

wr(t) =

〈
ηr e

λQt
〉

⟨eλQt⟩
=

∑
n≥0

λn

n!
⟨ηr Qn

t ⟩c (S5)

the generating function of the correlations between the density on site r and the current Qt. Additionally, from (S3),
we obtain the time evolution of w0(t),

∂tw0(t) = w1(t)− w0(t) + αeλ − (αeλ + β)w0(t)− w0(t)∂t ln
〈
eλQt

〉
. (S6)

To study the long time behaviour, it is convenient to rewrite this equation in terms of (S4) as

∂tw0(t) = w1(t)− w0(t)−
∂t ln

〈
eλQt

〉
e−λ − 1

− w0(t)∂t ln
〈
eλQt

〉
. (S7)

Equations (S4,S7) are the starting point to derive the boundary conditions in the long time limit.

C. Long time behaviour

In the long time limit, the cumulant generating function and the correlation profiles obey the scaling forms (see
section Macroscopic Fluctuation Theory below for a proof),

ln
〈
eλQt

〉
≃

t→∞

√
t ψ̂(λ) , wr(t) ≃

t→∞
Φ

(
x =

r√
t

)
. (S8)

Using these scaling forms in the equations for the CGF (S4), we obtain for large t, at leading order

0 = α(eλ − 1) + [β(e−λ − 1)− α(eλ − 1)]Φ(0) . (S9)

This yields the value of the correlation profile at 0,

Φ(0) =
α

βe−λ + α
=

ρLe
λ

1 + ρL(eλ − 1)
, ρL =

α

α+ β
. (S10)

This is the first boundary condition given in the main text, which coincides with the first two orders in ρL given
in [S4].

Similarly, plugging the scaling forms (S8) into the evolution equation for w0 (S7), we get at leading order,

0 = Φ′(0)− ψ̂

2

(
1

e−λ − 1
+ Φ(0)

)
. (S11)

This is the second boundary condition given in the main text. Remarkably, it is identical to the one derived in the
infinite case [S1–S3].
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II. MACROSCOPIC DESCRIPTION: MACROSCOPIC FLUCTUATION THEORY

The boundary equations have been conveniently derived from the microscopic description of the system. Following
the same approach for the bulk equation satisfied by wr(t) is possible, but it yields an infinite hierarchy of equations
which cannot be solved. Therefore, we turn directly to a macroscopic description of the system.

A. Macroscopic Fluctuation Theory (MFT)

The macroscopic fluctuation theory relies on a coarse-grained description of the SEP in terms of a density field
ρ(x, t) which obeys a stochastic diffusion equation [S5]

∂tρ = ∂x

[
D(ρ)∂xρ+

√
σ(ρ)ξ

]
, with D(ρ) = 1 and σ(ρ) = 2ρ(1− ρ) , (S12)

where ξ is a Gaussian white noise in space and time, with ⟨ξ(x, t)ξ(x′, t′)⟩ = δ(x−x′)δ(t−t′). Note that this formalism
extends to any 1D diffusive system, by adapting the two transport coefficients —the collective diffusion coefficient
D(ρ) and the mobility σ(ρ)— to the system under consideration.
This stochastic hydrodynamics formulation can be rewritten in terms of an action for the time evolution of the

density [S6]. In the case of an infinite system, this was used to write the cumulant generating function of the integrated
current Qt as [S7], 〈

eλQT
〉
=

∫
Dρ(x, t)DH(x, t)

∫
Dρ(x, 0) eλQT [ρ]−S[ρ,H]−F [ρ(x,0)] , (S13)

where S is the MFT action (H is a Lagrange multiplier that enforces the conservation of particles at every point in
space and time)

S[ρ,H] =

∫ ∞

−∞
dx

∫ T

0

dt

[
H∂tρ+D(ρ)∂xρ∂xH − σ(ρ)

2
(∂xH)2

]
, (S14)

F gives the distribution of the initial condition ρ(x, 0) picked from an equilibrium density ρ̄,

F [ρ(x, 0)] =

∫ ∞

−∞
dx

∫ ρ(x,0)

ρ̄

dr [ρ(x, 0)− r]
2D(r)

σ(r)
, (S15)

and the functional QT is the integrated current associated to the time evolution ρ(x, t), obtained by comparing the
number of particles to the right of the origin at final time t = T and initial time t = 0,

QT [ρ] =

∫ ∞

0

[ρ(x, T )− ρ(x, 0)] dx . (S16)

For large T , the functional integrals can be computed by minimizing the action. Denoting (q, p) the optimal values
of (ρ,H), this gives the MFT equations [S7],

∂tq = ∂x(D(q)q)− ∂x[σ(q)∂xp] , (S17)

∂tp = −D(q)∂2xp−
σ′(q)

2
(∂xp)

2 , (S18)

and the initial and final conditions,

p(x, T ) = λΘ(x) , p(x, 0) = λΘ(x) +

∫ q(x,0)

ρ̄

2D(r)

σ(r)
dr , (S19)

where Θ is the Heaviside step function.

In the case of a semi-infinite system, connected to a reservoir at density ρL, the same procedure can be applied,
and yields the same equations (S17-S19) but restricted to the positive axis x > 0, and completed by the boundary
conditions at the origin [S8],

q(0, t) = ρL , p(0, t) = 0 . (S20)
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From the solution of the MFT equations (S17-S20), the CGF (S13) can be computed as

ln
〈
eλQT

〉
≃

T→∞
λQT [q]− S[q, p]− F [q(x, 0)] . (S21)

Rescaling x by
√
T and t by T in the action, one can show that ln

〈
eλQT

〉
∝

√
T [S7]. Similarly, the correlation profiles

can be computed as

〈
ηre

λQT
〉

⟨eλQT ⟩
=

∫
Dρ(x, t)DH(x, t)

∫
Dρ(x, 0) ρ(r, T )eλQT [ρ]−S[ρ,H]−F [ρ(x,0)]∫

Dρ(x, t)DH(x, t)

∫
Dρ(x, 0) eλQT [ρ]−S[ρ,H]−F [ρ(x,0)]

≃
T→∞

q(r, T ) , (S22)

which can be similarly rescaled by
√
T in space and T in time to yield [S1–S3],〈
ηre

λQT
〉

⟨eλQT ⟩
≃

T→∞
q

(
x =

r√
T
, 1

)
= Φ(x) . (S23)

These arguments justify the scaling forms (S8) introduced above. The aim is thus to solve the MFT Eqs. (S17-S20)
for x > 0.

B. Semi-infinite vs infinite geometry

The MFT equations for the SEP are difficult to solve explicitly. A solution has recently been obtained in the infinite
case using the inverse scattering technique [S9]. It is a powerful method, but it is not clear how to apply it in the
half-infinite case, in particular because it uses a mapping which involves the derivatives of both q and p [S9], but we
only have boundary conditions of the values of q and p at the origin (S20), not their derivatives. Therefore, we will
rely on a perturbative expansion in λ to compute the first few orders of the solution of the MFT equations (S17-S20).
This is however still a difficult task, see for instance Refs. [S2, S3, S10, S11] for related problems in the infinite

geometry. Nevertheless, the solution of the MFT equations at final time, which thus gives the correlation profile (S23),
in the infinite geometry has been shown to obey a simple closed integral equation [S2, S3, S9], which can be solved
explicitly. The idea in this section is thus to express the solution (q, p) of the MFT equations (S17-S20) for x > 0 in
the half-infinite geometry, in terms of the solution of the MFT equations (S17-S19) in the infinite geometry x ∈ R,
which we denote (q(F), p(F)), order by order. We denote

q =
∑
n≥0

λnqn , q(F) =
∑
n≥0

λnq(F)n , p =
∑
n≥1

λnpn , p(F) =
∑
n≥1

λnp(F)n . (S24)

C. Order 0

At order 0 in λ, the MFT equations for the SEP in the semi-infinite geometry (S17-S20) yield

∂tq0 = ∂2xq0 , q0(x, 0) = ρ̄ , q0(0, t) = ρL . (S25)

These equations can be solved explicitly, and yield,

q0(x, t) = ρ̄ erf

(
x

2
√
t

)
+ ρL erfc

(
x

2
√
t

)
. (S26)

This solution can be expressed in terms of the solution of the MFT equations in full space (S17-S19), with an initial
step of density

∂tq
(F)
0 = ∂2xq

(F)
0 , q

(F)
0 (x, 0) = ρ−Θ(−x) + ρ+Θ(x) . (S27)

Indeed the solution takes the form,

q
(F)
0 (x, t) =

ρ−
2

erfc

(
x

2
√
t

)
+
ρ+
2

erfc

(
− x

2
√
t

)
, (S28)
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which is identical to (S26), provided we choose the densities ρ+ = ρ̄ and ρ− = 2ρL − ρ̄. Note that the density ρ− can
be negative, so it does not correspond to a physical value, but nevertheless the MFT equations still admit a solution,
which has a physical meaning for x > 0 only. With this choice of ρ±, we have the relation

q0(x, t) = q
(F)
0 (x, t) for x > 0 . (S29)

The idea is to proceed similarly at each order, without solving explicitly the equations.

D. Order 1

We proceed similarly at order 1 in λ. The MFT equations for p1 and p
(F)
1 read,

∂tp1 = −∂2xp1 , p1(x, 1) = 1 , p1(0, t) = 0 , for x > 0 , (S30)

∂tp
(F)
1 = −∂2xp

(F)
1 , p

(F)
1 (x, 1) = Θ(x) , for x ∈ R . (S31)

The solutions can again be written explicitly as

p1(x, t) = erf

(
x

2
√
1− t

)
, p

(F)
1 (x, t) =

1

2
erfc

(
− x

2
√
1− t

)
. (S32)

We straightforwardly find the relation

p1(x, t) = 2p
(F)
1 (x, t)− 1 for x > 0 . (S33)

Concerning q1 and q
(F)
1 , the MFT equations read,

∂tq1 = ∂2xq1 − 2∂x[q0(1− q0)∂xp1] , q1(x, 0) = ρ̄(1− ρ̄)[p1(x, 0)− 1] , q1(0, t) = 0 for x > 0 , (S34)

∂tq
(F)
1 = ∂2xq

(F)
1 − 2∂x[q

(F)
0 (1− q

(F)
0 )∂xp

(F)
1 ] , q

(F)
1 (x, 0) = q

(F)
0 (x, 0)(1− q

(F)
0 (x, 0))[p

(F)
1 (x, 0)−Θ(x)] , for x ∈ R .

(S35)
These equations cannot be solved at arbitrary time, so this is where relating the two problems is useful. Indeed,
using (S29,S33) and the equations (S34,S35), we easily check that

q1(x, t) = 2q
(F)
1 (x, t) + ∆q1(x, t) (S36)

is solution of

∂t∆q1 = ∂2x∆q1 , ∆q1(x, 0) = 0 , q1(0, t) = −2q
(F)
1 (0, t) for x > 0 . (S37)

We have thus reduced the problem of solving the MFT equations (S34) at order 1 to computing q
(F)
1 (0, t). This is a

much simpler task, since Eq. (S35) is a diffusion equation with a source term,

q
(F)
1 (x, t) = −

∫ t

0

dt′
∫ ∞

−∞
dx′

e
− (x−x′)2

4(t−t′)

2
√
π(t− t′)

∂x′ [q
(F)
0 (x′, t′)(1− q

(F)
0 (x′, t′))∂x′p

(F)
1 (x′, t′)] +

∫ ∞

−∞
dx′

e−
(x−x′)2

4t

2
√
πt

q
(F)
1 (x′, 0) .

(S38)
The first integral cannot be computed explicitly for all x, but it can be computed for x = 0 using [S12] and yields

q
(F)
1 (0, t) = −ρ+ − ρ−

4
(1− ρ+ − ρ−) = − ρ̄− ρL

2
(1− 2ρL) . (S39)

Since this value does not depend on time, the solution of (S37) takes the simple form,

∆q1(x, t) = (ρ̄− ρL)(1− 2ρL) erfc

(
x

2
√
t

)
. (S40)

Therefore, the solution q1(x, 1) at final time reads

q1(x, 1) = 2q
(F)
1 (x, 1) + (ρ̄− ρL)(1− 2ρL) erfc

(x
2

)
. (S41)
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E. Order 2

Proceeding similarly at order 2, we make the change of functions

p2(x, t) = 4p
(F)
2 (x, t) + ∆p2(x, t) . (S42)

We obtain that ∆p2 obeys the diffusion equation,

∂t∆p2 = −∂2x∆p2 , ∆p2(x, 1) = 0 , ∆p2(0, t)− 4p
(F)
2 (0, t) . (S43)

The value of p
(F)
2 (0, t) can be computed explicitly, and reads,

p
(F)
2 (0, t) =

1

8
(1− 2ρL) . (S44)

Therefore,

p2(x, t) = 4p
(F)
2 (x, t)− 1− 2ρL

2
erfc

(
x

2
√
1− t

)
. (S45)

For q2, we make the change of functions,

q2 = 4q
(F)
2 − 3(1− 2ρL)q

(F)
1 + 2(1− 2ρ̄)(1− 2ρL)q

(F)
0 p

(F)
1 + 2ρ̄(1− 2ρL)p

(F)
1 +∆q2 , (S46)

from which we deduce that ∆q2 obeys

∂t∆q2 = ∂2x∆q2 , ∆q2(x, 0) = −4ρ̄(1− ρ̄)(1− 2ρL) , (S47)

∆q2(0, t) = −4q
(F)
2 (0, t) + 3(1− 2ρL)q

(F)
1 (0, t)− 2(1− 2ρ̄)(1− 2ρL)q

(F)
0 (0, t)p

(F)
1 (0, t)− 2ρ̄(1− 2ρL)p

(F)
1 (0, t) . (S48)

We have already computed the values at x = 0 of all these functions, except q
(F)
2 , which can be computed in a similar

manner. We get,

q
(F)
2 (0, t) =

1

4
(1− 2ρL)[2ρ̄

2 − 4ρ̄ρL − ρL(1− 3ρL)] . (S49)

Therefore, we deduce

∆q2(x, t) = −4ρ̄(1− ρ̄)(1− 2ρL)erf

(
x

2
√
t

)
+

1

2
(1− 2ρL)[4ρ̄

2 − ρL + ρ̄(2ρL − 5)] erfc

(
x

2
√
t

)
. (S50)

Finally, from (S46), we obtain at t = 1,

q2(x, 1) = 4q
(F)
2 (x, 1)− 3(1− 2ρL)q

(F)
1 (x, 1) + 2(1− 2ρ̄)(1− 2ρL)q

(F)
0 (x, 1) + 2ρ̄(1− 2ρL)

− 4ρ̄(1− ρ̄)(1− 2ρL)erf
(x
2

)
+

1

2
(1− 2ρL)[4ρ̄

2 − ρL + ρ̄(2ρL − 5)] erfc
(x
2

)
. (S51)

F. Summary of the MFT results

We have expressed, at each order in λ, the solution of the MFT equations in the semi-infinite system, in terms of
those in the infinite geometry. We can thus relate the correlation profiles in each geometry thanks to (S23),

Φ(x) = q(x, 1) =
∑
n≥0

λnΦn(x) , Φ(F )(x) = q(F)(x, 1) =
∑
n≥0

λnΦ(F )
n (x) . (S52)

The expressions of Φ
(F )
n can be obtained from [S2, S3]. Actually, their derivatives take a simpler form,

∂xΦ
(F )
0 (x) =

ρ+ − ρ−
2
√
π

e−
x2

4 , (S53)
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∂xΦ
(F )
1 (x) =

2(ρ2− − ρ2+)− 4ρ−(1− ρ+)

4
√
π

e−
x2

4 +
(ρ+ − ρ−)

2

2
√
2π

e−
x2

2 erfc

(
x√
2

)
, (S54)

∂xΦ
(F )
2 (x) =

(
−3ρ3− − 3ρ2−(ρ+ − 2)− ρ−(ρ+ − 2)2 − (ρ+ − 2)ρ2+

) 1

16
√
π
e−

x2

4

+
(
ρ3− + 3ρ2−(ρ+ − 1) + ρ−(2− 5ρ+)ρ+ + ρ2+(ρ+ + 1)

) e− x2

8

8
√
2π

erfc

(
x

2
√
2

)
− (ρ+ − ρ−)

3 e
− x2

12

8
√
3π

[
erfc

(
x

2
√
6

)
+ erfc

(
x√
6

)
− 4 T

(
x

2
√
3
,
√
3

)]
, (S55)

where

T (h, a) =
1

2π

∫ a

0

e−
h2

2 (1+x2)

1 + x2
dx (S56)

is the Owen T function [S12].

These expressions, combined with the relations (S29,S41,S51) give,

Φ′
0(x) =

ρ̄− ρL√
π

e−
x2

4 , (S57)

Φ′
1(x) = −(ρ̄2 + ρ̄(1− 2ρL))

e−
x2

4

√
π

+ (ρ̄− ρL)
2

√
2

π
erfc

(
x

2
√
2

)
, (S58)

Φ′
2(x) =

(
ρ̄2(1− 2ρL)− ρL(1− 2ρ̄)

) e− x2

4

2
√
π
−
(
4ρ̄3 + ρ̄2(1− 14ρL)− ρ3L(3 + 2ρL) + 2ρ̄ρL(1 + 6ρL)

) e− x2

8

√
2π

erfc

(
x

2
√
2

)
+ (ρ̄− ρL)

3 4e
− x2

12

√
3π

[
erfc

(
x

2
√
6

)
+ erfc

(
x√
6

)
− 4 T

(
x

2
√
3
,
√
3

)]
. (S59)

The expression of Φ(x) can be obtained from these expressions by integrating Φ′ on [x,+∞[, with the boundary
condition Φ(+∞) = ρ̄. In particular, for x = 0, we get the value Φ(0). We check that it coincides with (S10).
Combined with the relation (S11), this gives the CGF,

ψ̂ = 2λ
ρL − ρ̄√

π
+

λ2√
π

(
−2

(√
2− 1

)
ρ̄2 +

(
4
√
2− 6

)
ρ̄ρL + ρ̄− 2

(√
2− 1

)
ρ2L + ρL

)
+

λ3

9
√
π
(ρ̄− ρL)

(
3(6ρ̄(2ρL − 1)− 6ρL − 1) + 18

√
2
(
2ρ̄2 − 6ρ̄ρL + ρ̄+ 2ρ2L + ρL

)
− 32

√
3(ρ̄− ρL)

2
)
+O(λ4) . (S60)

This expression coincides with the first three cumulants given in [S8].

III. DERIVATION OF THE INTEGRAL EQUATION FOR THE CORRELATIONS

A. Inferring the equation from the first orders

In the infinite geometry, the knowledge of the first orders of Φ allowed to infer the general structure of the correlation
functions. Indeed, it was shown in [S2, S3] that the rescaled derivatives of Φ(F )

Ω
(F )
± (x) ≡ ψ̂(F ) ∂xΦ

(F )(x)

∂xΦ(F )(0±)
, for x ≷ 0 , (S61)
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satisfy, up to order 3 in λ, the closed integral equations,

Ω
(F )
± (x) +

∫ ∞

0

Ω
(F )
∓ (∓z)Ω(F )

± (x± z)dz = K(F )(x) , K(F )(x) = ω(F ) e
− x2

4

2
√
π
, (S62)

with ψ̂(F ) the CGF of the current in the infinite geometry, and

ω(F ) = ρ−(e
λ − 1) + ρ+(e

−λ − 1) + ρ+ρ−(e
λ − 1)(e−λ − 1) . (S63)

In Refs. [S2, S3], it was then argued that this equation actually holds at any order in λ, and this was later proved
in [S9]. Our goal is to follow the same approach, using the MFT results given in Section II F.

Inspired by the infinite geometry, we define

Ω(x) = ψ̂
Φ′(x)

Φ′(0)
. (S64)

We now look for an equation similar to (S62), but with now only one function Ω since there is no physical domain
x < 0. We therefore adapt the l.h.s. of (S62) (left), and compute

Ω(x) +

∫ ∞

0

Ω(z)Ω(x+ z)dz . (S65)

Using the expressions of Section II F with the definition (S64), we find that

Ω(x) +

∫ ∞

0

Ω(z)Ω(x+ z)dz = K(x) , K(x) ≡ γ
e−

x2

4

2
√
π
, (S66)

with

γ = 4λ(ρL − ρ̄) + 2λ2
(
2ρ̄2 − 6ρ̄ρL + ρ̄+ 2ρ2L + ρL

)
+

2λ3

3
(ρ̄− ρL)(6ρ̄(2ρL − 1)− 6ρL − 1) +O

(
λ4

)
. (S67)

This expression actually coincides with

γ = 4ω(1 + ω) , (S68)

where

ω = ρL(e
λ − 1) + ρ̄(e−λ − 1) + ρ̄ρL(e

λ − 1)(e−λ − 1) (S69)

is the equivalent of ω(F ) (S63) in the case of a semi-infinite geometry.

Due to the similarities with the infinite case, we infer, as in Refs. [S2, S3], that the closed equation (S66) is exact
at all orders in λ. We give below further arguments supporting this claim. But first, we show how Eq. (S66) can be
solved.

B. Solution of the equation, and cumulants

The main equation (S66) can actually be mapped onto the same equation as in the infinite geometry (S62). Indeed,

since the solution Ω
(F )
± of (S62) is symmetric, we can define

Ω̃(F )(x) = Ω
(F )
+ (x) = Ω

(F )
− (−x) . (S70)

Rewriting now (S62) in terms of Ω̃(F ), we get the exact same equation as in the semi-infinite geometry,

Ω̃(F )(x) +

∫ ∞

0

Ω̃(F )(z)Ω̃(F )(x+ z)dz = K(F )(x) , (S71)
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but with a different kernel K(F ). We can thus straightforwardly use the solution of (S62) given in [S2, S3], which
thus gives, ∫ ∞

0

Ω(x)eikxdx = exp

[
1

2π

∫ ∞

0

dx eikx
∫ +∞

−∞
du e−iux ln(1 + K̂(u))

]
− 1 , (S72)

where the Fourier transform of K is defined as

K̂(k) =

∫ ∞

−∞
K(x)eikxdx = γ e−k2

. (S73)

In particular, setting k = is and letting s→ 0, we obtain,

Ω(0) =
1

2π

∫ ∞

−∞
ln(1 + K̂(k))dk = − 1

2
√
π
Li 3

2
(−γ) , (S74)

where Lis is the polylogarithm function. From the definition of Ω (S64), we get

ψ̂ = Ω(0) = − 1

2
√
π
Li 3

2
(−γ) , (S75)

as announced in the main text.

C. A consistency check

We can actually check that the integral equation (S66), together with the boundary conditions (S10,S11) is consistent
with the expression of γ (S68). For this, we use the solution (S72) at k = 0, which gives

∫ ∞

0

Ω(x)dx = exp

[
−

∞∑
n=1

(−γ)n

2n

]
− 1 =

√
1 + γ − 1 . (S76)

Combined with the definition of Ω (S64), this gives,

ψ̂
ρ̄− Φ(0)

Φ′(0)
=

√
1 + γ − 1 . (S77)

Using now the boundary conditions obtained from the microscopic calculations (S10,S11), and solving the above
equation for γ, we obtain exactly the expression (S68).

D. Numerical validation

To confirm the validity of the closed integral equation (S66), we compare the solution obtained for the profile
Φ from (S66) —combined with the boundary conditions (S10,S11)— to the numerical resolution of the MFT equa-
tions (S17-S20). To obtain this numerical solution, we use the algorithm described in Ref. [S13] (this was for an infinite
geometry, but it can be straightforwardly extended to the semi-infinite case). The comparison is shown in Fig. S1 for
different values of ρL, ρ̄ and λ. They show an excellent agreement, for any value of λ, beyond the perturbative regime
from which (S66) was inferred. This further confirms the exactness of the integral equation (S66).

IV. APPLICATIONS

We now present two applications of our results, which solve two problems that have remained open up to now.
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FIG. S1. Numerical solution of the MFT equations (S17-S20) (solid red line), compared to the solution of the integral
equation (S66), together with the boundary conditions (S10,S11) (dashed black line). Left: for ρ̄ = 0.6, ρL = 0.1 and λ = 2.
Right: for ρ̄ = 0.6, ρL = 0.9 and λ = 2.

A. The survival probability of a fixed target

The first application is the survival probability of a fixed target in the SEP. The survival probability is the probability
S(t) that no particle has touched the target up to time t. As usual in this context [S14], the survival probability is
computed by placing an absorbing wall at the position of the target. This absorbing wall is actually equivalent to a
reservoir which cannot inject particles, i.e. with α = 0. It thus corresponds to ρL = 0. The survival probability S(t)
therefore corresponds to the probability that no particle has entered the reservoir, i.e.,

S(t) = P(Qt = 0) . (S78)

The distribution of Qt can be obtained from the CGF (S75) through an inverse Laplace transform, which at large
times reduces to a Legendre transform,

P(Qt = q
√
t) ≃

t→∞
e−

√
tϕ(q) , where ϕ(q) = −ψ̂(λ⋆(q))− qλ⋆(q) , and ψ̂′(λ⋆(q)) = q . (S79)

Setting q = 0, we obtain that the survival probability (S78) reads

S(t) ≃
t→∞

e−
√
t F (ρ̄) , (S80)

where

F (ρ̄) = −ψ̂(λ⋆) , ψ̂′(λ⋆) = 0 , with ρL = 0 . (S81)

Since, for ρL = 0,

ψ̂(λ) = − 1

2
√
π
Li 3

2

[
−4ρ̄(e−λ − 1)(1 + ρ̄(e−λ − 1))

]
(S82)

has a singularity for ρ̄ > 1
2 at λ = ln 2ρ̄

2ρ̄−1 , this procedure can only be carried out explicitly for ρ̄ ≤ 1
2 . Taking the

derivative with respect to λ, we get,

ψ̂′(λ) = e−λ 1

2
√
π

1 + 2ρ̄(e−λ − 1)

(e−λ − 1)(1 + ρ̄(e−λ − 1))
Li 1

2

[
−4ρ̄(e−λ − 1)(1 + ρ̄(e−λ − 1))

]
. (S83)

The solution of ψ̂′(λ⋆) = 0 is thus given by λ⋆ = +∞. And therefore we get

S(t) ≃
t→∞

e−
√
t F (ρ̄) , F (ρ̄) =

1

2
√
π
Li 3

2
[4ρ̄(1− ρ̄)] . (S84)



11

B. The SEP with a localised source

The second application of our results concern the SEP with a localised source. This problem was introduced
in [S15, S16] and consists in an infinite SEP, initially empty, coupled to a reservoir on site 0 which can only inject
particles. If the injection rate is sufficiently fast, the site 0 is always occupied, so that this problem can be described
in terms of two independent semi-infinite SEP, with initially ρ̄ = 0, coupled to reservoirs at density ρL = 1. The
number Nt of particles injected up to time t is therefore the sum of the current Qt injected in the two half-infinite
systems. Since they are independent, we get,

1√
t
ln

〈
eλNt

〉
=

1√
t
ln
〈
eλQt

〉2 ≃
t→∞

2ψ̂(λ) = − 1√
π
Li 3

2

[
−4eλ(eλ − 1)

]
, for ρL = 1 , ρ̄ = 0 . (S85)

Expanding in powers of λ, we check that we recover the first two cumulants computed in [S15],

⟨Nt⟩√
t

≃
t→∞

4√
π
,

〈
N2

t

〉
c√

t
≃

t→∞

4(3− 2
√
2)√

π
. (S86)
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