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ABSTRACT
In this paper we propose a new framework for evaluating the per-
formance of explanation methods on the decisions of a deepfake
detector. This framework assesses the ability of an explanation
method to spot the regions of a fake image with the biggest in-
fluence on the decision of the deepfake detector, by examining
the extent to which these regions can be modified through a set
of adversarial attacks, in order to flip the detector’s prediction or
reduce its initial prediction; we anticipate a larger drop in deep-
fake detection accuracy and prediction, for methods that spot these
regions more accurately. Based on this framework, we conduct
a comparative study using a state-of-the-art model for deepfake
detection that has been trained on the FaceForensics++ dataset, and
five explanation methods from the literature. The findings of our
quantitative and qualitative evaluations document the advanced
performance of the LIME explanation method against the other
compared ones, and indicate this method as the most appropriate
for explaining the decisions of the utilized deepfake detector.
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1 INTRODUCTION
The recent advances in the field of Generative AI have led to new
and more sophisticated ways of image and video manipulation, and
the creation of a new type of visual disinformation that is often
referred to as deepfakes. Deepfakes are AI manipulated media in
which, a person’s face or body is digitally altered in an existing
image or video to make them appear as someone else or to reenact
them. The ongoing improvement of Generative AI technologies
enables the creation of deepfakes that are increasingly difficult
to detect. The latter observation, combined with the use of deep-
fakes for spreading disinformation, necessitates the development
of effective solutions for deepfake detection. Moreover, enhancing
deepfake detection methods with explanatory mechanisms would
significantly improve the users’ trust in these technologies and al-
low obtaining insights about the applied image/video manipulation
procedures for creating the detected deepfake.

Despite the growing interest in building increasingly more pow-
erful models for deepfake detection, the provision of trustworthy
explanations for the output of these models has not been studied
extensively. Most works on explainable deepfake detection, inves-
tigate the use of various methods that create visual explanations
(usually in the form of 2D heatmaps), but evaluate the performance
of methods based only on the basis of qualitative analysis over a
limited set of examples [3, 18, 23, 31, 36]. Only a recent work has at-
tempted to assess the performance of various explanation methods
on two CNN-based deepfake detection models using a quantitative
evaluation framework [11]. Nevertheless, their proposed frame-
work uses explanations produced from correctly classified pristine
(non-manipulated) images, in order to compare the performance
of various explanation approaches. In contrast, we argue that the
opposite use-case of explanations - i.e., when the model detects a
deepfake - is bothmoremeaningful and useful to the user. Moreover,
their framework requires access to pairs of real-fake images, thus
being non-applicable on datasets that contain only fake examples,
e.g., the WildDeepfake dataset [38].

In this paper, we propose a new evaluation framework that is sim-
pler and more widely-applicable than the one in [11]. The proposed
framework takes into account the produced visual explanation for
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the deepfake detector’s decision after correctly classifying a fake
image, without requiring any access to its original counterpart.
Based on this new framework, we evaluate the performance of five
explanation methods from the literature on a state-of-the-art model
for deepfake detection. Our contributions are the following:

• We explain the decisions of a state-of-the-art model for deep-
fake detection, that is trained to spot four different types of
deepfakes, i.e., deepfake attribution.

• We perform a comparative study among five different ex-
planation methods, aiming to identify which is the most
appropriate one for the considered model.

• We propose a new evaluation framework for quantifying the
ability of explanation methods to spot the most influential
image regions for the decision of a deepfake detection model.

2 RELATEDWORK
Over the last years, there is an increasing interest in the develop-
ment and training of advanced network architectures for deepfake
detection. However, the explanation of the decisions of these net-
works has been poorly investigated. In an early work, Malolan et
al. [23], trained a variant of the XceptionNet [7] using a subset1
of the FaceForensics++ dataset [28] and examined the use of the
LIME [26] and LRP [5] methods for producing visual explanations
about the outcomes of the trained model. However, the evaluation
of these methods was based on a few samples and mainly focused
on the robustness of the produced explanations against various
affine transformations or Gaussian blurring of the input image. Xu
et al. [36], utilized the representations of EfficientNet-B0 [32] and a
supervised contrastive learning methodology to train a linear deep-
fake detector to discriminate the real from the manipulated images
of the FaceForensics++ dataset [28]. In terms of explainability, Xu
et al. investigated the use of the learned features only for explaining
the observed detection performance, using heatmap visualizations
and uniform manifold approximation and projection (UMAP). Silva
et al. [31], proposed the use of an ensemble of CNNs (XceptionNet
[7], EfficientNet-B3 [32]) and attention-based models for deepfake
detection. They provided explanations about the regions of the
images that influence the most the decision of the detector, us-
ing the Grad-CAM method [29] and focusing on the computed
gradients for the attention map. Nevertheless, the produced expla-
nations were evaluated only in a qualitative manner by taking into
account only a few image samples. Jayakumar et al. [18], trained a
deepfake detection model that utilizes the EfficientNet-B0 [32] as
backbone and contains five dense classification layers. To produce
visual explanations, they investigated the use of the Anchors [27]
and LIME [26] methods, and conducted evaluations based on a
limited set of examples. Aghasanli et al. [3], described a deepfake
detection model that relies on Vision Transformers and can be used
for distinguishing original and fake images generated by various
diffusion models. For explaining the model’s output, Aghasanli et
al. used SVM and xDNN [4] classifiers to understand the model’s
behavior by analyzing the closest support vectors and prototypes
for each classifier, respectively. The evaluation of the produced
explanations though, was based on the qualitative analysis of few

1Available at: https://github.com/ondyari/FaceForensics

samples. Haq et al. [12] described a neurosymbolic deepfake detec-
tion method that is based on the idea that deepfakes exhibit inter-
or intra- modality inconsistencies in the emotional expressions
of the person being manipulated. Their method performs inter-
and intra-modality reasoning on emotions extracted from audio
and visual modalities using a psychological and arousal valence
model for deepfake detection, and provides textual explanations
that localize the timestamp and identify the fake part. However, it
was evaluated only in terms of deepfake and emotion detection,
while its explainability dimension was discussed only theoretically.
Finally, Gowrisankar et al. [11] described an evaluation framework
for explanation methods, which is based on the intuition that the
identified salient visual concepts by such a method after correctly
classifying a real image as a non-manipulated one, could be used to
flip the prediction of the detector for its fake counterpart. Initially,
Gowrisankar et al., investigated the appropriateness of generic data
removal/insertion approaches for modifying the spotted salient
pixels or segments of the input image (e.g., zeroing, replacement
with a uniform random value and blurring based on the neighbor-
ing pixels), and found out that these approaches may produce less
meaningful results when applied on deepfake detection models, as
they can distort facial regions and produce completely unexpected
detection results (e.g., increase of deepfake detection accuracy).
Based on this finding, they described a framework that applies
a number of adversarial attacks (using Natural Evolution Strate-
gies (NES) [34]) in regions of a fake image that correspond to the
identified salient visual concepts after explaining the (correct) clas-
sification of its real counterpart, and evaluates the performance of
an explanation method based on the observed drop in the accuracy
of the deepfake detector. Thus, their evaluation framework takes
the unusual step of using the produced explanation after correctly
classifying a real (non-manipulated) image, in order to assess the
capacity of an explanation method to explain the detection of a
fake (manipulated) image.

Differently to the majority of the works described above, that
evaluate explanations qualitatively using a small set of samples
[3, 18, 23, 31, 36], in this work we assess the sufficiency of ex-
planation methods to spot the regions of a manipulated image
that influenced the most the deepfake detector’s decision, using a
quantitative evaluation framework. Our work is most closely re-
lated with [11], but we follow a more straightforward and intuitive
evaluation approach that takes into account the produced explana-
tions for the deepfake detector’s output after correctly classifying
a fake/manipulated image (which is better reflecting the task at
hand). Moreover, we employ a state-of-the-art model for deepfake
detection (rather than using out-of-date models, such as MesoNet
[2] and XceptionNet [7]), since there is no evidence from the litera-
ture that the results for one deepfake detector can be generalized
to other detectors as well.

3 COMPARATIVE STUDY SETUP
This section describes the employed deepfake detection model,
explanation methods, and evaluation framework and measures.
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Figure 1: The processing pipeline of the proposed evaluation framework.

3.1 Deepfake detection model
We use a model that relies on the second version of the Efficient-
Net architecture [33] for deepfake detection. Building on the first
version of EfficientNet - which leveraged Inverted Bottleneck con-
volutions (MBConv) and compound scaling to achieve high per-
formance with fewer parameters compared to models with similar
ImageNet accuracy [32] - the employed version introduces Fused
Inverted Bottleneck convolutions (Fused-MBConv), leading to even
faster training and improved efficiency [33]. We chose Efficient-
Net due to its widespread adoption, efficiency, and effectiveness in
deepfake detection tasks, either as a part of an ensemble or as a
backbone of more advanced methods [30, 37]. Notably, an ensemble
of five EfficientNet-B7 models achieved the winning performance
in Meta’s DFDC challenge [9]. Moreover, EfficientNet has been
shown to outperform alternative CNN architectures, such as Xcep-
tionNet [7] and MesoNet [2] (that were taken into account in [11]),
on various deepfake datasets [15, 19, 24]. Finally, it achieves similar
performance to other vanilla CNNs on the ForgeryNet dataset [13]
while requiring fewer parameters.

3.2 Explanation methods
We produce visual explanations by highlighting the regions of the
image (or video frame) with the biggest influence on the deepfake
detection model’s decision. As depicted in the orange coloured part
of Fig. 1, we explain the outcome of the deepfake detector for a
given fake image, using 2D heatmaps that represent the significance
of different parts of the input image using a color scale. In our study,
we consider the following explanation methods:

• Grad-CAM++ [6], is a back-propagation-based method that
generates visual explanations by leveraging the information
flow (gradients) during the back-propagation process. It ex-
tends the Grad-CAM method [29], by calculating a weighted
combination of the positive partial derivatives of the last
convolutional layer with respect to a specific class score
in order to generate the visual explanation. In this way, it
provides better (more complete) object localization and is
capable of explaining occurrences of multiple instances of a
given object in a single image.

• RISE [25], is a perturbation-based method that produces
visual explanations by randomly masking out portions of the
input image and assessing their impact on themodel’s output.
Initially, this method generates a set of binary masks that are
used to occlude regions of the input image and produce a set
of perturbed images. Then, it feeds these perturbed images to
the model, gets the model’s predictions for each one of them
and uses them to weight the corresponding binary masks.
Finally, it creates the visual explanation by aggregating the
weighted masks together.

• SHAP [22], is an attribution-basedmethod that leverages the
Shapley values from game theory. It constructs an additive
feature attribution model that attributes an effect to each
input feature and sums the effects, i.e., SHAP values, as a
local approximation of the output. More specifically, Shapley
values assign importance scores to the individual pixels of the
input image by treating them as players in a coalition game,
with each player’s presence or absence affecting the final
outcome. The payout of the grand coalition is the prediction,
or in our case the explanation, and Shapley values are used
to divide this payout equally among pixels, by leveraging
the model predictions for the perturbed images, to assess the
contribution of each pixel to the prediction.

• LIME [26], is a perturbation-based method that creates vi-
sual explanations by randomly masking out portions of an
input image to assess their impact on the model’s output.
The fundamental idea behind LIME is the approximation of
the model’s behavior locally (i.e. around a specific instance)
by generating a simpler, interpretable model. To this end,
the input image is initially segmented and perturbed by ran-
domly masking segments of it. Then, the perturbed images
are given to the model that outputs its predictions. Finally,
using a linear model (e.g., a linear regressor), LIME fits the bi-
nary masks of each perturbation to the corresponding scores
and constructs the visual explanation by examining the co-
efficients/weights that emerge from this simpler model.

• SOBOL [10], is an attribution-based method that employs
a mathematical concept called Sobol’ indices (after Ilya M.
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Figure 2: The produced explanations by the LIME method
(the best performing one according to the results in Section
4), for three non-manipulated images of the FaceForensics++
dataset, that were correctly classified as “real”.

Sobol’2), to identify the contribution of the input variables
on the variance of the model’s output. Using a Quasi-Monte
Carlo sequence, SOBOL generates a set of real-valued masks,
which are then applied to an input image using perturbation
functions such as blurring, to generate the perturbations.
The resulting images are then forwarded to the model to get
the prediction scores. By analyzing the relationship between
the masks and their associated prediction scores, SOBOL
estimates the total order of Sobol’ indices and creates a visual
explanation by highlighting the importance of each region.

3.3 Evaluation framework and measures
Based on the reported findings in [11], about the adequacy of
generic data removal/insertion approaches for perturbing the input
image, we also do not apply such approaches on the image regions
that have been promoted by an explanation method, in order to
assess this method’s performance. We evaluate the performance
of an explanation method by extending the evaluation framework
in [11] so that it takes into account the produced explanations for
fake images. We argue that the provision of an explanation after
detecting a fake image is more meaningful for the user, as it can give
clues about regions of the image (the highlighted ones by the visual
explanation) that were found to be manipulated. On the contrary,
the provided explanation after classifying an image as “real” would
demarcate specific regions of the image as non-manipulated (see
Fig. 2), while someone would expect that the entire image has not
been manipulated at all.

Let us assume a fake image and the produced visual explanation
for the deepfake detector’s decision, by an explanation method
(see the orange coloured part of Fig. 1). We assess the performance
of this method by examining the extent to which the indicated
regions in the visual explanation as the most important ones, can
be used to flip the deepfake detector’s decision (and thus classify the
image as “real”). For this, we segment the input image into super-
pixel segments using the SLIC algorithm [1]. Then, we quantify the
contribution of each segment to the deepfake detector’s decision
by overlaying the created visual explanation to the segmented
image and averaging the scores of the explanation for the pixels
of the segment - as a note, in the case of LIME [26] we pass the
SLIC-based segmentation mask of the input image and get the

2https://en.wikipedia.org/wiki/Ilya_M._Sobol%27

Algorithm 1 Adversarial image generation
Parameters: Search variance 𝜎 , Number of samples n, Image di-

mension N , Maximum number of iterations itr , Maximum dis-
tortion 𝜖 , Learning rate 𝛼

Input: Deepfake image 𝒙 , Deepfake detector 𝑭 , Binary mask 𝑴

Output: Adversarial image 𝑥𝑎𝑑𝑣
1: 𝑥𝑎𝑑𝑣 = 𝑥 ,
2: for 𝑖 = 1 → 𝑖𝑡𝑟 do
3: if 𝐹 (𝑥𝑎𝑑𝑣) = 𝑟𝑒𝑎𝑙 then
4: return 𝑥𝑎𝑑𝑣

5: 𝑔 = 0
6: for 𝑗 = 1 → 𝑛 do
7: 𝑢 𝑗 = 𝑁 (0𝑁 , 𝐼𝑁,𝑁 )
8: 𝑔 = 𝑔 + 𝐹 (𝑥𝑎𝑑𝑣 [𝑀] + 𝜎𝑢 𝑗 [𝑀])𝑙𝑎𝑏𝑒𝑙=𝑟𝑒𝑎𝑙 · 𝑢 𝑗 [𝑀]
9: 𝑔 = 𝑔 − 𝐹 (𝑥𝑎𝑑𝑣 [𝑀] + 𝜎𝑢 𝑗 [𝑀])𝑙𝑎𝑏𝑒𝑙=𝑟𝑒𝑎𝑙 · 𝑢 𝑗 [𝑀]
10: 𝑔 = 1

2𝑛𝜎 𝑔

11: 𝑥𝑎𝑑𝑣 [𝑀] = 𝑥𝑎𝑑𝑣 [𝑀] + 𝑐𝑙𝑖𝑝𝜖 (𝛼 · 𝑠𝑖𝑔𝑛(𝑔))
12: return 𝑥𝑎𝑑𝑣

top-k scoring segments directly. Following, we focus on the top-
k scoring segments and apply NES to progressively generate a
variant of the input image that is classified as “real” by the deepfake
detector. This iterative process, called adversarial image generation
and evaluation, is illustrated in the green coloured area of Fig. 1. In
each step of this process, we produce a variant of the input image
by adding noise to the regions corresponding to the top-k scoring
segments, following the steps in Alg. 1. The adversarial image
generation and evaluation process stops if the deepfake detector
classifies the adversarial image as “real” or a maximum number of
iterations is reached.

To quantify the performance of an explanation method, we cal-
culate the accuracy of the deepfake detection model on the set of
returned adversarial images after the completion of the adversarial
image generation and evaluation process, when the adversarial at-
tacks target the top-1, top-2 and top-3 scoring segments of the input
images by the method. This measure ranges in [0, 1], where the
upper boundary denotes a 100% detection accuracy. We anticipate
a larger decrease in accuracy for explanation methods that spot
the most influential regions of the input image for the deepfake
detector’s decision, more effectively. Complementary to the afore-
mentioned measure, we quantify the sufficiency of explanation
methods to spot the most influential image regions for the deepfake
detector, by calculating also the difference in the detector’s out-
put after applying adversarial attacks to the top-1, top-2 and top-3
scoring segments (following the paradigm in [20]). This measure
ranges in [0, 1], where low/high sufficiency scores indicate that the
top-k scoring segments by the explanation method have low/high
impact to the deepfake detector’s decision, and thus the produced
visual explanation exhibits low/high sufficiency.

4 EXPERIMENTS
This section discusses the utilized dataset and implementation de-
tails, and reports the findings of our quantitative and qualitative
evaluations.
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Table 1: The accuracy of the employed deepfake detection model for the different types of fakes in the FaceForensics++ dataset,
on the original set of images (second row) and the adversarially-generated variants of them after modifying the image regions
corresponding to the top-1, top-2 and top-3 scoring segments based on the different explanation methods. Best scores in bold
and second best scores underlined.

DF F2F FS NT
Original Accuracy 0.978 0.977 0.982 0.924

Top 1 Top 2 Top 3 Top 1 Top 2 Top 3 Top 1 Top 2 Top 3 Top 1 Top 2 Top 3
Grad-CAM++ 0.781 0.644 0.571 0.864 0.798 0.737 0.887 0.808 0.728 0.601 0.481 0.432
RISE 0.877 0.766 0.686 0.843 0.710 0.622 0.896 0.809 0.734 0.783 0.637 0.513
SHAP 0.813 0.609 0.450 0.846 0.739 0.637 0.876 0.702 0.543 0.686 0.497 0.344
LIME 0.735 0.440 0.245 0.803 0.633 0.484 0.864 0.698 0.559 0.579 0.340 0.197
SOBOL 0.750 0.591 0.490 0.816 0.653 0.512 0.874 0.703 0.574 0.621 0.417 0.313

4.1 Dataset and implementation details
Our experiments were conducted on the FaceForensics++ dataset
[28]. This dataset contains 1000 original videos and 4000 fake videos
created using one of the following four classes of AI-based manipu-
lation (1000 videos per class): “FaceSwap” (FS), “DeepFakes” (DF),
“Face2Face” (F2F), and “NeuralTextures” (NT). The videos of the
FS class were created via a graphics-based approach that trans-
fers the face region from a source to a target video. The videos
of the DF class were produced using autoencoders to replace a
face in a target sequence with a face in a source video or image
collection. The videos of the F2F class were obtained by a facial
reenactment system that transfers the expressions of a source to
a target video while maintaining the identity of the target person.
The videos of the NT class were generated by modifying the facial
expressions corresponding to themouth region, using a patch-based
GAN-loss as utilized in Pix2Pix [17]. The dataset is divided into
training, validation, and test sets, comprised of 720, 140 and 140
videos, respectively.

For deepfake detection, we sampled the videos keeping 1 frame
per second and used the RetinaFace face detector [8] to obtain
bounding boxes for the present faces. Following suggestions in [28],
we enlarged each bounding box by a factor of 1.3 to capture relevant
background information that might aid in discriminating between
real and fake samples. The cropped faces were stored and used
as input to train and test the deepfake detector. For training, we
leveraged a pre-trained model on the ImageNet 1K dataset obtained
from the timm library [35]. Then, the deepfake detection model
was trained for 30 epochs using the AdamW optimizer [21] with
a learning rate of 5 × 10−5 and a weight decay of 1 × 10−1, and
the Cross-Entropy loss for multiclass classification. To mitigate
overfitting and improve generalization, we employed the following
data augmentation techniques: Random Erasing, Random Resized
Crop, and AugMix [14]. Additionally, to improve robustness to
unseen data and encourage themodel to learnmore reliable features,
we incorporated Stochastic Depth [16] with a drop path rate of
4× 10−1. As a result, there was a 40% chance of dropping a residual
block connection during each forward pass.

To obtain the data for evaluating the different explanation meth-
ods we followed the approach in [11]. In particular, we used 127
videos from each different class of the test set and we sampled 10
frames per video, thus creating four sets of 1270 images. The gen-
eration of visual explanations was based on the following settings:

• For Grad-CAM++, we took the average of all convolutional
2D layers.

• For RISE, we set the number of masks equal to 4000 and
kept all the other parameters with their default values.

• For SHAP, we set the number of evaluations equal to 2000
and used a blurring mask with kernel size equal to 128.

• For LIME, we set the number of perturbations equal to 2000
and used the SLIC algorithm with a target number of seg-
ments equal to 50.

• For SOBOL, we set the grid size equal to 8 and the number
of design equal to 32, and kept all the other parameters with
their default values.

With respect to NES, we set: the number of maximum iterations
equal to 50, the learning rate equal to 1/255, themaximumdistortion
equal to 16/255, the search variance equal to 0.001, and the number
of samples equal to 40. All experiments were carried out on NVIDIA
RTX 4090 GPU cards. The code for reproducing the reported results
is publicly-available at: https://github.com/IDT-ITI/XAI-Deepfakes

4.2 Quantitative results
Table 1 reports the accuracy of the employed deepfake detection
model for the different types of fakes in the FaceForensics++ dataset,
on the original set of images (second row) and the adversarially-
generated variants of them after modifying the image regions corre-
sponding to the top-1, top-2 and top-3 scoring segments according
to the different explanation methods. As shown in this table, the
used deepfake detection model exhibits very high performance on
all types of fakes of this dataset (achieving approx. 98% accuracy
on DF, F2F and FS and over 92% on NT), documenting its state-of-
the-art performance. With respect to the considered explanation
methods, LIME appears to be the most effective one, as it is asso-
ciated with the largest decrease in the detection accuracy for all
types of fakes and in almost all experimental settings. As expected,
the observed accuracy decrease is smaller when the adversarial
image is generated based on the top-1 scoring segment and sig-
nificantly larger when the adversarial attack is performed on the
top-2 and top-3 scoring segments. However, this decrease is even
more pronounced in the case of LIME. Therefore, LIME appears to
be more effective compared to the other methods at highlighting
the most influential segment of the input image for the decisions
of the used deepfake detector, and noticeably better at spotting
the top-2 or top-3 image segments with the highest impact on the

https://github.com/IDT-ITI/XAI-Deepfakes
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Table 2: The sufficiency scores of the considered explanation methods for the different types of fakes in the FaceForensics++
dataset, after modifying the top-1, top-2 and top-3 scoring segments of the input images. Best scores in bold and second best
scores underlined.

DF F2F FS NT
Top 1 Top 2 Top 3 Top 1 Top 2 Top 3 Top 1 Top 2 Top 3 Top 1 Top 2 Top 3

Grad-CAM++ 0.148 0.253 0.310 0.069 0.115 0.162 0.063 0.113 0.160 0.194 0.251 0.280
RISE 0.087 0.162 0.219 0.091 0.173 0.223 0.060 0.114 0.157 0.115 0.204 0.273
SHAP 0.137 0.300 0.402 0.092 0.158 0.222 0.073 0.181 0.269 0.167 0.282 0.357
LIME 0.195 0.408 0.539 0.121 0.238 0.334 0.087 0.189 0.262 0.233 0.363 0.431
SOBOL 0.166 0.277 0.352 0.108 0.212 0.296 0.078 0.180 0.259 0.198 0.302 0.362

Table 3: Comparison of the obtained deepfake detection accuracy scores using our evaluation framework and the framework
proposed in [11]. Best scores in bold and second best scores underlined.

Our framework Framework in [11]
DF F2F FS NT DF F2F FS NT

Original Accuracy 0.930 1.000 1.000 0.973 0.930 1.000 1.000 0.973
Grad-CAM++ 0.462 0.730 0.823 0.544 0.329 0.486 0.605 0.456
RISE 0.538 0.527 0.714 0.544 0.285 0.459 0.585 0.456
SHAP 0.177 0.547 0.558 0.415 0.247 0.378 0.537 0.286
LIME 0.101 0.250 0.476 0.265 0.367 0.473 0.599 0.299
SOBOL 0.335 0.324 0.571 0.388 0.222 0.331 0.517 0.354

Table 4: Comparison of the obtained sufficiency scores using our evaluation framework and the framework proposed in [11].
Best scores in bold and second best scores underlined.

Our framework Framework in [11]
DF F2F FS NT DF F2F FS NT

Grad-CAM++ 0.355 0.211 0.116 0.232 0.397 0.350 0.252 0.319
RISE 0.280 0.310 0.173 0.276 0.447 0.364 0.262 0.317
SHAP 0.483 0.296 0.276 0.356 0.427 0.382 0.279 0.411
LIME 0.565 0.495 0.323 0.441 0.370 0.331 0.246 0.414
SOBOL 0.431 0.434 0.276 0.345 0.493 0.444 0.300 0.376

detector’s decision. Concerning the remaining methods, SOBOL
seems to be the most competitive in most cases, while SHAP shows
good performance in the case of DF and FS samples when spotting
the top-2 or top-3 regions of the image. Finally, a comparison of
the reported results across the different types of fakes, reveals that
the different explanation methods can more effectively explain the
detection of DF and NT classes, while the explanation of fakes from
the remaining two classes is a more challenging task.

Table 2 presents the sufficiency scores of the considered explana-
tion methods for the different types of fakes in the FaceForensics++
dataset, after performing adversarial attacks at the top-1, top-2 and
top-3 scoring segments of the input images. These scores seem to be
aligned with the results in Table 1, demonstrating once again, that
LIME performs consistently good for all the considered types of
fakes and numbers of top-scoring segments. Moreover, its effective-
ness in spotting the most influential regions of the images is more
pronounced when taking into account the top-3 scoring segments
according to the produced visual explanation. As before, SOBOL is
the second best method and SHAP performs comparatively good
in specific occasions. Finally, the most challenging cases in terms

of visual explanation, still remain the ones associated with fakes of
the F2F and FS classes.

Finally, we compared the obtained results after applying the
proposed evaluation framework and the one in [11]. As a note, this
comparison was based on a subset of (randomly) selected images
(150 per class of fakes) to limit the computational needs of the
experiment. The scores about the deepfake detector’s accuracy and
the explanation method’s sufficiency are reported in Tables 3 and 4,
respectively. These demonstrate that the different frameworks lead
to different outcomes about the performance and the ranking of
the considered explanation methods. Once again, LIME is the best-
performing method for the selected subset of images according to
our framework, while the framework from [11] points to SOBOL as
the most effective method. The observed difference is explained by
the fact that the two frameworks base their evaluations on different
conditions. The framework from [11] assesses the performance
of an explanation method by taking into account the produced
explanations for correctly classified non-manipulated images. On
the contrary, our framework focuses on the produced explanations
for manipulated images that were classified as deepfakes, since
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highlighting the image regions that were perceived as manipulated
is more meaningful for the users.

4.3 Qualitative results
The top row of Fig. 3 shows four different images (sampled video
frames) of the FaceForensics++ dataset and the next row contains
their AI manipulated variants, where each variant is associated
with a different type of manipulation. The remaining rows present
the produced visual explanations by the examined methods. As
illustrated in these rows, LIME successfully spots: i) the regions
close to the eyes and mouth that have been modified in the case of
the DF sample, ii) the regions around the nose and the cheeks that
have been changed in the case of the F2F sample, iii) the regions
close to the left eye and cheek that have been altered in the case
of the FS sample, and iv) the regions close to the mouth and chin
that have been manipulated in the case of the NT sample. With
respect to the other explanation methods, Grad-CAM++ correctly
focuses on regions close to the eyes in the DF and FS samples and
close to the chin in the case of the NT sample. However, it fails
to clearly indicate regions in the case of the F2F sample and to
spot manipulations around the mouth in the case of the DF sample.
RISE seems to produce explanations that highlight irrelevant (see
the F2F and FS samples) or non-manipulated regions (see the NT
sample) of the image, while also failing to spot the manipulated
ones (see the DF sample). Finally, SHAP and SOBOL appear to
perform well compared with LIME, as in most cases, they provide
explanations that indicate the altered regions of the images. This
finding is aligned with the performance of these methods according
to the conducted quantitative evaluation.

5 CONCLUSIONS
In this paper, we presented a new evaluation framework for ex-
plainable AI methods for deepfake detection, which measures the
capacity of such methods to spot the most influential regions of the
input image through an adversarial image generation and evalu-
ation process that aims to flip the detector’s decision. We applied
this framework on a state-of-the-art model for deepfake detection
and five explanation methods from the literature. Our experimental
results demonstrate the competitive performance of the LIME expla-
nationmethod across all different types of fakes, and its competency
to produce meaningful explanations for the employed deepfake de-
tection model.
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Figure 3: The obtained visual explanations from the considered explanation methods for four different images of the Face-
Forensics++ dataset (one per different type of manipulation). In terms of visualization, we adopt the default supported format
by each explanation method.
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