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Abstract In this paper we shall use the abstract bifurcation theorems developed

by the author in previous papers to study bifurcations of solutions for Lagrangian

systems on manifolds linearly or nonlinearly dependent on parameters under various

boundary value conditions. As applications, many bifurcation results for geodesics on

Finsler and Riemannian manifolds are derived.
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Introduction

Basic assumptions and conventions. LetM be a n-dimensional, connected C7 submanifold of RN .
Its tangent bundle TM is a C6-smooth manifold of dimension 2n, whose points are denoted by
(x, v), with x ∈M and v ∈ TxM . The bundle projection π : TM →M, (x, v) 7→ x is C6. Let g
be a C6 Riemannian metric and Ig a C7 isometry on (M, g), i.e., Ig :M →M is C7 and satisfies
g((Ig)∗(u), (Ig)∗(v)) = g(u, v) for all u, v ∈ TM . (Thus the Christoffiel symbols Γi

jk and the

exponential map exp : TM →M are C5.) Without special statements, Λ denotes a topological
space.

This paper is a continuation of our program on variational bifurcations beginning at [33,
34, 35]. Using the abstract bifurcation theory developed in [34, 36] we studied bifurcations for
solutions of several types of Hamiltonian boundary value problems [37]. The current manuscript
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focuses on bifurcations research for the following Lagrangian boundary value problem:

d
dt

(
∂vLλ(t, γ(t), γ̇(t))

)
− ∂qLλ(t, γ(t), γ̇(t)) = 0 ∀t ∈ [0, τ ],

(γ(0), γ(τ)) ∈ N and
∂vLλ(0, γ(0), γ̇(0))[v0] = ∂vLλ(τ, γ(τ), γ̇(τ))[v1] ∀(v0, v1) ∈ T(γ(0),γ(τ))N

 (0.1)

with respect to a continuous family {γλ |λ ∈ Λ} of solutions of this problem, where N is a
submanifold M ×M , (precisely N is either a product of two submanifolds in M or the graph of
an Riemannian isometry on (M, g)), and L : Λ × [0, τ ] × TM → R is as in Assumption 1.1. If
every neighborhood of (µ, γµ) in Λ × C1([0, τ ];R2n) contains a point (λ, αλ) /∈ {(λ, γλ) |λ ∈ Λ}
satisfying (0.1) we say (µ, γµ) to be bifurcation point of (0.1) in Λ× C1([0, τ ];R2n) with respect
to the trivial branch {(λ, γλ) |λ ∈ Λ}. Using the Morse index m−(Eλ, γγ) and nullity m0(Eλ, γλ)
at γλ of C2 functionals

C1
N([0, τ ];M) → R, γ 7→ Eλ(γ) =

∫ τ

0
Lλ(t, γ(t), γ̇(t))dt

on C1
N([0, τ ];M) = {γ ∈ C1([0, τ ];M) | (γ(0), γ(τ)) ∈ N} we shall characterize the following

questions:

(1) Under what conditions (µ, γµ) is a bifurcation point in the above sense?

(2) What are the necessary (resp. sufficient) condition for a given point (µ, γµ) to be a bifur-
cation point in the above sense?

(3) How is the solutions of (0.1) distributed near a bifurcation point (µ, γµ) as above ?

Let ∆(Eλ, γλ) := [m−(Eλ, γλ),m−(Eλ, γλ) +m0(Eλ, γλ)]. Roughly speaking, our answers are:

(a) If Λ is path-connected and there exist two points λ+, λ− ∈ Λ such that ∆(Eλ− , γλ−) ∩
∆(Eλ+ , γλ+) = ∅, and either m0(Eλ+ , γλ+) = 0 or m0(Eλ− , γλ−) = 0, then there exists a
bifurcation point (µ, γµ) as above.

(b) If Λ is first countable and there exist two points λ+, λ− ∈ Λ in any neighborhood of some
µ ∈ Λ satisfying the properties as in (a), (µ, γµ) is a bifurcation point. Conversely, for a
bifurcation point (µ, γµ) it must hold that m0(Eµ, γµ) > 0. possesses the above properties.

(c) If Λ is a real interval, µ ∈ Int(Λ), then the solutions of (0.1) near a bifurcation point (µ, γµ)
have alternative bifurcations of Rabinowitz’s type (as in [51]) provided thatm0(Eλ, γλ) = 0
for each λ ∈ Λ \ {µ} near µ, and m−(Eλ, γλ) take, respectively, values m−(Eµ, γµ) and
m−(Eµ, γµ) +m0(Eµ, γµ) as λ ∈ Λ varies in two deleted half neighborhoods of µ.

More results and assumptions are precisely stated in Section 1. Proofs are based on the abstract
theory in [34, 36] and Appendix in [37]. These constitute Part I of this paper.

Clearly, many bifurcation theorems of geodesics on Riemannian manifolds can be immediately
obtained as direct consequences of results in Part I. For geodesics on Finsler manifolds there are
questions corresponding to (1)-(3) above. Using a technique by the author [31] we may derive
similar answers from the above (a)-(c). These are completed in Part II.

To the author’s knowledge there only are a few results on geodesic bifurcations in the liter-
ature. The following classical result was first proved by Morse-Littauer [45] for analytic Finsler
spaces, and then was generalized to the C∞ Finsler space by Savage [53]. See Warner [55] for a
new proof.
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Theorem 0.1. The exponential map expF of a C∞ Finsler space (M,F ) is not locally injective
near any critical point.

Precisely speaking, if v ∈ TpM \ {0} is a critical point of expFp then there exist two sequences

(v1k), (v
2
k) ⊂ TpM \ {v} converging to v such that v1k ̸= v2k and expFp (v

1
k) = expFp (v

2
k) for each

k ∈ N. That is, we have always at least two distinct geodesics from p to some point of any
neighborhood of expFp (v) near the geodesic [0, 1] ∋ t 7→ expFp (tv). Theorem 0.1 is absolutely not
trivial because the C∞ map R2 ∋ (x, y) → (x3, y) ∈ R2 is a bijection and has singularity at each
point of the y axis.

In the case of a two-dimensional Riemannian manifold Klingenberg used geometrical tech-
niques to study bifurcation at a conjugate point on a geodesic ([22, complement 2.1.13]) and
geodesic bifurcations in the case of a smoothly varying family of Riemannian metrics ([22, section
3.4]). There are several generalizations of these to bifurcation of geodesics in semi-Riemannian
manifolds and Lorentzian manifolds; see [14, 15, 19, 49] and the references therein. For exam-
ple, if there exists a nondegenerate conjugate instant t0 ∈ (0, 1) along a geodesic γ : [0, 1] →M
in a semi-Riemannian manifold (M, g) with sgn(t0) ̸= 0, Piccione, Portaluri and Tausk [49,
Corollaries 5.5 and 5.7] concluded that γ(t0) is a bifurcation point along γ and that the ex-
ponential map expγ(0) is not injective on any neighborhood of t0γ̇(0). For a lightlike geodesic
z : [0, 1] →M in a Lorentzian manifold (M, g), Javaloyes and Piccione [19, Corollary 11] showed
that z(t0) with t0 ∈ (0, 1) is conjugate to z(0) along z if and only if the exponential map
exp : A ∩ (∪s∈[0,1]{v ∈ Tz(s)M | g(v, v) ̸= 0}) →M is not locally injective around t0ż(0).

Using a bifurcation result (Theorem 1.9) about Euler-Lagrange curves of Lagrangian systems
we derive a bifurcation theorem about Finsler geodesics, Theorem 10.5, whose following special
form greatly improved Theorem 0.1.

Theorem 0.2. Let M ⊂ RN be a C7 manifold and let F : TM → R be a C6 Finsler metric. If
v is a critical point of the restriction expFp of the exponential map TM ⊇ D ∋ u 7→ expF (u) ∈M
to Dp := D ∩ TpM , then one of the following alternatives occurs:

(i) There exists a sequence (vk) of distinct points in Dp \ {v} converging to v, such that
expFp (vk) = expFp (v) for each k = 1, 2, · · · .

(ii) For every λ ∈ R \ {1} near 1 there exists vλ ∈ Dp \ {v} such that expFp (λvλ) = expFp (λv)
and vλ → v as λ→ 1.

(iii) Given a small neighborhood O of v in Dp there is an one-sided neighborhood Λ∗ of 1 in R
such that for any λ ∈ Λ∗ \{1}, there exist at least two points v1λ and v2λ in O\{v} such that
expFp (λv

k
λ) = expFp (λv) for each k = 1, 2. Moreover the points v1λ and v2λ above can also

be chosen to satisfy F (v1λ) ̸= F (v2λ) if dimKer
(
DexpFp (v)

)
> 1 and O \ {v} only contains

finitely many points, v1, · · · , vm, such that expFp (λvi) = expFp (λv), i = 1, · · · ,m.

There exist examples to show that the latter two cases of Theorem 0.2 cannot appear. For
example, if M = Sn is the n-sphere with the round metric, then the geodesics are great circles,
and the cut locus of the south pole is the north pole. Suppose that p is the south pole and the
norm of v ∈ TpSn is equal to π (the length of semi-great circle). Then expp(v) is the north pole.
It is easily seen that only (i) in Theorem 0.2 occurs.

As a continuation of this article, Part I will be generalized to Lagrangian systems of higher
order in [39]. We shall also prove similar results to those of Part II for other geometrical
variational problems such as minimal submanifolds, harmonic maps, and so on in [40].
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Part I

Bifurcations of Lagrangian systems

1 Statement of main results

1.1 Bifurcations for Lagrangian trajectories connecting submanifolds

Assumption 1.1. Let (M, g) be as in “Basic assumptions and conventions” in Introduction.
For a real τ > 0 and a topological space Λ, let L : Λ × [0, τ ] × TM → R be a continuous
function such that for each C3 chart α : Uα → α(Uα) ⊂ Rn and the induced bundle chart
Tα : TM |Uα → α(Uα)× Rn ⊂ Rn × Rn the function

Lα : Λ× [0, τ ]× α(Uα)× Rn → R, (λ, t, q, v) 7→ L(λ, t, (Tα)−1(q, v))

is C2 with respect to (t, q, v) and strictly convex with respect to v, and all its partial derivatives
also depend continuously on (λ, t, q, v). Let S0 and S1 be two boundaryless and connected
submanifolds of M of dimensions less than dimM .

By [48, Theorem 4.2], for each integer 1 ≤ i ≤ 4, Ci([0, τ ];M) is a C5−i Banach manifold
modeled on the Banach space Ci([0, τ ];Rn) with the tangent space

TγC
i([0, τ ];M) = Ci(γ∗TM) = {ξ ∈ Ci([0, τ ];RN ) | ξ(t) ∈ Tγ(t)M ∀t}

at γ ∈ Ci([0, τ ];M). Thus

C1
S0×S1

([0, τ ];M) :=
{
γ ∈ C1([0, τ ];M) | (γ(0), γ(τ)) ∈ S0 × S1

}
(1.1)

is a C4 Banach submanifold of C1([0, τ ];M). Its tangent space at γ ∈ C1
S0×S1

([0, τ ];M) is

C1
S0×S1

(γ∗TM) :=
{
ξ ∈ C1(γ∗TM) | (ξ(0), ξ(τ)) ∈ T(γ(0),γ(1))(S0 × S1)

}
,

which is dense in the Hilbert subspace

W 1,2
S0×S1

(γ∗TM) :=
{
ξ ∈W 1,2(γ∗TM) | (ξ(0), ξ(τ)) ∈ T(γ(0),γ(1))(S0 × S1)

}
(1.2)

of W 1,2(γ∗TM) (consisting of all W 1,2-sections of the pull-back bundle γ∗TM → [0, τ ]) with
inner product given by

⟨ξ, η⟩1 =
∫ τ

0
⟨ξ(t), η(t)⟩dt+

∫ τ

0
⟨∇g

γ̇ξ(t),∇
g
γ̇ξ(t)⟩dt (1.3)

(using the L2 covariant derivative along γ associated to the Levi-Civita connection ∇g of the
metric g). Hereafter ⟨u, v⟩ = g(u, v) for u, v ∈ TM .

For each λ ∈ Λ, as in the proof of the first claim in [35, Proposition 4.2] we get that

Eλ : C1
S0×S1

([0, τ ];M) → R, γ 7→
∫ τ

0
Lλ(t, γ(t), γ̇(t))dt (1.4)

is a C2 functional. A path γ0 ∈ C1
S0×S1

([0, τ ];M) is a critical point of Eλ if and only if it belongs
to C2([0, τ ];M) and satisfies the Euler-Lagrange equation

d

dt

(
∂vLλ(t, γ(t), γ̇(t))

)
− ∂qLλ(t, γ(t), γ̇(t)) = 0 ∀t ∈ [0, τ ] (1.5)
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and the boundary condition

(γ(0), γ(τ)) ∈ S0 × S1 and
∂vLλ(0, γ(0), γ̇(0))[v0] = 0 ∀v0 ∈ Tγ(0)S0,

∂vLλ(τ, γ(τ), γ̇(τ))[v1] = 0 ∀v1 ∈ Tγ(τ)S1.

 (1.6)

By [11], the second-order differential D2Eλ(γ0) of Eλ at such a critical point γ0 can be extended
into a continuous symmetric bilinear form onW 1,2

S0×S1
(γ∗TM) with finite Morse index and nullity

m−(Eλ, γ0) and m0(Eλ, γ0).

Assumption 1.2. Under Assumption 1.1, for each λ ∈ Λ let γλ ∈ C2([0, τ ];M) satisfy (1.5)-
(1.6). It is also assumed that Λ×[0, τ ] ∋ (λ, t) 7→ γλ(t) ∈M and Λ×[0, τ ] ∋ (λ, t) 7→ γ̇λ(t) ∈ TM
are continuous, that is, for any C2 coordinate chart ϕ :W → ϕ(W ) ⊂ Rn, maps

(λ, t) 7→ (ϕ ◦ γλ)(t), (λ, t) 7→ d

dt
(ϕ ◦ γλ)(t)

are continuous.

Definition 1.3. Let X = W 1,2
S0×S1

([0, τ ];M) (or C1
S0×S1

([0, τ ];M), or C2
S0×S1

([0, τ ];M)). For
µ ∈ Λ, we call (µ, γµ) a bifurcation point of the problem (1.5)–(1.6) in Λ×X with respect to the
branch {(λ, γλ) |λ ∈ Λ} if there exists a point (λ0, γ0) in any neighborhood of (µ, γµ) in Λ×X
such that γ0 ̸= γλ0 is a solution of (1.5)–(1.6) with λ = λ0. Moreover, (µ, γµ) is said to be a
bifurcation point along sequences of the problem (1.5)–(1.6) in Λ×X with respect to the branch
{(λ, γλ) |λ ∈ Λ} if there exists a sequence {(λk, γk)}k≥1 in Λ × X, converging to (µ, γµ) such
that each γk ̸= γλk

is a solution of (1.5)–(1.6) with λ = λk, k = 1, 2, · · · . (These two notions are
equivalent if Λ is first countable.)

Recall that an isolated critical point p of a C1-functional f on a Banach manifold M is said
to be homological visible if there exists a nonzero critical group Cm(f, p;K) for some Abel group
K.

Theorem 1.4. Let Assumptions 1.1, 1.2 be satisfied, and µ ∈ Λ be such that 1 γµ(0) ̸= γµ(τ)
in the case dimS0 > 0 and dimS1 > 0.

(I) (Necessary condition): Suppose that (µ, γµ) is a bifurcation point along sequences of the
problem (1.5)–(1.6) with respect to the branch {(λ, γλ) |λ ∈ Λ} in Λ × C1

S0×S1
([0, τ ];M).

Then m0(Eµ, γµ) > 0.

(II) (Sufficient condition): Suppose that Λ is first countable and that there exist two sequences
in Λ converging to µ, (λ−k ) and (λ+k ), such that one of the following conditions is satisfied:

(II.1) For each k ∈ N, either γλ+
k
is not an isolated critical point of Eλ+

k
, or γλ−

k
is not an

isolated critical point of Eλ−
k
, or γλ+

k
(resp. γλ−

k
) is an isolated critical point of Eλ+

k

(resp. Eλ−
k
) and Cm(Eλ+

k
, γλ+

k
;K) and Cm(Eλ−

k
, γλ−

k
;K) are not isomorphic for some

Abel group K and some m ∈ Z.
1This assumption is to guarantee the existence of a Riemannian metric g on M such that S0 (resp. S1) is totally

geodesic near γµ(0) (resp. γµ(τ)) when we reduce the problems to Euclidean spaces in Section 3.1.1. Therefore
it is not needed if M is an open subset in Euclidean spaces and S0 and S1 are linear subspaces. Actually, when
γµ(0) = γµ(τ) we only need a weaker condition that there exists a coordinate chart (U,φ) around this point on
M such that φ(S0 ∩ S1 ∩ U) is the intersection φ(U) of the union of two linear subspaces in Rn.
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(II.2) For each k ∈ N, there exists λ ∈ {λ+k , λ
−
k } such that γλ is an either nonisolated or

homological visible critical point of Eλ , and

[m−(Eλ−
k
, γλ−

k
),m−(Eλ−

k
, γλ−

k
) +m0(Eλ−

k
, γλ−

k
)]

∩[m−(Eλ+
k
, γλ+

k
),m−(Eλ+

k
, γλ+

k
) +m0(Eλ+

k
, γλ+

k
)] = ∅.

}
(∗k)

(II.3) For each k ∈ N, (∗k) holds true, and either m0(Eλ−
k
, γλ−

k
) = 0 or m0(Eλ+

k
, γλ+

k
) = 0.

Then there exists a sequence {(λk, γk)}k≥1 in Λ̂ × C2
S0×S1

([0, τ ];M) converging to (µ, γµ)

such that each γk ̸= γλk
is a solution of the problem (1.5)–(1.6) with λ = λk, k = 1, 2, · · · ,

where Λ̂ = {µ, λ+k , λ
−
k | k ∈ N}. In particular, (µ, γµ) is a bifurcation point of the prob-

lem (1.5)–(1.6) in Λ̂ × C2
S0×S1

([0, τ ];M) respect to the branch {(λ, γλ) |λ ∈ Λ̂} (and so
{(λ, γλ) |λ ∈ Λ}).

Theorem 1.5 (Existence for bifurcations). Let Assumptions 1.1, 1.2 be satisfied, and let Λ be
path-connected. Suppose that there exist two points λ+, λ− ∈ Λ such that one of the following
conditions is satisfied:

(i) Either γλ+ is not an isolated critical point of Eλ+, or γλ− is not an isolated critical point of
Eλ−, or γλ+ (resp. γλ−) is an isolated critical point of Eλ+ (resp. Eλ−) and Cm(Eλ+ , γλ+ ;K)
and Cm(Eλ− , γλ− ;K) are not isomorphic for some Abel group K and some m ∈ Z.

(ii) [m−(Eλ− , γλ−),m−(Eλ− , γλ−)+m0(Eλ− , γλ−)]∩[m−(Eλ+ , γλ+),m−(Eλ+ , γλ+)+m0(Eλ+ , γλ+)]
= ∅, and there exists λ ∈ {λ+, λ−} such that γλ is an either non-isolated or homological
visible critical point of Eλ.

(iii) [m−(Eλ− , γλ−),m−(Eλ− , γλ−)+m0(Eλ− , γλ−)]∩[m−(Eλ+ , γλ+),m−(Eλ+ , γλ+)+m0(Eλ+ , γλ+)]
= ∅, and either m0(Eλ+ , γλ+) = 0 or m0(Eλ− , γλ−) = 0.

Then for any path α : [0, 1] → Λ connecting λ+ to λ− such that γα(s)(0) ̸= γα(s)(τ) for any
s ∈ [0, 1] in the case dimS0 > 0 and dimS1 > 0, there exists a sequence (λk) ⊂ α([0, 1])
converging to some µ ∈ α([0, 1]), and solutions γk ̸= γλk

of the problem (1.5)–(1.6) with λ = λk,
k = 1, 2, · · · , such that ∥γk − γλk

∥C2([0,τ ];RN ) → 0 as k → ∞. (In particular, (µ, γµ) is a

bifurcation point along sequences of the problem (1.5)–(1.6) in Λ×C2
S0×S1

([0, τ ];M) with respect
to the branch {(λ, γλ) |λ ∈ Λ}.) Moreover, µ is not equal to λ+ (resp. λ−) if m0

τ (Eλ+ , γλ+) = 0
(resp. m0

τ (Eλ− , γλ−) = 0).

Theorem 1.6 (Alternative bifurcations of Rabinowitz’s type). Under Assumptions 1.1, 1.2 with
Λ being a real interval, let µ ∈ Int(Λ) satisfy γµ(0) ̸= γµ(τ) (if dimS0 > 0 and dimS1 > 0)
and m0(Eµ, γµ) > 0. If m0(Eλ, γλ) = 0 for each λ ∈ Λ \ {µ} near µ, and m−(Eλ, γλ) take,
respectively, values m−(Eµ, γµ) and m−(Eµ, γµ) +m0(Eµ, γµ) as λ ∈ Λ varies in two deleted half
neighborhoods of µ, then one of the following alternatives occurs:

(i) The problem (1.5)–(1.6) with λ = µ has a sequence of solutions, γk ̸= γµ, k = 1, 2, · · · ,
which converges to γµ in C2([0, τ ],M).

(ii) For every λ ∈ Λ \ {µ} near µ there is a solution αλ ̸= γλ of (1.5)–(1.6) with parameter
value λ, such that αλ − γλ converges to zero in C2([0, τ ],RN ) as λ → µ. (Recall that we
have assumed M ⊂ RN .)
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(iii) For a given neighborhood W of γµ in C1([0, τ ],M), there is an one-sided neighborhood
Λ0 of µ such that for any λ ∈ Λ0 \ {µ}, (1.5)–(1.6) with parameter value λ has at least
two distinct solutions in W, γ1λ ̸= γλ and γ2λ ̸= γλ, which can also be chosen to satisfies
Eλ(γ1λ) ̸= Eλ(γ2λ) provided that m0(Eµ, γµ) > 1 and (1.5)–(1.6) with parameter value λ has
only finitely many distinct solutions in W.

When M is an open subset in Rn, the conditions in Assumptions 1.1, 1.2 in theorems above
can be weakened, see Theorems 3.5, 3.6, 3.7.

Assumption 1.7. Let S0 be a boundaryless submanifold of M of dimension dimS0 < dimM ,
and let L : [0, τ ] × TM → R be C3 and fiberwise strictly convex, that is, for each (t, q, v) ∈
[0, τ ]× TM the bilinear form ∂vvL(t, q, v) is positive definite.

Under Assumption 1.7, a C2 curve γ : [0, λ] → M with λ ∈ (0, τ ] is called a Euler-Lagrange
curve of L emanating perpendicularly from S0 if it solves the following boundary problem

d
dt

(
∂vL(t, γ(t), γ̇(t))

)
− ∂qL(t, γ(t), γ̇(t)) = 0, 0 ≤ t ≤ λ,

γ(0) ∈ S0 and ∂vL(0, γ(0), γ̇(0))[v] = 0 ∀v ∈ Tγ(0)S0.

}
(1.7)

In particular, if S0 consists of a point p we call a Euler-Lagrange curve of L starting at p. Since
L is C3, with a local coordinate chart it may follow from [6, Proposition 4.3] that the Euler-
Lagrange curves of L are C3. Clearly, for each s ∈ (0, λ] the Euler-Lagrange curve γs := γ|[0,s]
of L emanating perpendicularly from S0 is a critical point of the C2 functional

LS0,s(α) :=

∫ s

0
L(t, α(t), α̇(t))dt (1.8)

on the C4 Banach manifold

C1
S0×{γ(s)}([0, s];M) =

{
α ∈ C1([0, s];M)

∣∣α(0) ∈ S0, α(s) = γ(s))
}
. (1.9)

We say s ∈ (0, λ] to be a S0-focal point along γ if the linearization of (1.7) on [0, s] (called the the
Jacobi equation of the functional LS0,s) has nonzero solutions, i.e., the second order differential
D2LS0,s(γs) of LS0,s at γs is degenerate; moreover dimKer(D2LS0,s(γs)) is called the multiplicity
of s, denoted by νS0

γ (s) or m0(LS0,s, γs).
As done in [49, Definition 6.1] for geodesics, similar to Jacobi’s original definition of conjugate

points along an extremal of quadratic functionals (cf. [13, Definition 4, page 114]) we introduce:

Definition 1.8. Under Assumption 1.7, µ ∈ (0, λ) is called a bifurcation instant for (S0, γ) if
there exists a sequence (tk) ⊂ (0, λ] converging to µ and a sequence of Euler-Lagrange curves of
L emanating perpendicularly from S0, γk : [0, λ] →M , such that

γk(tk) = γ(tk) for all k ∈ N, (1.10)

0 < ∥γk − γ∥C1([0,λ],RN ) → 0 as k → ∞. (1.11)

As proved in Lemma 2.6(ii), using local coordinate charts we can derive from the basic
existence, uniqueness and smoothness theorem of ODE solutions that the limit of (1.11) is
equivalent to any one of the following two conditions:

• ∥γk − γ∥C2([0,λ],RN ) → 0 as k → ∞.

• γk(0) → γ(0) and γ̇k(0) → γ̇(0).
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Theorem 1.9. Under Assumption 1.7, let γ : [0, τ ] → M be a Euler-Lagrange curve of L
emanating perpendicularly from S0. Then:

(i) There exists only finitely many S0-focal points along γ.

(ii) If µ ∈ (0, τ ] is a bifurcation instant for (S0, γ), then it is a S0-focal point along γ.

(iii) If µ ∈ (0, τ) is a S0-focal point along γ, then it is a bifurcation instant for (S0, γ), and one
of the following alternatives occurs:

(iii-1) There exists a sequence distinct C3 Euler-Lagrange curves of L emanating perpendic-
ularly from S0 and ending at γ(µ), αk : [0, µ] → M , αk ̸= γ|[0,µ], k = 1, 2, · · · , such
that αk → γ|[0,µ] in C2([0, µ],RN ) as k → ∞.

(iii-2) For every λ ∈ (0, τ) \ {µ} near µ there exists a C3 Euler-Lagrange curves of L
emanating perpendicularly from S0 and ending at γ(λ), αλ : [0, λ] →M , αλ ̸= γ|[0,λ],
such that ∥αλ − γ|[0,λ]∥C2([0,λ],RN ) → 0 as λ→ µ.

(iii-3) For a given small ϵ > 0 there is an one-sided neighborhood Λ∗ of µ such that for any
λ ∈ Λ∗\{µ}, there exist at least two distinct C3 Euler-Lagrange curves of L emanating
perpendicularly from S0 and ending at γ(λ), βiλ : [0, λ] → M , βiλ ̸= γ|[0,λ], i = 1, 2,
to satisfy the condition that ∥βiλ − γ|[0,λ]∥C1([0,λ],RN ) < ϵ, i = 1, 2. Moreover, if the
multiplicity of γ(µ) as a S0-focal point along γ is greater than one and there exist
only finitely many distinct C3 Euler-Lagrange curves of L emanating perpendicularly
from S0 and ending at γ(λ), α1, · · · , αm, such that ∥αi − γ|[0,λ]∥C1([0,λ],RN ) < ϵ,

i = 1, · · · ,m, then the above two distinct C3 L-curves βiλ ̸= γ|[0,λ], i = 1, 2, can also
be chosen to satisfy∫ λ

0
L(t, β1λ(t), β̇

1
λ(t))dt ̸=

∫ λ

0
L(t, β2λ(t), β̇

2
λ(t))dt. (1.12)

Remark 1.10. If M is an open subset in the Euclidean space, we may assume that L in
Assumption 1.7 and Theorem 1.9 is C2, see Theorems 3.5, 3.7.

1.2 Bifurcations for generalized periodic solutions of time dependent La-
grangian systems

Assumption 1.11. Let (M, g) be as in “Basic assumptions and conventions” in Introduction,
let Ig be a C7 isometry on (M, g), and let (τ,Λ, L) be as in Assumption 1.1. For each λ ∈ Λ let
γλ ∈ C2([0, τ ];M) satisfy the following boundary problem

d
dt

(
∂vL(t, γ(t), γ̇(t))

)
− ∂qL(t, γ(t), γ̇(t)) = 0, 0 ≤ t ≤ τ,

Ig(γ(0)) = γ(τ) and dIg(γ(0))
[
∂Lλ
∂v (0, γ(0), γ̇(0))

]
= ∂Lλ

∂v (τ, γ(τ), γ̇(τ)).

 (1.13)

Suppose also that Λ×R ∋ (λ, t) 7→ γλ(t) ∈M and Λ×R ∋ (λ, t) 7→ γ̇λ(t) ∈ TM are continuous,

Consider the following C4 Banach submanifold of C1([0, τ ];M) of codimension n,

C1
Ig([0, τ ];M) := {γ ∈ Ci([0, τ ];M) | Ig(γ(0)) = γ(τ)}. (1.14)

Its tangent space at γ ∈ C1
Ig([0, τ ];M) is

C1
Ig(γ

∗TM) := TγC
1
Ig([0, τ ];M) = {ξ ∈ C1(γ∗TM) | dIg(γ(0))[ξ(0)] = ξ(τ)},
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which is dense in the Hilbert subspace

W 1,2
Ig (γ∗TM) := {ξ ∈ H1(γ∗TM) | dIg(γ(0))[ξ(0)] = ξ(τ)}

of W 1,2(γ∗TM).

For each λ ∈ Λ, as above we have a C2 functional

Eλ : C1
Ig([0, τ ];M) → R, γ 7→

∫ τ

0
Lλ(t, γ(t), γ̇(t))dt. (1.15)

By [6, Proposition 4.2] γ ∈ C1
Ig([0, τ ];M) is a critical point of Eλ if and only if it belongs to

C3([0, τ ];M) and satisfy (1.13). By [11], the second-order differential D2Eλ(γ) of Eλ at such
a critical point γ can be extended into a continuous symmetric bilinear form on W 1,2

Ig (γ∗TM)
with finite Morse index and nullity

m−
τ (Eλ, γ) and m0

τ (Eλ, γ). (1.16)

Definition 1.12. In Definition 1.3, “W 1,2
S0×S1

([0, τ ];M) (or C1
S0×S1

([0, τ ];M), or C2
S0×S1

([0, τ ];M))”

is replaced by “W 1,2
Ig ([0, τ ];M) (or C1

Ig([0, τ ];M), or C2
Ig([0, τ ];M))”, and “(1.5)–(1.6)” is replaced

by “(1.13)”.

Theorem 1.13. Let Assumption 1.11 be satisfied, and µ ∈ Λ.

(I) (Necessary condition): Suppose that (µ, γµ) is a bifurcation point along sequences of (1.13)
with respect to the branch {(λ, γλ) |λ ∈ Λ} in C1

Ig([0, τ ];M). Then m0(Eµ, γµ) > 0.

(II) (Sufficient condition): Suppose that Λ is first countable and that there exist two sequences
in Λ converging to µ, (λ−k ) and (λ+k ), such that one of the following conditions is satisfied:

(II.1) For each k ∈ N, either γλ+
k
is not an isolated critical point of Eλ+

k
, or γλ−

k
is not an

isolated critical point of Eλ−
k
, or γλ+

k
(resp. γλ−

k
) is an isolated critical point of Eλ+

k

(resp. Eλ−
k
) and Cm(Eλ+

k
, γλ+

k
;K) and Cm(Eλ−

k
, γλ−

k
;K) are not isomorphic for some

Abel group K and some m ∈ Z.
(II.2) For each k ∈ N, there exists λ ∈ {λ+k , λ

−
k } such that γλ is an either nonisolated or

homological visible critical point of Eλ , and

[m−(Eλ−
k
, γλ−

k
),m−(Eλ−

k
, γλ−

k
) +m0(Eλ−

k
, γλ−

k
)]

∩[m−(Eλ+
k
, γλ+

k
),m−(Eλ+

k
, γλ+

k
) +m0(Eλ+

k
, γλ+

k
)] = ∅.

}
(2∗k)

(II.3) For each k ∈ N, (2∗k) holds true, and either m0(Eλ−
k
, γλ−

k
) = 0 or m0(Eλ+

k
, γλ+

k
) = 0.

Then there exists a sequence {(λk, γk)}k≥1 in Λ̂×C2
Ig([0, τ ];M) converging to (µ, γµ) such

that each γk ̸= γλk
is a solution of the problem (1.13) with λ = λk, k = 1, 2, · · · , where

Λ̂ = {µ, λ+k , λ
−
k | k ∈ N}. In particular, (µ, γµ) is a bifurcation point of the problem (1.13)

in Λ̂× C2
Ig([0, τ ];M) respect to the branch {(λ, γλ) |λ ∈ Λ̂} (and so {(λ, γλ) |λ ∈ Λ}).

Theorem 1.14 (Existence for bifurcations). Let Assumption 1.11 be satisfied, and let Λ be path-
connected. Suppose that there exist two points λ+, λ− ∈ Λ such that one of the following condi-
tions is satisfied:
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(i) Either γλ+ is not an isolated critical point of Eλ+, or γλ− is not an isolated critical
point of Eλ−, or γλ+ (resp. γλ−) is an isolated critical point of Eλ+ (resp. Eλ−) and
Cm(Eλ+ , γλ+ ;K) and Cm(Eλ− , γλ− ;K) are not isomorphic for some Abel group K and
some m ∈ Z.

(ii) [m−(Eλ− , γλ−),m−(Eλ− , γλ−)+m0(Eλ− , γλ−)]∩[m−(Eλ+ , γλ+),m−(Eλ+ , γλ+)+m0(Eλ+ , γλ+)]
= ∅, and there exists λ ∈ {λ+, λ−} such that γλ is an either non-isolated or homological
visible critical point of Eλ.

(iii) [m−(Eλ− , γλ−),m−(Eλ− , γλ−)+m0(Eλ− , γλ−)]∩[m−(Eλ+ , γλ+),m−(Eλ+ , γλ+)+m0(Eλ+ , γλ+)]
= ∅, and either m0(Eλ+ , γλ+) = 0 or m0(Eλ− , γλ−) = 0.

Then for any path α : [0, 1] → Λ connecting λ+ to λ− there exists a sequence (λk) ⊂ α([0, 1])
converging to some µ ∈ α([0, 1]), and solutions γk ̸= γλk

of the problem (1.13) with λ = λk,
k = 1, 2, · · · , such that ∥γk − γλk

∥C2([0,τ ];RN ) → 0 as k → ∞. (In particular, (µ, γµ) is a

bifurcation point along sequences of the problem (1.13) in Λ× C2
Ig([0, τ ];M) with respect to the

branch {(λ, γλ) |λ ∈ Λ}.) Moreover, µ is not equal to λ+ (resp. λ−) if m0
τ (Eλ+ , γλ+) = 0 (resp.

m0
τ (Eλ− , γλ−) = 0).

Theorem 1.15 (Alternative bifurcations of Rabinowitz’s type). Under Assumption 1.11 with Λ
being a real interval, let µ ∈ Int(Λ) satisfy m0(Eµ, γµ) > 0. If m0(Eλ, γλ) = 0 for each λ ∈ Λ\{µ}
near µ, and m−(Eλ, γλ) take, respectively, values m−(Eµ, γµ) and m−(Eµ, γµ) + m0(Eµ, γµ) as
λ ∈ Λ varies in two deleted half neighborhoods of µ, then one of the following alternatives
occurs:

(i) The problem (1.13) with λ = µ has a sequence of solutions, γk ̸= γµ, k = 1, 2, · · · , which
converges to γµ in C2([0, τ ],M).

(ii) For every λ ∈ Λ \ {µ} near µ there is a solution αλ ̸= γλ of (1.13) with parameter value
λ, such that αλ − γλ converges to zero in C2([0, τ ],RN ) as λ → µ. (Recall that we have
assumed M ⊂ RN .)

(iii) For a given neighborhood W of γµ in C1
Ig([0, τ ];M), there is an one-sided neighborhood

Λ0 of µ such that for any λ ∈ Λ0 \ {µ}, (1.13) with parameter value λ has at least two
distinct solutions in W, γ1λ ̸= γλ and γ2λ ̸= γλ, which can also be chosen to satisfies
Eλ(γ1λ) ̸= Eλ(γ2λ) provided that m0(Eµ, γµ) > 1 and (1.13) with parameter value λ has only
finitely many distinct solutions in W.

Assumption 1.16. In Assumption 1.11, the interval [0, τ ] is replaced by R, and L is also
required to be Ig-invariant in the following sense:

L(λ, t+ τ, Ig(x), dIg(x)[v]) = L(λ, t, x, v) ∀(t, x, v) ∈ R× TM. (1.17)

The problem (1.13) is replaced by

d
dt

(
∂vL(t, γ(t), γ̇(t))

)
− ∂qL(t, γ(t), γ̇(t)) = 0 ∀t ∈ R,

Ig(γ(t)) = γ(t+ τ) ∀t ∈ R.

}
(1.18)

Solutions of (1.18) are also called Ig-periodic trajectories with period τ ([9]). When Ig generates
a cyclic group, that is, it is of finite order p ∈ N, every Ig-periodic trajectory is pτ -periodic.
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A C2 curve γ : R →M satisfies (1.18) if and only if it is a critical point of the C2 functional
defined by

Eλ(γ) =

∫ τ

0
Lλ(t, γ(t), γ̇(t))dt (1.19)

on a C4 Banach manifold X 1
τ (M, Ig), where

X i
τ (M, Ig) := {γ ∈ Ci(R,M) | Ig(γ(t)) = γ(t+ τ) ∀t}, i = 0, 1, 2, · · · . (1.20)

Clearly, a solution γ of the problem (1.18) restricts to a solution γ|[0,τ ] of (1.13). Conversely,
any solution γ∗ of (1.13) may extend into that of (1.18), γ : R →M , via

γ(t) = (Ig)k(γ∗(t− kτ)) if kτ < t ≤ (k + 1)τ with ±k ∈ N. (1.21)

Moreover, for a solution γ of (1.18) we call

m−
τ (Eλ, γ) := m−

τ (Eλ, γ|[0,τ ]) and m0
τ (Eλ, γ) := m0

τ (Eλ, γ|[0,τ ]) (1.22)

the Morse index and nullity of Eλ at γ, respectively, where m−
τ (Eλ, γ|[0,τ ]) and m0

τ (Eλ, γ|[0,τ ])
are as in (1.16). These are well-defined by [9, §4].

Theorem 1.13, 1.14, 1.15 immediately leads to the following two results, respectively.

Theorem 1.17. Let Assumption 1.16 be satisfied, and µ ∈ Λ.

(I) (Necessary condition): Suppose that (µ, γµ) is a bifurcation point along sequences of the
problem (1.18) in Λ × X 1

τ (M, Ig) with respect to the branch {(λ, γλ) |λ ∈ Λ}. Then
m0

τ (Eµ, γµ) ̸= 0.

(II) (Sufficient condition): Suppose that Λ is first countable and that there exist two sequences
in Λ converging to µ, (λ−k ) and (λ+k ), such that one of the following conditions is satisfied:

(II.1) For each k ∈ N, either γλ+
k
is not an isolated critical point of Eλ+

k
, or γλ−

k
is not an

isolated critical point of Eλ−
k
, or γλ+

k
(resp. γλ−

k
) is an isolated critical point of Eλ+

k

(resp. Eλ−
k
) and Cm(Eλ+

k
, γλ+

k
;K) and Cm(Eλ−

k
, γλ−

k
;K) are not isomorphic for some

Abel group K and some m ∈ Z.
(II.2) For each k ∈ N, there exists λ ∈ {λ+k , λ

−
k } such that γλ is an either nonisolated or

homological visible critical point of Eλ , and

[m−(Eλ−
k
, γλ−

k
),m−(Eλ−

k
, γλ−

k
) +m0(Eλ−

k
, γλ−

k
)]

∩[m−(Eλ+
k
, γλ+

k
),m−(Eλ+

k
, γλ+

k
) +m0(Eλ+

k
, γλ+

k
)] = ∅.

}
(3∗k)

(II.3) For each k ∈ N, (3∗k) holds true, and either m0(Eλ−
k
, γλ−

k
) = 0 or m0(Eλ+

k
, γλ+

k
) = 0.

Then there exists a sequence {(λk, γk)}k≥1 in Λ̂ × X 2
τ (M, Ig) converging to (µ, γµ) such

that each γk ̸= γλk
is a solution of the problem (1.18) with λ = λk, k = 1, 2, · · · , where

Λ̂ = {µ, λ+k , λ
−
k | k ∈ N}. In particular, (µ, γµ) is a bifurcation point of the problem (1.18)

in Λ̂×X 2
τ (M, Ig) respect to the branch {(λ, γλ) |λ ∈ Λ̂} (and so {(λ, γλ) |λ ∈ Λ}).

Theorem 1.18 (Existence for bifurcations). Let Assumption 1.16 be satisfied, and let Λ be path-
connected. Suppose that there exist two points λ+, λ− ∈ Λ such that one of the following condi-
tions is satisfied:
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(i) Either γλ+ is not an isolated critical point of Eλ+, or γλ− is not an isolated critical
point of Eλ−, or γλ+ (resp. γλ−) is an isolated critical point of Eλ+ (resp. Eλ−) and
Cm(Eλ+ , γλ+ ;K) and Cm(Eλ− , γλ− ;K) are not isomorphic for some Abel group K and
some m ∈ Z.

(ii) [m−(Eλ− , γλ−),m−(Eλ− , γλ−)+m0(Eλ− , γλ−)]∩[m−(Eλ+ , γλ+),m−(Eλ+ , γλ+)+m0(Eλ+ , γλ+)]
= ∅, and there exists λ ∈ {λ+, λ−} such that γλ is an either non-isolated or homological
visible critical point of Eλ.

(iii) [m−(Eλ− , γλ−),m−(Eλ− , γλ−)+m0(Eλ− , γλ−)]∩[m−(Eλ+ , γλ+),m−(Eλ+ , γλ+)+m0(Eλ+ , γλ+)]
= ∅, and either m0(Eλ+ , γλ+) = 0 or m0(Eλ− , γλ−) = 0.

Then for any path α : [0, 1] → Λ connecting λ+ to λ− there exists a sequence (λk) ⊂ α([0, 1])
converging to µ ∈ α([0, 1]), and solutions γk ̸= γλk

of the problem (1.18) with λ = λk, k =
1, 2, · · · , such that (γk − γλk

)|[0,τ ] → 0 in C2([0, τ ];RN ) as k → ∞. (In particular, (µ, γµ) is
a bifurcation point along sequences of the problem (1.18) in Λ × X 2

τ (M, Ig) with respect to the
branch {(λ, γλ) |λ ∈ Λ}.) Moreover, µ is not equal to λ+ (resp. λ−) if m0

τ (Eλ+ , γλ+) = 0 (resp.
m0

τ (Eλ− , γλ−) = 0).

Theorem 1.19 (Alternative bifurcations of Rabinowitz’s type). Under Assumption 1.16 with Λ
being a real interval, let µ ∈ Int(Λ) satisfy m0

τ (Eµ, γµ) ̸= 0. Suppose that m0
τ (Eλ, γλ) = 0

for each λ ∈ Λ \ {µ} near µ, and that m−
τ (Eλ, γλ) take, respectively, values m−

τ (Eµ, γµ) and
m−

τ (Eµ, γµ) +m0
τ (Eµ, γµ) as λ ∈ Λ varies in two deleted half neighborhoods of µ. Then one of

the following alternatives occurs:

(i) The problem (1.18) with λ = µ has a sequence of solutions, γk ̸= γµ, k = 1, 2, · · · , such that
γk → γµ in X 2

τ (M, Ig) (or equivaliently γk|[0,τ ]−γµ|[0,τ ] converges to zero in C2([0, τ ],RN )).

(ii) For every λ ∈ Λ \ {µ} near µ there exists a solution αλ ̸= γλ of (1.18) with parameter
value λ, such that ∥(αλ − γλ)|[0,τ ]∥C2([0,τ ],RN ) → 0 as λ→ µ.

(iii) For a given neighborhood W of γµ in X 1
τ (M, Ig), there exists an one-sided neighborhood

Λ0 of µ such that for any λ ∈ Λ0 \ {µ}, the problem (1.18) with parameter value λ has at
least two distinct solutions in W, γ1λ ̸= γλ and γ2λ ̸= γλ, which can also be chosen to satisfy
Eλ(γ

1
λ) ̸= Eλ(γ

2
λ) provided that if m0

τ (Eµ, γµ) > 1 and the problem (1.18) with parameter
value λ ∈ Λ0 \ {µ} has only finitely many distinct solutions in W.

1.3 Bifurcations for generalized periodic solutions of autonomous Lagrangian
systems

When Lλ in (1.18) is independent of time t, the problem (1.18) becomes

d
dt

(
∂vL(γ(t), γ̇(t))

)
− ∂qL(γ(t), γ̇(t)) = 0 ∀t ∈ R,

Ig(γ(t)) = γ(t+ τ) ∀t ∈ R.

}
(1.23)

Two solutions γ1 and γ2 of (1.23) are said R-distinct if γ1(θ + ·) ̸= γ2 for any θ ∈ R. The
corresponding functionals Eλ, Morse indexes m−

τ (Eλ, γ) and nullities m0
τ (Eλ, γ) are also defined

by (1.22).
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1.3.1 Bifurcations of (1.23) starting at constant solutions

Theorem 1.20 (Alternative bifurcations of Fadell-Rabinowitz’s type). Under Assumption 1.16
with Λ being a real interval, suppose also that L is independent of t and that Ig satisfies Ilg = idM
for some l ∈ N. Let

Λ ∋ λ→ γλ ∈ Fix(Ig) ⊂M be continuous and
∂xLλ(γλ, 0) = 0 ∀λ ∈ Λ.

}
(1.24)

(Therefore γλ is a constant solution of (1.23). Hereafter the points γλ are also understood as
constant value maps from R to M without special statements.) Suppose that for some µ ∈ Int(Λ)
and τ > 0,

(a) ∂vvLµ (γµ, 0) is positive definite;

(b) ∂xxLµ (γµ, 0)u = 0 and dIg(γµ)u = u have only the zero solution in TγµM ;

(c) m0
τ (Eµ, γµ) ̸= 0, m0

τ (Eλ, γµ) = 0 for each λ ∈ Λ \ {µ} near µ, and m−
τ (Eλ, γµ) take,

respectively, values m−
τ (Eµ, γµ) and m−

τ (Eµ, γµ) + m0
τ (Eµ, γµ) as λ ∈ Λ varies in two

deleted half neighborhoods of µ.

Then one of the following alternatives occurs:

(i) The problem (1.23) with λ = µ has a sequence of R-distinct solutions, γk, k = 1, 2, · · · ,
which are R-distinct with γµ and converges to γµ on any compact interval I ⊂ R in C2-
topology.

(ii) There exist left and right neighborhoods Λ− and Λ+ of µ in Λ and integers n+, n− ≥ 0,
such that n+ + n− ≥ m0

τ (Eµ, γµ)/2, and for λ ∈ Λ− \ {µ} (resp. λ ∈ Λ+ \ {µ}), (1.23)
with parameter value λ has at least n− (resp. n+) R-distinct solutions solutions, γiλ,
i = 1, · · · , n− (resp. n+), which are R-distinct with γµ and converge to γµ on any compact
interval I ⊂ R in C2-topology as λ→ µ.

Moreover, if m0
τ (Eµ, γµ) ≥ 3, then (ii) may be replaced by the following alternatives:

(iii) For every λ ∈ Λ \ {µ} near µ there is a solution αλ /∈ R ·γλ of (1.23) with parameter value
λ, such that αλ − γλ converges to zero on any compact interval I ⊂ R in C2-topology as
λ→ µ.

(iv) For a given small ϵ > 0 there is an one-sided neighborhood Λ0 of µ in Λ such that for any
λ ∈ Λ0 \{µ}, (1.23) with parameter value λ has either infinitely many R-distinct solutions
ᾱk
λ /∈ R · γλ such that ∥ᾱk

λ|[0,τ ] − γλ|[0,τ ]∥C2([0,τ ];RN ) < ϵ, k = 1, 2, · · · , or at least two R-
distinct solutions β1λ /∈ R · γλ and β2λ /∈ R · γλ such that ∥βiλ|[0,τ ] − γλ|[0,τ ]∥C2([0,τ ];RN ) < ϵ,

i = 1, 2, and that Eλ(β
1
λ) ̸= Eλ(β

2
λ). (Recall that we have assumed M ⊂ RN .)

1.3.2 Bifurcations of (1.23) starting at nonconstant solutions

We need make stronger:

Assumption 1.21. Let (M, g) be as in “Basic assumptions and conventions” in Introduction
and let Ig be a C7 isometry on (M, g). For a real τ > 0 and a topological space Λ, let L :
Λ × TM → R be a continuous function such that each L(λ, ·) : TM → R, λ ∈ Λ, is C6 and all
its partial derivatives of order no more than two depend continuously on (λ, x, v) ∈ Λ × TM .
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Each Lλ(·) = L(λ, ·) is fiberwise strictly convex, and Ig-invariant (i.e., L(λ, Ig(x), dIg(x)[v]) =
L(λ, x, v) for all (x, v) ∈ TM). Let γ̄ : R →M be a nonconstant C2 map satisfying (1.23) with
this L for all λ ∈ Λ. (γ̄ is actually C6 by [6, Proposition 4.3].)

Under this assumption, each element in R · γ̄ := {γ̄(θ+ ·) | θ ∈ R} (R-orbit) also satisfies (1.23)
with this L for all λ ∈ Λ. It follows that m0

τ (Eλ, γ̄) ̸= 0 for all λ ∈ Λ. Thus each point (λ, γ̄) in
Λ×{γ̄} is a bifurcation point of (1.23) in the sense of Definition 1.12. In order to give an exact
description for bifurcation pictures of solutions of (1.23) near R · γ̄, we introduce:

Definition 1.22. R-orbits of solutions of the problem (1.23) with a parameter λ ∈ Λ is said
sequently bifurcating at µ with respect to the R-orbit R · γ̄ if there exists a sequence (λk) ⊂ Λ
converging to µ, and a solution γk of (1.23) with parameter value λk for each k, such that: (i)
γk /∈ R · γ̄ ∀k, (ii) all γk are R-distinct, (iii) γk|[0,τ ] → γ̄|[0,τ ] in C1([0, τ ];M). [Passing to a
subsequence (i) is implied in (ii).]

Theorem 1.23 (Necessary condition). Under Assumption 1.21, suppose that R-orbits of solu-
tions of the problem (1.23) with a parameter λ ∈ Λ sequently bifurcate at µ ∈ Λ with respect to
the R-orbit R · γ̄. Then m0

τ (Eµ, γ̄) ≥ 2.

Theorem 1.24 (Sufficient condition). Under Assumption 1.21, suppose that Λ is first countable,
µ ∈ Λ and:

(a) γ̄ is periodic, and m0
τ (Eµ, γ̄) ≥ 2;

(b) there exist two sequences in Λ converging to µ, (λ−k ) and (λ+k ), such that for each k ∈ N,

[m−
τ (Eλ−

k
, γ̄),m−

τ (Eλ−
k
, γ̄)+m0

τ (Eλ−
k
, γ̄)−1]∩[m−

τ (Eλ+
k
, γ̄),m−

τ (Eλ+
k
, γ̄)+m0

τ (Eλ+
k
, γ̄)−1] = ∅

and either m0
τ (Eλ−

k
, γ̄) = 1 or m0

τ (Eλ+
k
, γ̄) = 1;

(c) for any solution γ of (1.23) with λ = µ, if there exists a sequence (sk) of reals such that
sk · γ converges to γ̄ on any compact interval I ⊂ R in C1-topology, then γ is periodic.
(Clearly, this holds if (Ig)l = idM for some l ∈ N.)

Then there exists a sequence (λk) ⊂ Λ̂ = {µ, λ+k , λ
−
k | k ∈ N} converging to µ and C6 solutions

γk of the corresponding problem (1.23) with λ = λk, k = 1, 2, · · · , such that any two of these
γk are R-distinct and that (γk) converges to γ̄ on any compact interval I ⊂ R in C2-topology as
k → ∞.

Theorem 1.25 (Existence for bifurcations). Under Assumption 1.21, suppose that Λ is path-
connected, (Ig)l = idM for some l ∈ N, and the following is satisfied:

(d) There exist two points λ+, λ− ∈ Λ such that

[m−
τ (Eλ− , γ̄),m−

τ (Eλ− , γ̄)+m0
τ (Eλ− , γ̄)−1]∩[m−

τ (Eλ+ , γ̄),m−
τ (Eλ+ , γ̄)+m0

τ (Eλ+ , γ̄)−1] = ∅

and either m0
τ (Eλ− , γ̄) = 1 or m0

τ (Eλ+ , γ̄) = 1.

Then for any path α : [0, 1] → Λ connecting λ+ to λ− there exists a sequence (λk) in α([0, 1])
converging to µ ∈ α([0, 1]) ⊂ Λ, and C6 solutions γk of the corresponding problem (1.23) with
λ = λk, k = 1, 2, · · · , such that any two of these γk are R-distinct and that (γk) converges to γ̄
on any compact interval I ⊂ R in C2-topology as k → ∞. Moreover, this µ is not equal to λ+

(resp. λ−) if m0
τ (Eλ+ , γ̄) = 1 (resp. m0

τ (Eλ− , γ̄) = 1).
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Theorem 1.26 (Alternative bifurcations of Rabinowitz’s type). Under Assumption 1.21 with Λ
being a real interval, let µ ∈ Int(Λ), Ig = idM and γ̄ have least period τ . Suppose that

m0
τ (Eµ, γ̄) ≥ 2, m0

τ (Eλ, γ̄) = 1 for each λ ∈ Λ \ {µ} near 0,

and that m−
τ (Eλ, γ̄) take, respectively, values m

−
τ (Eµ, γ̄) and m

−
τ (Eµ, γ̄)+m

0
τ (Eµ, γ̄)−1 as λ ∈ Λ

varies in two deleted half neighborhoods of 0. Then one of the following alternatives occurs:

(i) The corresponding problem (1.23) with λ = µ has a sequence of R-distinct C6 solutions, γk,
k = 1, 2, · · · , such that (γk) converges to γ̄ on any compact interval I ⊂ R in C2-topology
as k → ∞.

(ii) For every λ ∈ Λ \ {µ} near µ there is a C6 solution γλ of (1.23) with parameter value λ,
which is R-distinct with γ̄ and converges to γ̄ on any compact interval I ⊂ R in C2-topology
as λ→ µ.

(iii) For a given neighborhood W of γ̄ in X 1
τ (M, Ig), there exists an one-sided neighborhood

Λ0 of µ such that for any λ ∈ Λ0 \ {µ}, (1.23) with parameter value λ has at least two
R-distinct C6 solutions in W, γ1λ /∈ R · γ̄ and γ2λ /∈ R · γ̄, which can also be chosen to satisfy
Eλ(γ

1
λ) ̸= Eλ(γ

2
λ) provided that m0

τ (Eµ, γ̄) ≥ 3 and (1.23) with parameter value λ has only
finitely many R-distinct solutions in W which are R-distinct from γ̄.

In the above Theorems 1.23, 1.24, 1.25, 1.26, if M is an open subset U of Rn and Ig is an
orthogonal matrix E of order n which maintain U invariant, Assumption 1.21 can be replaced
by a weaker Assumption 6.12, see Section 6.5.

1.4 Bifurcations for brake orbits of Lagrangian systems

Assumption 1.27. Let (M, g) be as in “Basic assumptions and conventions” in Introduction.
For a real τ > 0 and a topological space Λ, let L : Λ× R× TM → R be a continuous function
satisfying

L(λ,−t, q,−v) = L(λ, t, q, v) = L(λ, t+ τ, q, v) ∀(t, q, v) ∈ Λ× R× TM. (1.25)

Suppose that for each C3 chart α : Uα → α(Uα) ⊂ Rn and the induced bundle chart Tα :
TM |Uα → α(Uα)× Rn ⊂ Rn × Rn the function

Lα : Λ× R× α(Uα)× Rn → R, (λ, t, q, v) 7→ L(λ, t, (Tα)−1(q, v))

is C2 with respect to (t, q, v) and strictly convex with respect to v, and all its partial derivatives
also depend continuously on (λ, t, q, v).

Consider the following problem

d
dt

(
∂vLλ(t, γ(t), γ̇(t))

)
− ∂xLλ(t, γ(t), γ̇(t)) = 0 ∀t ∈ R

γ(−t) = γ(t) = γ(t+ τ) ∀t ∈ R

}
(1.26)

and C4 Banach manifolds

ECk(Sτ ;M) := {γ ∈ C1(R;M) | γ(t+ τ) = γ(t)& γ(−t) = γ(t) ∀t ∈ R}, k ∈ N. (1.27)



17

Solutions of (1.26) are called brake orbits. Assumption 1.27 assures that the solutions of (1.26)
are critical points of the C2 functionals

LE
λ : EC1(Sτ ;M) → R, γ 7→

∫ τ

0
Lλ(t, γ(t), γ̇(t))dt ∈ R, λ ∈ Λ.

For a critical point γ of LE
λ , the second-order differential D2LE

λ (γ) can be extended into a
continuous symmetric bilinear form on W 1,2(γ∗TM) with finite Morse index and nullity

m−
τ (LE

λ , γ) and m0
τ (LE

λ , γ). (1.28)

Assumption 1.28. For each λ ∈ Λ let γλ ∈ EC1(Sτ ;M) ∩ C2(Sτ ;M) satisfy (1.26) and the
maps Λ× R ∋ (λ, t) → γλ(t) ∈M and Λ× R ∋ (λ, t) 7→ γ̇λ(t) ∈ TM are continuous.

For µ ∈ Λ we call (µ, γµ) a bifurcation point along sequences of the problem (1.26) in Λ ×
EC1(Sτ ;M) with respect to the branch {(λ, γλ) |λ ∈ Λ} if there exists a sequence {(λk, γk)}k≥1

in Λ × EC1(Sτ ;M) converging to (µ, γµ), such that each γk ̸= γλk
is a solution of (1.26) with

λ = λk, k = 1, 2, · · · .

Theorem 1.29. Let Assumptions 1.27,1.28 be satisfied.

(I) (Necessary condition): Suppose that (µ, γµ) is a bifurcation point along sequences of the
problem (1.26). Then m0

τ (LE
µ , γµ) > 0.

(II) (Sufficient condition): Let Λ be first countable. Suppose that there exist two sequences in Λ
converging to µ, (λ−k ) and (λ+k ), such that one of the following conditions is satisfied:

(II.1) For each k ∈ N, either γλ+
k
is not an isolated critical point of LE

λ+
k

, or γλ−
k
is not an

isolated critical point of LE
λ−
k

, or γλ+
k
(resp. γλ−

k
) is an isolated critical point of LE

λ+
k

(resp. LE
λ−
k

) and Cm(LE
λ+
k

, γλ+
k
;K) and Cm(LE

λ−
k

, γλ−
k
;K) are not isomorphic for some

Abel group K and some m ∈ Z.
(II.2) For each k ∈ N, there exists λ ∈ {λ+k , λ

−
k } such that γλ is an either nonisolated or

homological visible critical point of LE
λ , and

[m−(LE
λ−
k

, γλ−
k
),m−(LE

λ−
k

, γλ−
k
) +m0(LE

λ−
k

, γλ−
k
)]

∩[m−(LE
λ+
k

, γλ+
k
),m−(LE

λ+
k

, γλ+
k
) +m0(LE

λ+
k

, γλ+
k
)] = ∅.

}
(4∗k)

(II.3) For each k ∈ N, (4∗k) holds true, and either m0(LE
λ−
k

, γλ−
k
) = 0 or m0(LE

λ+
k

, γλ+
k
) = 0.

Then there exists a sequence {(λk, γk)}k≥1 in Λ̂× EC1(Sτ ;M) converging to (µ, γµ) such
that each γk ̸= γλk

is a solution of the problem (1.26) with λ = λk, k = 1, 2, · · · , where
Λ̂ = {µ, λ+k , λ

−
k | k ∈ N}. In particular, (µ, γµ) is a bifurcation point of the problem (1.26)

in Λ̂× EC1(Sτ ;M) respect to the branch {(λ, γλ) |λ ∈ Λ̂} (and so {(λ, γλ) |λ ∈ Λ}).

Theorem 1.30 (Existence for bifurcations). Let Assumptions 1.27,1.28 be satisfied, and let Λ be
path-connected. Suppose that there exist two points λ+, λ− ∈ Λ such that one of the following
conditions is satisfied:

(i) Either γλ+ is not an isolated critical point of LE
λ+, or γλ− is not an isolated critical

point of LE
λ−, or γλ+ (resp. γλ−) is an isolated critical point of LE

λ+ (resp. LE
λ−) and

Cm(LE
λ+ , γλ+ ;K) and Cm(LE

λ− , γλ− ;K) are not isomorphic for some Abel group K and
some m ∈ Z.
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(ii) [m−(LE
λ− , γλ−),m−(LE

λ− , γλ−)+m0(LE
λ− , γλ−)]∩[m−(LE

λ+ , γλ+),m−(LE
λ+ , γλ+)+m0(LE

λ+ , γλ+)]
= ∅, and there exists λ ∈ {λ+, λ−} such that γλ is an either non-isolated or homological
visible critical point of LE

λ .

(iii) [m−(LE
λ− , γλ−),m−(LE

λ− , γλ−)+m0(LE
λ− , γλ−)]∩[m−(LE

λ+ , γλ+),m−(LE
λ+ , γλ+)+m0(LE

λ+ , γλ+)]
= ∅, and either m0(LE

λ+ , γλ+) = 0 or m0(LE
λ− , γλ−) = 0.

Then for any path α : [0, 1] → Λ connecting λ+ to λ− there exists a sequence (λk) ⊂ α([0, 1])
converging to some µ ∈ α([0, 1]), and solutions γk ̸= γλk

of the problem (1.26) with λ = λk,
k = 1, 2, · · · , such that ∥γk − γλk

∥C2(Sτ ;RN ) → 0 as k → ∞. (In particular, (µ, λµ) is a bi-

furcation point along sequences of the problem (1.26) in Λ × EC1(Sτ ;M) with respect to the
branch {(λ, γλ) |λ ∈ Λ}.) Moreover, µ is not equal to λ+ (resp. λ−) if m0

τ (LE
λ+ , γλ+) = 0 (resp.

m0
τ (LE

λ− , γλ−) = 0).

Theorem 1.31 (Alternative bifurcations of Rabinowitz’s type). Under Assumptions 1.27,1.28 with
Λ being a real interval, let µ ∈ Int(Λ) satisfy m0

τ (LE
µ , γµ) > 0. Suppose that m0

τ (LE
λ , γλ) = 0

for each λ ∈ Λ \ {µ} near µ, and that m−
τ (LE

λ , γλ) take, respectively, values m−
τ (LE

µ , γµ) and

m−
τ (LE

µ , γµ) +m0
τ (LE

µ , γµ) as λ ∈ Λ varies in two deleted half neighborhoods of µ. Then one of
the following alternatives occurs:

(i) The problem (1.26) with λ = µ has a sequence of solutions, γk ̸= γµ, k = 1, 2, · · · , which
converges to γµ in C2(Sτ ,M).

(ii) For every λ ∈ Λ\{µ} near µ there exists a solution αλ ̸= γλ of (1.26) with parameter value
λ, such that αλ − γλ converges to zero in C2(Sτ ,RN ) as λ→ µ. (Recall that M ⊂ RN .)

(iii) For a given neighborhood W of γµ in C2(Sτ ,M), there exists an one-sided neighborhood Λ0

of µ such that for any λ ∈ Λ0 \{µ}, (1.26) with parameter value λ has at least two distinct
solutions in W, γ1λ ̸= γλ and γ2λ ̸= γλ, which can also be chosen to satisfy LE

λ (γ
1
λ) ̸= LE

λ (γ
2
λ)

provided that m0
τ (LE

µ , γµ) > 1 and (1.26) with parameter value λ has only finitely many
solutions in W.

As noted in Remark 2.8, whenM is an open subset in Rn the conditions in the above theorems
may be weakened suitably.

Remark 1.32. Clearly, if the Lagrangian L in Assumption 1.27 comes from a family of C6

Riemannian metrics {hλ |λ ∈ Λ} onM , i.e., L(λ, t, x, v) = (hλ)x(v, v) for all (λ, t, x, v), as direct
consequences of the above results we immediately obtain many bifurcation theorems of geodesics
on Riemannian manifolds. See Section 14 for an outline.

Further researches. As natural continuations to this work the following can be considered.

(i) Because of [2, 3] and [50] we may also consider the case of free period (resp. free time) for
those in Sections 1.2,1.3 (resp. in Section 1.1).

(ii) We may also study the case where reflections are allowed as in [56].

2 Preparations and some technical lemmas

In this section we collect a few preliminaries which will be used throughout the proof.
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2.1 Technical lemmas

Notations and conventions Following [37], all vectors in Rm will be understand as column
vectors. The transpose of a matrix M ∈ Rm×m is denoted by MT . We denote (·, ·)Rm by the
standard Euclidean inner product in Rm and by | · | the corresponding norm. Let Ls(Rm) be
the set of all real symmetric matrices of order m, and Sp(2n) := {M ∈ GL(2n) |MTJM = J},
where J is the standard complex structure on R2n given by

(q1, · · · , qn, p1, · · · , pn)T 7→ J(q1, · · · , qn, p1, · · · , pn)T = (−p1, · · · ,−pn, q1, · · · , qn)T .

For a map f from X to Y , Df(x) (resp. df(x) or f ′(x)) denotes the Gâteaux (resp. Fréchet)
derivative of f at x ∈ X, which is an element in L(X,Y ). Of course, we also use f ′(x) to denote
Df(x) without occurring of confusions. When Y = R, f ′(x) ∈ L(X,R) = X∗, and if X = H
we call the Riesz representation of f ′(x) in H gradient of f at x, denoted by ∇f(x). The the
Fréchet (or Gâteaux) derivative of ∇f at x ∈ H is denoted by f ′′(x), which is an element in
Ls(H). (Precisely, f ′′(x) = (f ′)′(x) ∈ L(H;L(H;R) is a symmetric bilinear form on H, and is
identified with D(∇f)(x) after L(H,R) = H∗ is identified with H via the Riesz representation
theorem.)

Let L2([0, τ ];Rn) = (L2([0, τ ];R))n and W 1,2([0, τ ];Rn) = (W 1,2([0, τ ];R))n be the Hilbert
spaces equipped with L2-inner product and W 1,2-inner product

(u, v)2 =

∫ τ

0
(u(t), v(t))Rndt, (2.1)

(u, v)1,2 =

∫ τ

0
[(u(t), v(t))R2n + (u̇, v̇)Rn ]dt, (2.2)

respectively. The corresponding norms are denoted by ∥ · ∥2 and ∥ · ∥1,2, respectively. (As usual
each u ∈ L2([0, τ ];Rn) will be identified with any fixed representative of it; in particular, for
k ∈ N we do not distinguish u ∈ W 1,k([0, τ ];Rn) with its unique continuous representation.)
Then W 1,k([0, τ ];Rn) ↪→ C0([0, τ ];Rn) and

∥u∥C0 ≤ (τ + 1)∥u∥1,1, ∀u ∈W 1,1([0, τ ];Rn),
∥u∥C0 ≤ (

√
τ + 1/

√
τ)∥u∥1,2, ∀u ∈W 1,2([0, τ ];Rn).

}
(2.3)

Lemma 2.1 ([31, Lemma 2.1]). Given positive numbers c > 0 and C1 ≥ 1, choose positive
parameters 0 < ε < δ < 2c

3C1
. Then:

(i) There exists a C∞ function ψε,δ : [0,∞) → R such that: ψ′
ε,δ > 0 and ψε,δ is convex on

(ε,∞), ψε,δ vanishes in [0, ε) and is equal to the affine function κt + ϱ0 on [δ,∞), where
κ > 0 and ϱ0 < 0 are suitable constants.

(ii) There exists a C∞ function ϕµ,b : [0,∞) → R depending on parameters µ > 0 and b > 0,
such that: ϕµ,b is nondecreasing and concave (and hence ϕ′′µ,b ≤ 0 ), and equal to the affine

function µt− µδ on [0, δ], and equal to constant b > 0 on [ 2c
3C1

,∞).

(iii) Under the above assumptions, ψε,δ(t)+ϕµ,b(t)−b = κt+ϱ0 for any t ≥ 2c
3C1

(and hence for

t ≥ 2c
3 ). Moreover, ψε,δ(t)+ϕµ,b(t)−b ≥ −µδ−b ∀t ≥ 0, and ψε,δ(t)+ϕµ,b(t)−b = −µδ−b

if and only if t = 0.

(iv) Under the assumptions (i)-(ii), suppose that the constant µ > 0 satisfies

µ+
ϱ0
δ − ε

> 0 and µδ + b+ ϱ0 > 0. (2.4)
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Then ψε,δ(t) + ϕµ,b(t)− b ≤ κt+ ϱ0 ∀t ≥ ε, and ψε,δ(t) + ϕµ,b(t)− b ≤ κt+ ϱ0 ∀t ∈ [0, ε] if
κ ≥ µ.

Assumption 2.2. For a real τ > 0, a topology space Λ, let L : Λ × [0, τ ] × U × Rn → R be a
continuous function such that the following partial derivatives

∂tL(·), ∂qL(·), ∂vL(·), ∂tvL(·), ∂vtL(·), ∂qvL(·), ∂vqL(·), ∂qqL(·), ∂vvL(·)

exist and depend continuously on (λ, t, q, v) ∈ Λ × [0, τ ] × U × Rn. Moreover, Λ × [0, τ ] × U ×
Rn ∋ (λ, t, q, v) 7→ L(λ, t, q, v) is convex with respect to v, that is, the second partial derivative
∂vvL(λ, t, q, v) is positive semi-definite as a quadratic form.

Under Assumption 2.2 let E be a real orthogonal matrix of order n such that (EU)∩U ̸= ∅.
Consider the Lagrangian boundary value problem on U :

d
dt (∂vLλ(t, x(t), ẋ(t)))− ∂qLλ(t, x(t), ẋ(t)) = 0, (2.5)

E(x(0)) = x(τ) and (ET )−1 [∂vLλ(0, x(0), ẋ(0))] = ∂vLλ(τ, x(τ), ẋ(τ)). (2.6)

Assumption 2.3. For a real τ > 0, a topological space Λ, a real orthogonal matrix E of order
n, and an E-invariant path-connected open subset U ⊂ Rn let L : Λ × R × U × Rn → R be a
continuous function such that the following partial derivatives

∂tL(·), ∂qL(·), ∂vL(·), ∂tvL(·), ∂vtL(·), ∂qvL(·), ∂vqL(·), ∂qqL(·), ∂vvL(·)

exist and depend continuously on (λ, t, q, v) ∈ Λ× [0, τ ]×U ×Rn. Moreover, for each (λ, t, q) ∈
Λ× R× U , L(λ, t, q, v) is convex in v, and satisfies

L(λ, t+ τ, Eq,Ev) = L(λ, t, q, v) ∀(λ, t, q, v) ∈ Λ× R× U × Rn. (2.7)

Lemma 2.4. Under Assumption 2.2, let the topological space Λ be either compact or sequentially
compact. Suppose that for some real ρ > 0 the function Bn

ρ (0) ∋ v 7→ Lλ(t, q, v) is strictly convex
for each (λ, t, q) ∈ Λ× [0, τ ]× U . Then for any given real 0 < ρ0 < ρ there exists a continuous
function L̃ : Λ× [0, τ ]× U × Rn → R and a constant κ > 0 satisfying the following properties:

(i) L̃ is equal to L on Λ× [0, τ ]× U ×Bn
ρ0(0).

(ii) The partial derivatives

∂tL̃(·), ∂qL̃(·), ∂vL̃(·), ∂tvL̃(·), ∂vtL̃(·), ∂qvL̃(·), ∂vqL̃(·), ∂qqL̃(·), ∂vvL̃(·)

exist and depend continuously on (λ, t, q, v).

(iii) Rn ∋ v 7→ L̃λ(t, q, v) is strictly convex for each (λ, t, q) ∈ Λ× [0, τ ]×U , that is, the second
partial derivative ∂vvL̃λ(t, x, v) is positive definite as a quadratic form.

(iv) For any given compact subset S ⊂ U , there exists a constant C > 0 such that

L̃λ(t, q, v) ≥ κ|v|2 − C, ∀(λ, t, q, v) ∈ Λ× [0, τ ]× S × Rn.

(v) For each (λ, t, q), if L(λ, t, q, v) is even in v then L̃λ(t, q, v) can be required to be even in
v.

(vi) If U is a symmetric open neighborhood of the origin in Rn, and for each (λ, t) the function
L(λ, t, q, v) is even in (q, v) then L̃(λ, t, q, v) can be also required to be even in (q, v).
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(vii) For each (λ, q), if L(λ, t, q, v) is even in (t, v), then L̃(λ, t, q, v) can be chosen to be even
in (t, v).

(viii) If L is independent of time t, so is L̃.

(ix) If Assumption 2.2 is replaced by Assumption 2.3, the function L̃ given by (2.8) may be
replaced by

L̃ : Λ× R× U × Rn → R, (λ, t, q, v) 7→ L(λ, t, q, v) + ψρ0,ρ1(|v|2),

which also satisfies (2.7) because E is a real orthogonal matrix.

Proof. Fix a positive real ρ1 ∈ (ρ0, ρ). By Lemma 2.1 ([31, Lemma 2.1]) we have a C∞ convex
function ψρ0,ρ1 : [0,∞) → R such that ψ′

ρ0,ρ1(t) > 0 for t ∈ (ρ20,∞), ψρ0,ρ1(t) = 0 for t ∈ [0, ρ20)
and ψρ0,ρ1(t) = κt + ϱ0 for t ∈ [ρ21,∞), where κ > 0 and ϱ0 < 0 are suitable constants. We
conclude

L̃ : Λ× [0, τ ]× U × Rn → R, (λ, t, q, v) 7→ L(λ, t, q, v) + ψρ0,ρ1(|v|2) (2.8)

to satisfy the desired requirements. By Assumption 2.2 and the choice of ψρ0,ρ1 it is clear that
L̃ satisfies (i)-(ii).

In order to see that L̃ satisfies (iii), note that

∂2

∂t∂s
ψρ0,ρ1(|v + su+ tu|2)

∣∣∣
s=0,t=0

= 2ψ′
ρ0,ρ1(|v|

2)|u|2 + 4ψ′′
ρ0,ρ1(|v|

2)
(
(v, u)Rn

)2
(cf. the proof of [31, Lemma 2.1]) and therefore

∂vvL̃(λ, t, q, v)[u, u] = ∂vvL(λ, t, q, v)[u, u] + 2ψ′
ρ0,ρ1(|v|

2)|u|2 + 4ψ′′
ρ0,ρ1(|v|

2)
(
(v, u)Rn

)2
.

Since ψ′
ρ0,ρ1 ≥ 0 and ψ′′

ρ0,ρ1(t) ≥ 0, by Assumption 2.2 we deduce

∂vvL̃(λ, t, q, v)[u, u] ≥ ∂vvL(λ, t, q, v)[u, u] > 0 for |v| < ρ and u ̸= 0.

Moreover, if |v| > ρ1 and u ̸= 0 we obtain ∂vvL̃(λ, t, q, v)[u, u] ≥ 2κ|u|2 because ∂vvL(λ, t, q, v)[u, u]
≥ 0. Hence L̃(λ, t, q, v) is strictly convex in v.

Let us prove (iv). Fixing v0 ∈ Bn
ρ (0) \Bn

ρ1(0), by [12, Proposition 1.2.10] we get

L̃(λ, t, q, v) ≥ L̃(λ, t, q, v0) + ∂vL̃(λ, t, q, v0)[v − v0]

≥ L(λ, t, q, v0) + ∂vL(λ, t, q, v0)[v − v0] + 2ψ′
ρ0,ρ1(|v0|

2)(v, v − v0)Rn

= L(λ, t, q, v0)− ∂vL(λ, t, q, v0)[v0] + ∂vL(λ, t, q, v0)[v]− 2κ(v, v0)Rn + 2κ|v|2

for all v ∈ Rn. Since 2κ|(v, v0)Rn | ≤ κ|v|2/2 + 2κ|v0|2 and

|∂vL(λ, t, q, v0)[v]| =

∣∣∣∣∣∣
n∑

j=1

∂L

∂vj
(λ, t, q, v0)vj

∣∣∣∣∣∣ ≤ 1

κ

n∑
j=1

∣∣∣∣ ∂L∂vj (λ, t, q, v0)
∣∣∣∣2 + κ

4
|v|2,

we derive

L̃(λ, t, q, v) ≥ L(λ, t, q, v0)− ∂vL(λ, t, q, v0)[v0]−
1

κ

n∑
j=1

∣∣∣∣ ∂L∂vj (λ, t, q, v0)
∣∣∣∣2 − 2κ|v0|2 +

5κ

4
|v|2
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for all v ∈ Rn. Since Λ is either compact or sequential compact, so is Λ× [0, τ ]×S, in either case
we can always derive that both L(λ, t, q, v0) and ∂vL(λ, t, q, v0) are bounded on Λ × [0, τ ] × S.
Therefore there exists a constant C > 0 such that

L̃(λ, t, q, v) ≥ 5κ

4
|v|2 − C, ∀(λ, t, q, v) ∈ Λ× [0, τ ]× S × Rn.

Other conclusions are clear by the above construction.

Assumption 2.5. Under Assumption 2.2, for each λ ∈ Λ, let xλ : [0, τ ] → U be a C2 path
satisfying (2.5). Suppose: (i) Λ× [0, τ ] ∋ (λ, t) → xλ(t) ∈ U and Λ× [0, τ ] ∋ (λ, t) 7→ ẋλ(t) ∈ Rn

are continuous; (ii) for any compact or sequential compact subset Λ̂ ⊂ Λ there exists ρ > 0 such
that

sup
{
|ẋλ(t)|

∣∣ (λ, t) ∈ Λ̂× [0, τ ]
}
< ρ

and that Λ̂× [0, τ ]× U ×Bn
ρ (0) ∋ (λ, t, q, v) 7→ Lλ(t, q, v) is strictly convex with respect to v.

Lemma 2.6. Under Assumption 2.5, the following holds:

(i) Λ× [0, τ ] ∋ (λ, t) 7→ ẍλ(t) ∈ Rn is continuous.

(ii) If there exists a sequence (λk) ⊂ Λ converging to µ ∈ Λ and solutions xk ∈ C2([0, τ ], U) \
{xλk

} of (2.5) with λ = λk ∈ Λ, k = 1, 2, · · · , such that ∥xk − xλk
∥C1 → 0, then ∥xk −

xλk
∥C2 → 0 as k → ∞.

Proof. Step 1[Prove (i)]. Since xλ is C2, we have

∂vtLλ(t, xλ(t), ẋλ(t)) + ∂vqLλ(t, xλ(t), ẋλ(t))ẋλ(t)

+∂vvLλ(t, xλ(t), ẋλ(t))ẍλ(t)− ∂qLλ(t, xλ(t), ẋλ(t)) = 0

and therefore

ẍλ(t) = [∂vvLλ(t, xλ(t), ẋλ(t))]
−1∂qLλ(t, xλ(t), ẋλ(t))

−[∂vvLλ(t, xλ(t), ẋλ(t))]
−1∂vtLλ(t, xλ(t), ẋλ(t))

−[∂vvLλ(t, xλ(t), ẋλ(t))]
−1∂vqLλ(t, xλ(t), ẋλ(t))ẋλ(t)

because (ii) in Assumption 2.5 implies that the matrixes ∂vvLλ(t, x(t), ẋ(t)) are positive definite
and therefore invertible. Moreover, by Assumption 2.2 maps

(λ, t, q, v) 7→ ∂vtLλ(t, q, v), (λ, t, q, v) 7→ ∂vqLλ(t, q, v),

(λ, t, q, v) 7→ ∂vvLλ(t, q, v), (λ, t, q, v) 7→ ∂qLλ(t, q, v)

are continuous. The desired conclusion may follow from these, (i) in Assumption 2.5 and the
above equality directly.

Step 2[Prove (ii)]. Let Λ̂ = {µ, λk | k ∈ N}. It is a sequential compact subset of Λ. By the
assumption (ii) in Assumption 2.5 there exists ρ > 0 such that sup{|ẋλ(t)| | (λ, t) ∈ Λ̂×[0, τ ]} < ρ
and that Λ̂× [0, τ ]×U ×Bn

ρ (0) ∋ (λ, t, q, v) 7→ Lλ(t, q, v) is strictly convex with respect to v. In
particular, we may obtain 0 < M1 < M2 <∞ such that

M1In ≤ ∂vvLµ(t, xµ(t), ẋµ(t)) ≤M2In, ∀t ∈ [0, τ ].

Suppose that there exists a sequence (ti) ⊂ [0, τ ] such that for each i = 1, 2, · · · ,

∂vvLλki
(ti, xλki

(ti), ẋλki
(ti)) <

1

2
M1In or ∂vvLλki

(ti, xλki
(ti), ẋλki

(ti)) >
1

2
M2In.
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We can assume ti → t0 ∈ [0, τ ]. By (i) in Assumption 2.5 and the continuity of the map

Λ× [0, τ ]× U × Rn ∋ (λ, t, q, v) 7→ ∂vvL(λ, t, q, v) ∈ Rn×n,

we derive

∂vvLµ(t0, xµ(t0), ẋµ(t0)) ≤
1

2
M1In or ∂vvLµ(t0, xµ(t0), ẋµ(t0)) ≥

1

2
M2In.

This contradiction shows that if k is large enough then

1

2
M1In ≤ ∂vvLλk

(t, xλk
(t), ẋλk

(t)) ≤ 1

2
M2In, ∀t ∈ [0, τ ]. (2.9)

Similarly, since ∥xk − xλk
∥C1 → 0, for sufficiently large k we have

1

2
M1In ≤ ∂vvLλk

(t, xk(t), ẋk(t)) ≤
1

2
M2In, ∀t ∈ [0, τ ]. (2.10)

Note that for each k ∈ N, both (λk, xk) and (λk, xλk
) satisfy (2.5), that is,

∂vvLλk
(t, xλk

(t), ẋλk
(t))ẍλk

(t) + ∂tvLλk
(t, xλk

(t), ẋλk
(t))

+∂qvLλk
(t, xλk

(t), ẋλk
(t))ẋλk

(t)− ∂qLλk
(t, xλk

(t), ẋλk
(t)) = 0, (2.11)

∂vvLλk
(t, xk(t), ẋk(t))ẍk(t) + ∂tvLλk

(t, xk(t), ẋk(t))

+∂qvLλk
(t, xk(t), ẋk(t))ẋk(t)− ∂qLλk

(t, xk(t), ẋk(t)) = 0. (2.12)

By contradiction, passing to subsequences (if necessary) suppose that there exists ε > 0 and a
sequence (tk) ⊂ [0, τ ] converging to t0 such that |ẍλk

(tk)−ẍk(tk)| ≥ ε for all k ∈ N. Then for each
large k, (2.9) and (2.10) imply that (∂vvLλk

(tk, xλk
(tk), ẋλk

(tk))) and (∂vvLλk
(tk, xλk

(tk), ẋλk
(tk)))

are invertible. It follows from (2.11) and (2.12) that for each large k,

ε ≤ |ẍλk
(tk)− ẍk(tk)|

=
∣∣(∂vvLλk

(tk, xλk
(tk), ẋλk

(tk)))
−1 ∂tvLλk

(tk, xλk
(tk), ẋλk

(tk))

− (∂vvLλk
(tk, xk(tk), ẋk(tk)))

−1 ∂tvLλk
(tk, xk(tk), ẋk(tk))

+ (∂vvLλk
(tk, xλk

(tk), ẋλk
(tk)))

−1 ∂qvLλk
(tk, xλk

(tk), ẋλk
(tk))ẋλk

(tk)

− (∂vvLλk
(tk, xk(tk), ẋk(tk)))

−1 ∂qvLλk
(tk, xk(tk), ẋk(tk))ẋk(tk)

− (∂vvLλk
(tk, xλk

(tk), ẋλk
(tk)))

−1 ∂qLλk
(tk, xλk

(tk), ẋλk
(tk))

+ (∂vvLλk
(tk, xk(tk), ẋk(tk)))

−1 ∂qLλk
(tk, xk(tk), ẋk(tk))

∣∣. (2.13)

By (i) in Assumption 2.5, |xλk
(tk)− xµ(t0)| → 0 and |ẋλk

(tk)− ẋµ(t0)| → 0. Moreover

|xk(tk)− xµ(t0)| ≤ |xλk
(tk)− xµ(t0)|+ ∥xλk

− xk∥C0 → 0,

|ẋk(tk)− ẋµ(t0)| ≤ |ẋλk
(tk)− ẋµ(t0)|+ ∥ẋλk

− ẋk∥C0 → 0.

Letting k → ∞ in (2.13), by Assumption 2.2 we get ε ≤ 0. This contradiction shows ∥ẍλk
−

ẍk∥C0 → 0. Combing the condition ∥xk − xλk
∥C1 → 0, we arrive at ∥xk − xλk

∥C2 → 0 as
k → ∞.

Note: the continuity of ∂tvL is used in the proof of Lemma 2.6.
Under Assumption 2.5, for a given compact or sequential compact subset Λ̂ ⊂ Λ there exist

positive numbers 0 < ρ0 < ρ such that

ρ00 := sup
{
|ẋλ(t)|

∣∣ (λ, t) ∈ Λ̂× [0, τ ]
}
< ρ0 < ρ
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and that Λ̂ × [0, τ ] × U × Bn
ρ (0) ∋ (λ, t, q, v) 7→ Lλ(t, q, v) is strictly convex with respect to

v. By Lemma 2.4 we have an associated continuous function L̃ : Λ̂ × [0, τ ] × U × Rn → R.
Since a subset of Rn is compact if and only if it is sequential compact, whether Λ̂ is compact or
sequential compact the continuous map Λ̂ × [0, τ ] ∋ (λ, t) 7→ xλ(t) ∈ Rn has a compact image
set and therefore we can choose δ > 0 so small that the compact subset

S := Cl
(
∪λ∈Λ̂ ∪t∈[0,τ ] (xλ(t) +Bn

δ (0))
)

is contained in U . Lemma 2.4(iv) yields a constant C > 0 such that

L̃λ(t, q, v) ≥ κ|v|2 − C, ∀(λ, t, q, v) ∈ Λ̂× [0, τ ]× S × Rn.

Define

L̂ : Λ̂× [0, τ ]×Bn
δ (0)× Rn → R, (λ, t, q, v) 7→ L̃(λ, t, q + xλ(t), v + ẋλ(t)) (2.14)

and L̂λ(·) = L̂(λ, ·) for λ ∈ Λ̂. By Lemmas 2.4, 2.6, we obtain:

Lemma 2.7. (A) The function L̂ is continuous; partial derivatives

∂tL̂(·), ∂qL̂(·), ∂vL̂(·), ∂tvL̂(·), ∂vtL̂(·), ∂qvL̂(·), ∂vqL̂(·), ∂qqL̂(·), ∂vvL̂(·)

exist and depend continuously on (λ, t, q, v).

(B) For each (λ, t, q) ∈ Λ̂× [0, τ ]×Bn
δ (0), L̂λ(t, q, v) is strictly convex in v, and

L̂λ(t, q, v) ≥ κ|v + ẋλ(t)|2 − C ≥ κ

2
|v|2 − κρ2 − C (2.15)

for all (λ, t, q, v) ∈ Λ̂× [0, τ ]×Bn
δ (0)× Rn.

(C) For each (λ, t, q), if each xλ is constant and L(λ, t, q, v) is even in v then L̂λ(t, q, v) can
be required to be even in v.

(D) If U is a symmetric open neighborhood of the origin in Rn, xλ ≡ 0 ∀λ, and for each (λ, t)
the function L(λ, t, q, v) is even in (q, v), then L̂(λ, t, q, v) can be also required to be even
in (q, v).

(E) For each (λ, q), if L(λ, t, q, v) is even in (t, v), and xλ ≡ 0 ∀λ, then L̂(λ, t, q, v) can be
chosen to be even in (t, v).

(F) If L is independent of time t, so is L̂.

(G) If Assumption 2.2 is replaced by Assumption 2.3, and Exλ(t) = xλ(t) ∀t ∈ Λ̂, then the
function L̂ given by (2.14) may be replaced by

L̂ : Λ̂× R× U × Rn → R, (λ, t, q, v) 7→ L(λ, t, q + xλ(t), v + ẋλ(t)) + ψρ0,ρ1(|v + ẋλ(t)|2),

which also satisfies (2.7) because E is a real orthogonal matrix.

Remark 2.8. For a given positive number ρ0 > 0, replacing L̃∗ and ι by L̂ and δ in the proof
of Lemma 3.8 we may obtain a continuous function Ľ : Λ̂× [0, τ ]×Bn

3δ/4(0)×Rn → R satisfying

(L1)-(L6) in Lemma 3.8 with L̃∗ = L̂ and ι = δ, and Lemma 3.8(L0) without ∂tĽ(·). Because
of Remark 3.12, as in the proofs of Theorems 1.4, 1.5, 1.6 in Section 3 we may obtain the
corresponding versions of these theorems under weaker Assumptions 2.2, 2.5. Similarly, when
M is an open subset in Rn the conditions in Theorem 1.9 may be weakened suitably.



25

3 Proofs of Theorems 1.4, 1.5, 1.6 and 1.9

3.1 Proofs of Theorems 1.4, 1.5, 1.6

3.1.1 Reduction to Euclidean spaces

Since γµ(0) ̸= γµ(τ), we may choose the C6 Riemannian metric g onM so that S0 (resp. S1) is
totally geodesic near γµ(0) (resp. γµ(τ)). (Indeed, by the definition of submanifolds there exists
a coordinate chart (U,φ) around γµ(0) (resp. γµ(τ)) on M such that φ(S0 ∩ U) = φ(U) ∩ V0
(resp. φ(S1 ∩ U) = φ(U) ∩ V1) for some linear subspace V0 (resp. V1) in Rn. extending the
pullback of the standard metric on Rn to U yields a required metric.) There exists a fibrewise
convex open neighborhood U(0TM ) of the zero section of TM such that the exponential map of
g gives rise to C5 immersion

F : U(0TM ) →M ×M, (q, v) 7→ (q, expq(v)), (3.1)

(cf. Appendix A). By (A.3), dF(q, 0q) : T(q,0q) → T(q,q)(M×M) = TqM×TqM is an isomorphism
for each q ∈M . Since F is injective on the closed subset 0TM ⊂ TM , it follows from Exercise 7
in [16, page 41] that F|W(0TM ) is a C

5 embedding of some smaller open neighborhood W(0TM ) ⊂
U(0TM ) of 0TM . Note that F(0TM ) is equal to the diagonal ∆M in M ×M , and that γµ([0, τ ])
is compact. We may choose a number ι > 0 such that

(♣) the closure Ū3ι(γµ([0, τ ])) of U3ι(γµ([0, τ ])) := {p ∈M | dg(p, γµ([0, τ ])) < 3ι} is a compact
neighborhood of γµ([0, τ ]) in M , and Ū3ι(γµ([0, τ ])) × Ū3ι(γµ([0, τ ])) is contained in the
image of F|W(0TM );

(♠) {(q, v) ∈ TM | q ∈ Ū3ι(γµ([0, τ ])), |v|q ≤ 3ι} ⊂ W(0TM ).

Then 3ι is less than the injectivity radius of g at each point on Ū3ι(γµ([0, τ ])). Let us take a
path γ ∈ C7([0, τ ];M) such that

γ(0) = γµ(0), γ(τ) = γµ(τ), and distg(γµ(t), γ(t)) < ι ∀t ∈ [0, τ ]. (3.2)

We first assume:

dg(γλ(t), γ(t)) < ι, ∀(λ, t) ∈ Λ× [0, τ ]. (3.3)

(For cases of Theorems 1.4, 1.6, by contradiction we may use nets to prove that (3.3) is satisfied
after shrinking Λ toward µ.) Then (3.2) and (3.3) imply

dg(γλ(t), γµ([0, τ ])) ≤ dg(γλ(t), γµ(t)) < 2ι, ∀(λ, t) ∈ Λ× [0, τ ]. (3.4)

Using a unit orthogonal parallel C5 frame field along γ, [0, τ ] ∋ t 7→ (e1(t), · · · , en(t)), we get a
C5 map

ϕγ : [0, τ ]×Bn
2ι(0) →M, (t, x) 7→ expγ(t)

(
n∑

i=1

xiei(t)

)
(3.5)

(Note that the tangent map dϕγ : T ([0, τ ] × Bn
2ι(0)) → TM is C4.) By Step 1 in [31, §4]

there exist two linear subspaces of Rn, V0 and V1, such that v ∈ V0 (resp. v ∈ V1) if and only if∑n
k=1 vkek(0) ∈ Tγ(0)S0 (resp.

∑n
k=1 vkek(τ) ∈ Tγ(0)S1). By [48, Theorem 4.2], C1

S0×S1
([0, τ ];M)

is a C4 Banach manifold; and it follows from [48, Theorem 4.3] that the map

Φγ : C1
V0×V1

([0, τ ];Bn
2ι(0)) → C1

S0×S1
([0, τ ];M) (3.6)
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defined by Φγ(ξ)(t) = ϕγ(t, ξ(t)) gives a C2 coordinate chart around γ on C1
S0×S1

([0, τ ];M),
where

Ck
V0×V1

([0, τ ];Bn
2ι(0)) = {ξ ∈ Ck([0, τ ];Bn

2ι(0)) | ξ(0) ∈ V0, ξ(τ) ∈ V1} with k ∈ N ∪ {0}.

Moreover, it is clear that

Φγ

(
C1
V0×V1

([0, τ ];Bn
2ι(0))

)
=

{
γ ∈ C1

S0×S1
([0, τ ],M)

∣∣∣ sup
t

distg(γ(t), γ(t)) < 2ι

}
.

(Note: Φγ also defines an at least C1 map from C2
V0×V1

([0, τ ];Bn
2ι(0)) to C

2
S0×S1

([0, τ ];M).)
By (3.3), for each λ ∈ Λ there exists a unique map uλ : [0, τ ] → Bn

ι (0) such that

γλ(t) = ϕγ(t,uλ(t)) = expγ(t)

(
n∑

i=1

ui
λ(t)ei(t)

)
, t ∈ [0, τ ].

Clearly, uλ satisfies the first assertion of the following lemma, whose proof will be given in
Appendix A.

Lemma 3.1. uµ(0) = 0 = uµ(τ), uλ ∈ C2
V0×V1

([0, τ ];Bn
ι (0)), and

(λ, t) 7→ uλ(t) and (λ, t) 7→ u̇λ(t)

are continuous as maps from Λ× [0, τ ] to Rn.

Define L∗ : Λ× [0, τ ]×Bn
2ι(0)× Rn → R by

L∗(λ, t, q, v) = L∗
λ(t, q, v) = Lλ (t, ϕγ(t, q), Dtϕγ(t, q) +Dqϕγ(t, q)[v]) (3.7)

Since ϕγ is C5, by Assumption 1.1, L∗ is C2 with respect to (t, q, v) and strictly convex with
respect to v, and all its partial derivatives also depend continuously on (λ, t, q, v). Moreover, uλ

solves the following boundary problem:

d

dt

(
∂vL

∗
λ(t, x(t), ẋ(t))

)
− ∂qL

∗
λ(t, x(t), ẋ(t)) = 0,

x ∈ C2([0, τ ];Bn
ι (0)), (x(0), x(τ)) ∈ V0 × V1 and

∂vL
∗
λ(0, x(0), ẋ(0))[v0] = ∂vL

∗
λ(τ, x(τ), ẋ(τ))[v1]

∀(v0, v1) ∈ V0 × V1.


By Lemmas 2.6, 3.1 we directly obtain:

Lemma 3.2. Λ× [0, τ ] ∋ (λ, t) 7→ üλ(t) ∈ Rn is continuous.

(This is necessary for us to derive that ∂vtL̃
∗ is continuous in Proposition 3.3.)

Define L̃∗ : Λ× [0, τ ]×Bn
ι (0)× Rn → R by

L̃∗(λ, t, q, v) = L̃∗
λ(t, q, v) = L∗(λ, t, q + uλ(t), v + u̇λ(t)). (3.8)

Then

∂tL̃
∗(λ, t, q, v) = ∂tL

∗(λ, t, q + uλ(t), v + u̇λ(t))

+∂qL
∗(λ, t, q + uλ(t), v + u̇λ(t))u̇λ(t)

+∂vL
∗(λ, t, q + uλ(t), v + u̇λ(t))üλ(t),

∂qL̃
∗(λ, t, q, v) = ∂qL

∗(λ, t, q + uλ(t), v + u̇λ(t))

∂vL̃
∗(λ, t, q, v) = ∂vL

∗(λ, t, q + uλ(t), v + u̇λ(t)).

By these and Lemmas 3.1, 3.2 it is not hard to see that L̃∗ satisfies the following:
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Proposition 3.3. (a) L̃∗ is continuous, and the following partial derivatives

∂tL̃
∗(·), ∂qL̃∗(·), ∂vL̃∗(·), ∂tvL̃∗(·), ∂vtL̃∗(·), ∂qvL̃∗(·), ∂vqL̃∗(·), ∂qqL̃∗(·), ∂vvL̃∗(·)

exist and depend continuously on (λ, t, q, v).

(b) For each (λ, t, q) ∈ Λ× [0, τ ]×Bn
ι (0), L̃

∗
λ(t, q, v) is strictly convex in v.

Clearly, L̃∗ satisfies Assumption 2.2, and Assumption 2.5 with xλ ≡ 0 ∀λ.

Remark 3.4. Actually, for our next arguments in this section it is suffices that L̃∗ satisfies (a)
and the following weaker condition:

(b’) L̃∗(λ, t, q, v) is convex in v, and for any compact or sequential compact subset Λ̂ ⊂ Λ there
exists ρ > 0 such that Λ̂ × [0, τ ] × Bn

ι (0) × Bn
ρ (0) ∋ (λ, t, q, v) 7→ L̃∗(λ, t, q, v) is strictly

convex with respect to v.

This means: In Assumption 1.1 we may only require that L is fiberwise convex; but in Assump-
tion 1.2 we need to add the condition: for any compact or sequential compact subset Λ̂ ⊂ Λ
there exist 0 < ρ0 < ρ such that sup{|γ̇λ(t)|g | (λ, t) ∈ Λ̂× [0, τ ]} < ρ0 and L is fiberwise strictly
convex in (λ, t, q, v) ∈ Λ̂× [0, τ ]× TM | |v|g < ρ}.

The condition (a) in Proposition 3.3 assure that each functional

Ẽ∗
λ : C1

V0×V1
([0, τ ];Bn

ι (0)) → R, x 7→
∫ 1

0
L̃∗
λ(t, x(t), ẋ(t))dt (3.9)

is C2, and satisfies

Ẽ∗
λ(x) = Eλ (Φγ(x+ uλ)) ∀x ∈ C1

V0×V1
([0, τ ];Bn

ι (0)) and dẼ∗
λ(0) = 0. (3.10)

Hence for each λ ∈ Λ, x ∈ C1
V0×V1

([0, τ ];Bn
ι (0)) satisfies dẼ∗

λ(x) = 0 if and only if γ := Φγ(x+uλ)

satisfies dEλ(γ) = 0; and in this case m−(Ẽ∗
λ, x) = m−(Eλ, γ) and m0(Ẽ∗

λ, x) = m0(Eλ, γ). In
particular, we have

m−(Ẽ∗
λ, 0) = m−(Eλ, γλ) and m0(Ẽ∗

λ, 0) = m0(Eλ, γλ). (3.11)

By [6, Proposition 4.2] the critical points of Ẽ∗
λ correspond to the solutions of the following

boundary problem:

d

dt

(
∂vL̃

∗
λ(t, x(t), ẋ(t))

)
− ∂qL̃

∗
λ(t, x(t), ẋ(t)) = 0, (3.12)

x ∈ C2([0, τ ];Bn
ι (0)), (x(0), x(τ)) ∈ V0 × V1 and

∂vL̃
∗
λ(0, x(0), ẋ(0))[v0] = 0 ∀v0 ∈ V0,

∂vL̃
∗
λ(τ, x(τ), ẋ(τ))[v1] = 0 ∀v1 ∈ V1.

 (3.13)

Let W 1,2
V0×V1

([0, τ ];Bn
ι (0)) = {ξ ∈ W 1,2([0, τ ];Bn

ι (0)) | (ξ(0), ξ(τ)) ∈ V0 × V1}. The following
three theorems may be, respectively, viewed as corresponding results of Theorems 1.4, 1.5, 1.6
provided that L̃∗ satisfies (a) and (b) in Proposition 3.3.

Theorem 3.5. (I) (Necessary condition): Suppose that (µ, 0) ∈ Λ× C1
V0×V1

([0, τ ];Bn
ι (0)) is a

bifurcation point along sequences of the problem (3.12)–(3.13) with respect to the trivial
branch {(λ, 0) |λ ∈ Λ} in Λ× C1

V0×V1
([0, τ ];Bn

ι (0)). Then m0(Ẽ∗
µ, 0) > 0.
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(II) (Sufficient condition): Suppose that Λ is first countable and that there exist two sequences
in Λ converging to µ, (λ−k ) and (λ+k ), such that one of the following conditions is satisfied:

(II.1) For each k ∈ N, either 0 is not an isolated critical point of Ẽ∗
λ+
k

, or 0 is not an

isolated critical point of Ẽ∗
λ−
k

, or 0 is an isolated critical point of Ẽ∗
λ+
k

and Ẽ∗
λ−
k

and

Cm(Ẽ∗
λ+
k

, 0;K) and Cm(Ẽ∗
λ−
k

, 0;K) are not isomorphic for some Abel group K and

some m ∈ Z.
(II.2) For each k ∈ N, there exists λ ∈ {λ+k , λ

−
k } such that 0 is an either nonisolated or

homological visible critical point of Ẽ∗
λ , and

[m−(Ẽ∗
λ−
k

, 0),m−(Ẽ∗
λ−
k

, 0) +m0(Ẽ∗
λ−
k

, 0)] ∩ [m−(Ẽ∗
λ+
k

, 0),m−(Ẽ∗
λ+
k

, 0) +m0(Ẽ∗
λ+
k

, 0)] = ∅.

(II.3) [m−(Ẽ∗
λ−
k

, 0),m−(Ẽ∗
λ−
k

, 0) + m0(Ẽ∗
λ−
k

, 0)] ∩ [m−(Ẽ∗
λ+
k

, 0),m−(Ẽ∗
λ+
k

, 0) + m0(Ẽ∗
λ+
k

, 0)] = ∅,

and either m0(Ẽ∗
λ−
k

, 0) = 0 or m0(Ẽ∗
λ+
k

, 0) = 0 for each k ∈ N.

Then there exists a sequence {(λk, xk)}k≥1 in Λ̂ × C2([0, τ ],Rn) converging to (µ, 0) such
that each xk ̸= 0 is a solution of the problem (3.12)–(3.13) with λ = λk, k = 1, 2, · · · ,
where Λ̂ = {µ, λ+k , λ

−
k | k ∈ N}.

Theorem 3.6 (Existence for bifurcations). Let Λ be connected. For λ−, λ+ ∈ Λ suppose that one
of the following conditions is satisfied:

(i) Either 0 is not an isolated critical point of Ẽ∗
λ+, or 0 is not an isolated critical point of Ẽ∗

λ−,

or 0 is an isolated critical point of Ẽ∗
λ+ and Ẽ∗

λ− and Cm(Ẽ∗
λ+ , 0;K) and Cm(Ẽ∗

λ− , 0;K) are
not isomorphic for some Abel group K and some m ∈ Z.

(ii) [m−(Ẽ∗
λ− , 0),m

−(Ẽ∗
λ− , 0) + m0(Ẽ∗

λ− , 0)] ∩ [m−(Ẽ∗
λ+ , 0),m

−(Ẽ∗
λ+ , 0) + m0(Ẽ∗

λ+ , 0)] = ∅, and
there exists λ ∈ {λ+, λ−} such that 0 is an either nonisolated or homological visible critical
point of E∗

λ.

(iii) [m−(Ẽ∗
λ− , 0),m

−(Ẽ∗
λ− , 0) + m0(Ẽ∗

λ− , 0)] ∩ [m−(Ẽ∗
λ+ , 0),m

−(Ẽ∗
λ+ , 0) + m0(Ẽ∗

λ+ , 0)] = ∅, and
either m0(E∗

λ+ , 0) = 0 or m0(E∗
λ− , 0) = 0.

Then for any path α : [0, 1] → Λ connecting λ+ to λ− there exists a sequence (tk) ⊂ [0, 1]
converging to some t̄ ∈ [0, 1], and a nonzero solution xk of the problem (1.5)–(1.6) with λ = α(tk)
for each k ∈ N such that ∥xk∥C2([0,τ ];Rn) → 0 as k → ∞. Moreover, α(t̄) is not equal to λ+

(resp. λ−) if m0(Ẽ∗
λ+ , 0) = 0 (resp. m0(Ẽ∗

λ− , 0) = 0).

Theorem 3.7 (Alternative bifurcations of Rabinowitz’s type). Let Λ be a real interval and µ ∈
Int(Λ). Suppose that m0(Ẽ∗

µ, 0) > 0, and that m0(Ẽ∗
λ, 0) = 0 for each λ ∈ Λ \ {µ} near µ, and

m−(Ẽ∗
λ, 0) take, respectively, values m

−(Ẽ∗
µ, 0) and m

−(Ẽ∗
µ, 0)+m0(Ẽ∗

µ, 0) as λ ∈ Λ varies in two
deleted half neighborhoods of µ. Then one of the following alternatives occurs:

(i) The problem (3.12)–(3.13) with λ = µ has a sequence of solutions, xk ̸= 0, k = 1, 2, · · · ,
which converges to 0 in C2([0, τ ],Rn).

(ii) For every λ ∈ Λ \ {µ} near µ there is a solution yλ ̸= 0 of (3.12)–(3.13) with parameter
value λ, such that yλ converges to zero in C2([0, τ ],Rn) as λ→ µ.
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(iii) For a given neighborhood W of 0 ∈ C1
V0×V1

([0, τ ];Bn
ι (0)), there is an one-sided neighborhood

Λ0 of µ such that for any λ ∈ Λ0 \ {µ}, the problem (3.12)–(3.13) with parameter value
λ has at least two distinct solutions in W, y1λ ̸= 0 and y2λ ̸= 0, which can also be required
to satisfy Ẽ∗

λ(y
1
λ) ̸= Ẽ∗

λ(y
2
λ) provided that m0(Ẽ∗

µ, 0) > 1 and the problem (3.12)–(3.13) with
parameter value λ has only finitely many solutions in W.

Theorems 1.4, 1.6 are derived from Theorems 3.5, 3.7, respectively. We first admit them and
postpone their proof to Section 3.1.3. Theorem 3.6 can only lead to Theorem 1.5 under the
assumption (3.3). We shall directly prove Theorem 1.5 in Section 3.1.4.

3.1.2 Proofs of Theorems 1.4, 1.6

Proof of Theorem 1.4. (I) By the assumption there exists a sequence in Λ×C1
S0×S1

([0, τ ];M)

converging to (µ, γµ), {(λk, γk)}k≥1, such that each γk ̸= γλk
is a solution of (1.5)–(1.6)

with λ = λk, k = 1, 2, · · · . After removing the finite terms (if necessary) we may assume
that all γk are contained in the image of the chart Φγ in (3.6). Then for each k ∈ N
there exists a unique uk ∈ C2

V0×V1
([0, τ ];Bn

ι (0)) such that Φγ(u
k) = γk. Since γλk

̸=
γk, dEλk

(γλk
) = 0 and dEλk

(γk) = 0, we obtain uk ̸= uλk
, and dẼλk

(uλk
) = 0 and

dẼλk
(uk) = 0. Recall that we have assumed M ⊂ RN . Assumption 1.2 implies that

γλ − γµ → 0 in C1([0, τ ];RN ) as λ → µ. Moreover, γk → γµ in C1
S0×S1

([0, τ ];M) ⊂
C1([0, τ ];RN ) as k → ∞. Therefore ∥γk − γλk

∥C1([0,τ ];RN ) → 0 as k → ∞. This implies

that ∥uk − uλk
∥C1([0,τ ];Rn) → 0 as k → ∞. In particular, there exists an integer k0 > 0

such that ∥uk − uλk
∥C1([0,τ ];Rn) < ι for all k ≥ k0. Since uk = (uk − uλk

) + uλk
, by

the arguments below (3.9) we get dẼ∗
λk
(uk − uλk

) = 0 for all k ≥ k0. These show that

(µ, 0) ∈ Λ × C1
V0×V1

([0, τ ];Bn
ι (0)) is a bifurcation point along sequences of the problem

(3.12)–(3.13) in Λ×C1
V0×V1

([0, τ ];Bn
ι (0)) with respect to the trivial branch {(λ, 0) |λ ∈ Λ}.

Then Theorem 3.5(I) concludes m0(Ẽ∗
µ, 0) > 0, and therefore m0(Eµ, γµ) > 0 by (3.11).

(II) Follow the above notations. By the assumption, (3.11) we get that for all k ∈ N,

[m−(Ẽ∗
λ−
k

, 0),m−(Ẽ∗
λ−
k

, 0) +m0(Ẽ∗
λ−
k

, 0)] ∩ [m−(Ẽ∗
λ+
k

, 0),m−(Ẽ∗
λ+
k

, 0) +m0(Ẽ∗
λ+
k

, 0)]

= [m−
τ (Eλ−

k
, γλ−

k
),m−

τ (Eλ−
k
, γλ−

k
) +m0

τ (Eλ−
k
, γλ−

k
)]

∩[m−
τ (Eλ+

k
, γλ+

k
),m−

τ (Eλ+
k
, γλ+

k
) +m0

τ (Eλ+
k
, γλ+

k
)] = ∅

and either m0(Ẽ∗
λ−
k

, 0) = m0
τ (Eλ+

k
, γλ−

k
) = 0 or m0(Ẽ∗

λ+
k

, 0) = m0
τ (Eλ+

k
, γλ+

k
) = 0. By Theo-

rem 3.5(II) we have a sequence {(λk,vk)}k≥1 ⊂ {µ, λ+k , λ
−
k | k ∈ N}×C2

V0×V1
([0, τ ];Bn

ι (0))

such that λk → µ and 0 < ∥vk∥C2 → 0, and that each vk is a solution of (3.12)–(3.13)
with λ = λk, k = 1, 2, · · · . Therefore for k large enough, γk := Φγ(v

k + uλk
) defined by

Φγ(v
k + uλk

)(t) = ϕγ(t,v
k(t) + uλk

(t)) is a solution of (1.5)–(1.6) with λ = λk, γ
k ̸= γλk

,
and as k → ∞ we have γk → γµ in C2

S0×S1
([0, τ ];RN ) because Φγ is also a C1 map from

C2
V0×V1

([0, τ ];Bn
2ι(0)) to C

2
S0×S1

([0, τ ];M) as noted below (3.6). Theorem 1.4(II) is proved.

Proof of Theorem 1.6. Follow the above notations. By the assumption, (3.11) we obtain
that m0(Ẽ∗

µ, 0) ̸= 0, and that m0(Ẽ∗
λ, 0) = 0 for each λ ∈ Λ \ {µ} near µ, and m−(Ẽ∗

λ, 0) take,

respectively, values m−(Ẽ∗
µ, 0) and m−(Ẽ∗

µ, 0) + m0(Ẽ∗
µ, 0) as λ ∈ Λ varies in two deleted half

neighborhoods of µ. Therefore one of the conclusions (i)-(iii) in Theorem 3.7 occurs.
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Let (xk) be as in (i) in Theorem 3.7. Since ∥xk∥C2 → 0, we can choose k0 > 0 such that
∥xk∥C2 < ι for k ≥ k0. Then for each k ≥ k0, γ

k := Φγ(xk+uµ) ̸= γµ is a solution of (1.5)–(1.6)
with λ = µ, and as above we may deduce that γk → γµ in C2

S0×S1
([0, τ ];RN ) as k → ∞. This

is, (i) of Theorem 1.6 occurs.
For yλ ̸= 0 in (ii) in Theorem 3.7, we can shrink Λ toward µ so that ∥yλ∥C2 < ι for all λ ∈ Λ.

Then αλ := Φγ(yλ + uλ) ̸= γλ is a solution of (1.5)–(1.6) with parameter value λ, and αλ − γλ
converges to zero in C2([0, τ ],RN ) as λ→ µ. Namely, (ii) of Theorem 1.6 occurs.

For a given neighborhood W of γµ in C1([0, τ ],M), let us choose a neighborhood W of
0 ∈ C1

V0×V1
([0, τ ];Bn

ι (0)) such that Φγ (uµ +W) ⊂ W. Let Λ0, y1λ ̸= 0 and y2λ ̸= 0 be as in

(iii) in Theorem 3.7. Put γiλ := Φγ(y
i
λ + uλ) ̸= γλ, i = 1, 2. Both sit in W and are distinct

solutions of (1.5)–(1.6) with parameter value λ. Suppose that m0(Eµ, γµ) = m0(Ẽ∗
µ, 0) > 1 and

(1.5)–(1.6) with parameter value λ has only finitely many distinct solutions in W. Then the
problem (3.12)–(3.13) with parameter value λ has only finitely many solutions in W as well. In
this case (iii) in Theorem 3.7 concludes that the above y1λ ̸= 0 and y2λ ̸= 0 are chosen to satisfies
Ẽ∗
λ(y

1
λ) ̸= Ẽ∗

λ(y
2
λ), which implies Eλ(γ1λ) ̸= Eλ(γ2λ). Hence (iii) in Theorem 3.7 occurs.

3.1.3 Proofs of Theorems 3.5, 3.6, 3.7

We need to make modifications for the Lagrangian L̃∗ in (7.9).

Lemma 3.8. Given a positive number ρ0 > 0 and a subset Λ̂ ⊂ Λ which is either compact
or sequential compact, there exists a continuous function Ľ : Λ̂ × [0, τ ] × Bn

3ι/4(0) × Rn → R
satisfying the following properties for some constants κ̌ > 0 and 0 < č < Č:

(L0) The following partial derivatives

∂tĽ(·), ∂qĽ(·), ∂vĽ(·), ∂tvĽ(·), ∂vtĽ(·), ∂qvĽ(·), ∂vqĽ(·), ∂qqĽ(·), ∂vvĽ(·)

exist and depend continuously on (λ, t, q, v). (These are all used in the proof of Proposi-
tion 3.11.)

(L1) Ľ and L̃∗ are equal in Λ̂× [0, τ ]×Bn
3ι/4(0)×Bn

ρ0(0).

(L2) ∂vvĽλ(t, q, v) ≥ čIn, ∀(λ, t, q, v) ∈ Λ̂× [0, τ ]×Bn
3ι/4(0)× Rn.

(L3)
∣∣∣ ∂2

∂qi∂qj
Ľλ(t, q, v)

∣∣∣ ≤ Č(1 + |v|2),
∣∣∣ ∂2

∂qi∂vj
Ľλ(t, q, v)

∣∣∣ ≤ Č(1 + |v|), and∣∣∣ ∂2

∂vi∂vj
Ľλ(t, q, v)

∣∣∣ ≤ Č, ∀(λ, t, q, v) ∈ Λ̂× [0, τ ]×Bn
3ι/4(0)× Rn.

(L4) Ľ(λ, t, q, v) ≥ κ̌|v|2 − Č, ∀(λ, t, q, v) ∈ Λ̂× [0, τ ]×Bn
3ι/4(0)× Rn.

(L5) |∂qĽ(λ, t, q, v)| ≤ Č(1+ |v|2) and |∂vĽ(λ, t, q, v)| ≤ Č(1+ |v|) for all (λ, t, q, v) ∈ Λ̂× [0, τ ]×
Bn

3ι/4(0)× Rn.

(L6) |Ľλ(t, q, v)| ≤ Č(1 + |v|2), ∀(λ, t, q, v) ∈ Λ̂× [0, τ ]×Bn
3ι/4(0)× Rn.

Proof. Step 1. Fix a positive number ρ1 > ρ0. As in the proof of Lemma 2.4, we may choose a
C∞ convex function ψρ0,ρ1 : [0,∞) → R such that ψ′

ρ0,ρ1(t) > 0 for t ∈ (ρ20,∞), ψρ0,ρ1(t) = 0 for
t ∈ [0, ρ20) and ψρ0,ρ1(t) = κt+ ϱ0 for t ∈ [ρ21,∞), where κ > 0 and ϱ0 < 0 are suitable constants.
Define L̃∗∗ : Λ× [0, τ ]×Bn

ι (0)× Rn → R by

L̃∗∗(λ, t, q, v) = L̃∗(λ, t, q, v) + ψρ0,ρ1(|v|2). (3.14)
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It possess the same properties as Ľ in (L0) and also satisfies

L̃∗∗(λ, t, q, v) = L̃∗(λ, t, q, v), ∀(λ, t, q, v) ∈ Λ× [0, τ ]×Bn
ι (0)×Bn

ρ0(0). (3.15)

Since the closure of Bn
3ι/4(0) is a compact subset in Bn

ι (0), and Λ̂ is either compact or sequential

compact, by Lemma 2.4 (or the proof of Lemma 2.4(iv)) there exists a constant C ′ > 0 such
that

L̃∗∗(λ, t, q, v) ≥ κ|v|2 − C ′, ∀(λ, t, q, v) ∈ Λ̂× [0, τ ]×Bn
3ι/4(0)× Rn. (3.16)

Step 2. Take a smooth function Γ : R → R such that Γ(s) = s for s ≤ 1 and that Γ(s) is
constant for s ≥ 2. Fix positive numbers ρ > ρ1 and ϑ such that

ϑ ≥ max{L̃∗∗
λ (q, v) | (λ, q, v) ∈ Λ̂× [0, τ ]×Bn

3ι/4(0)× B̄n
ρ (0)}.

Define L̃∗∗∗ : Λ̂× [0, τ ]×Bn
3ι/4(0)×Rn → R by L̃∗∗∗ = ϑΓ(L̃∗∗/ϑ). Then the choice of ϑ implies

L̃∗∗∗(λ, t, q, v) = L̃∗∗(λ, t, q, v), ∀(λ, t, q, v) ∈ Λ̂× [0, τ ]×Bn
3ι/4(0)×Bn

ρ (0). (3.17)

By (3.16), L̃∗∗∗ is equal to a constant C ′′ outside Λ̂× [0, τ ]×Bn
3ι/4(0)×B

n
R(0) for a large R > ρ.

Because of this fact and

∂vvL̃
∗∗(λ, t, q, v)[u, u] = ∂vvL̃

∗(λ, t, q, v)[u, u] + 2ψ′
ρ0,ρ1(|v|

2)|u|2 + 4ψ′′
ρ0,ρ1(|v|

2)
(
(v, u)Rn

)2
(3.18)

for each (λ, t, q, v) ∈ Λ̂× [0, τ ]×Bn
ι (0)× Rn, there exist positive constants Υ and C ′

0 such that

∂vvL̃
∗∗∗
λ (t, q, v)[u, u] ≥ −Υ|u|2 ∀(λ, t, q, v, u) ∈ Λ̂× [0, τ ]×Bn

3ι/4(0)× Rn, (3.19)

L̃∗∗∗(λ, t, q, v) ≥ κ|v|2 − C ′
0, ∀(λ, t, q, v) ∈ Λ̂× [0, τ ]×Bn

3ι/4(0)× Rn. (3.20)

Choose a smooth function Ξ : [0,∞) → R such that:

Ξ′ ≥ 0, Ξ is convex on [ρ20,∞), vanishes in [0, ρ20), and is equal to
the affine function Υs+Θ on [ρ2,∞), where Θ < 0 is a suitable constant.

(See [31, Lemma 2.1] or [1, §5]). Define Ľ : Λ̂× [0, τ ]×Bn
3ι/4(0)× Rn → R by

Ľ : Λ̂× [0, τ ]×Bn
3ι/4(0)× Rn → R, (λ, t, q, v) 7→ L̃∗∗∗(λ, t, q, v) + Ξ(|v|2). (3.21)

Since L̃∗∗∗ = ϑΓ(L̃∗∗/ϑ), it clearly satisfies (L0) by (3.14). (L1) may follow from (3.15), (3.17)
and the fact that Ξ vanishes in [0, ρ20). (3.20) leads to (L4) because Ξ ≥ 0.

Let us prove that Ľ satisfies (L2) and (L3).

• If |v| < ρ, by (3.17) Ľ(λ, t, q, v) = L̃∗∗∗(λ, t, q, v) + Ξ(|v|2) = L̃∗∗(λ, t, q, v) + Ξ(|v|2) and so

∂vvĽ(λ, t, q, v)[u, u] = ∂vvL̃
∗∗(λ, t, q, v)[u, u] + ∂vv(Ξ(|v|2))[u, u]

= ∂vvL̃
∗(λ, t, q, v)[u, u] + 2ψ′

ρ0,ρ1(|v|
2)|u|2

+4ψ′′
ρ0,ρ1(|v|

2)
(
(v, u)Rn

)2
+ 2ψ′

ρ0,ρ1(|v|
2)|u|2

+2Ξ′(|v|2)|u|2 + 4Ξ′′(|v|2)
(
(v, u)Rn

)2
because of (3.18) and the equality ∂vv(Ξ(|v|2))[u, u] = 2Ξ′(|v|2)|u|2 +4Ξ′′(|v|2)

(
(v, u)Rn

)2
for all

u ∈ Rn. Recall that ψ′
ρ0,ρ1 ≥ 0, ψ′′

ρ0,ρ1 ≥ 0, Ξ′ ≥ 0 and Ξ′′ ≥ 0. Since both ∂vvĽ(λ, t, q, v) and

∂vvL̃
∗∗(λ, t, q, v) depend continuously on (λ, t, q, v) we deduce

∂vvĽ(λ, t, q, v) ≥ ∂vvL̃
∗(λ, t, q, v), ∀(λ, t, q, v) ∈ Λ̂× [0, τ ]×Bn

3ι/4(0)×Bn
ρ (0). (3.22)
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• If |v| ≥ ρ then (3.19) may lead to

∂vvĽ(λ, t, q, v)[u, u] = ∂vvL̃
∗∗∗(λ, t, q, v)[u, u] + 2Ξ′(|v|2)|u|2

≥ Υ|u|2, ∀u ∈ Rn. (3.23)

By Proposition 3.3(c), L̃∗
λ(t, q, v) is strictly convex in v. (L2) may follow from (3.23) and (3.22)

because Λ̂× [0, τ ]× Bn
3ι/4(0)× Bn

ρ (0) is either compact or sequential compact. Using the same

reason we obtain that Ľ satisfies (L3) because

Ľ(λ, t, q, v) = L̃∗∗∗(λ, t, q, v) + Ξ(|v|2) = C ′′ +Υ|v|2 +Θ ∀|v| > R.

Finally, since ∂qĽ(λ, t, 0, 0) and ∂vĽ(λ, t, 0, 0) are bounded using the Taylor formula (L5) and
(L6) easily follows from (L3).

Consider the Banach subspace

XV0×V1 :=
{
ξ ∈ C1([0, τ ];Rn) | (ξ(0), ξ(τ)) ∈ V0 × V1

}
of C1([0, τ ],Rn), and the Hilbert subspace

HV0×V1 :=
{
ξ ∈W 1,2([0, τ ];Rn) | (ξ(0), ξ(τ)) ∈ V0 × V1

}
of W 1,2([0, τ ];Rn). The spaces HV0×V1 and XV0×V1 have the following open subsets

U : = W 1,2
V0×V1

(
[0, τ ];Bn

ι/2(0)
)
=
{
ξ ∈W 1,2

(
[0, τ ];Bn

ι/2(0)
) ∣∣ (ξ(0), ξ(τ)) ∈ V0 × V1

}
,

UX : = U ∩XV0×V1 = C1
V0×V1

([0, τ ];Bn
ι/2(0))

respectively. Define a family of functionals Ěλ : U → R given by

Ěλ(x) =
∫ τ

0
Ľλ(t, x(t), ẋ(t))dt, λ ∈ Λ̂. (3.24)

Since Ẽ∗
λ is defined on C1

V0×V1
([0, τ ];Bn

ι (0)) and UX = C1
V0×V1

([0, τ ];Bn
ι/2(0)) is an open neigh-

borhood of 0 ∈ C1
V0×V1

([0, τ ];Bn
ι (0)), by (L1) in Lemma 3.8 we obtain

Ẽ∗
λ = Ěλ|UX in {x ∈ UX | ∥x∥C1 < ρ0} ⊂ UX , (3.25)

and therefore the following (3.26).

Proposition 3.9. (i) Each Ěλ is C2−0 and twice Gâteaux-differentiable, and dĚλ(0) = 0 and

m⋆(Ẽ∗
λ, 0) = m⋆(Ěλ|UX , 0) = m⋆(Ěλ, 0), ⋆ = −, 0. (3.26)

(ii) Each critical point of Ěλ sits in C2
(
[0, τ ];Bn

ι/2(0)
)
∩UX , and satisfies the boundary prob-

lem:

d
dt

(
∂vĽλ(t, x(t), ẋ(t))

)
− ∂qĽλ(t, x(t), ẋ(t)) = 0,

∂vĽλ(0, x(0), ẋ(0))[v0] = 0 ∀v0 ∈ V0,

∂vĽλ(τ, x(τ), ẋ(τ))[v1] = 0 ∀v1 ∈ V1.

 (3.27)
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(iii) The gradient of Ěλ at x ∈ U , denoted by ∇Ěλ(x), is given by

∇Ěλ(x)(t) = et
∫ t

0

[
e−2s

∫ s

0
erfλ,x(r)dr

]
ds+ c1(λ, x)e

t + c2(λ, x)e
−t

+

∫ t

0
∂vĽλ(s, x(s), ẋ(s))ds, (3.28)

where c1(λ, x), c2(λ, x) ∈ Rn are suitable constant vectors and

fλ,x(t) = −∂qĽλ(t, x(t), ẋ(t)) +

∫ t

0
∂vĽλ(s, x(s), ẋ(s))ds. (3.29)

(iv) ∇Ěλ restricts to a C1 map Aλ from UX to XV0×V1.

(v) ∇Ěλ has the Gâteaux derivative Bλ(ζ) ∈ Ls(HV0×V1) at ζ ∈ U given by

(Bλ(ζ)ξ, η) =

∫ τ

0

(
∂vvĽλ

(
t, ζ(t), ζ̇(t)

)[
ξ̇(t), η̇(t)

]
+ ∂qvĽλ

(
t, ζ(t), ζ̇(t)

)[
ξ(t), η̇(t)

]
+∂vqĽλ

(
t, ζ(t), ζ̇(t)

)[
ξ̇(t), η(t)

]
+∂qqĽλ

(
t, ζ(t), ζ̇(t)

)[
ξ(t), η(t)

])
dt (3.30)

for any ξ, η ∈ HV0×V1. Bλ(ζ) is a self-adjoint Fredholm operator and has a decomposition
Bλ(ζ) = Pλ(ζ)+Qλ(ζ), where Pλ(ζ) ∈ Ls(H) is a positive definitive linear operator defined
by

(Pλ(ζ)ξ, η)1,2 =

∫ τ

0

(
∂vvĽλ

(
t, ζ(t), ζ̇(t)

)
[ξ̇(t), η̇(t)] +

(
ξ(t), η(t)

)
Rn

)
dt, (3.31)

and Qλ(ζ) ∈ Ľs(H) is a compact self-adjoint linear operator. Moreover, (L2) Lemma 3.8
implies that (Pλ(ζ)ξ, ξ)1,2 ≥ min{c, 1}∥ξ∥21,2 for all x ∈ U and ξ ∈ HV0×V1.

(vi) If (λk) ⊂ Λ̂ and (ζk) ⊂ U converge to µ ∈ Λ̂ and 0, respectively, then ∥Pλk
(ζk)ξ −

Pµ(0)ξ∥1,2 → 0 for each ξ ∈ HV0×V1.

(vii) U ∋ ζ 7→ Qλ(ζ) ∈ Ls(HV0×V1) is uniformly continuous at 0 ∈ U with respect to λ ∈ Λ̂ and
∥Qλk

(0)−Qµ(0)∥ → 0 as (λk) ⊂ Λ converges to µ ∈ Λ̂.

Proof. (i) is obtained by [31, §4] or [32, §3] and [30]. (ii) follows from [6, Theorem 4.5] because
of conditions (L0), (L2) and (L4)-(L6) in Lemma 3.8. (iii) is obtained by (4.13) and (4.14) in
[31]. (iv) and (v) are proved in [31, §4].

Proof of (vi). By (6.25) we have

∥[Pλk
(ζk)− Pµ(0)]ξ∥21,2 ≤

∫ τ

0

∣∣∣[∂vvĽλk

(
t, ζk(t), ζ̇k(t)

)
− ∂vvĽµ

(
t, 0, 0

)
]ξ̇(t)

∣∣∣2
Rn

dt.

Note that ∥ζk∥1,2 → 0 implies ∥ζk∥C0 → 0. Since (λ, t, x, v) 7→ ∂vvĽλ(t, x, v) is continuous, by
the third inequality in (L3) in Lemma 3.8 we may apply [37, Prop. B.9] ([35, Prop. C.1]) to

f(t, η;λ) = ∂vvĽ(λ, t, ζk(t), ζ̇k(t))η

to get that ∫ τ

0

∣∣∣[∂vvĽλk

(
t, ζk(t), ζ̇k(t)

)
− ∂vvĽµ

(
t, 0, 0

)
]ξ̇(t)

∣∣∣2
Rn

dt→ 0.
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Moreover, the Lebesgue dominated convergence theorem also leads to∫ τ

0

∣∣∣[∂vvĽλk

(
t, 0, 0

)
− ∂vvĽµ

(
t, 0, 0

)
]ξ̇(t)

∣∣∣2
Rn

dt→ 0.

Hence ∥[Pλk
(ζk)− Pµ(0)]ξ∥1,2 → 0.

Proof of (vii). Write Qλ(ζ) := Qλ,1(ζ) +Qλ,2(ζ) +Qλ,3(ζ), where

(Qλ,1(ζ)ξ, η)1,2 =

∫ τ

0
∂vqĽλ

(
t, ζ(t), ζ̇(t)

)
[ξ̇(t), η(t)]dt,

(Qλ,2(ζ)ξ, η)1,2 =

∫ τ

0
∂qvĽλ

(
t, ζ(t), ζ̇(t)

)
[ξ(t), η̇(t)]dt,

(Qλ,3(ζ)ξ, η)1,2 =

∫ τ

0

(
∂qqĽλ

(
t, ζ(t), ζ̇(t)

)
[ξ(t), η(t)]−

(
ξ(t), η(t)

)
Rn

)
dt.

As above the first claim follows from (L3) in Lemma 3.8 and [37, Prop. B.9] ([35, Prop. C.1])
directly.

In order to prove the second claim, as in the proof of [30, page 571] we have

∥Qλk,1
(0)−Qµ,1(0)∥L(H)

≤ 2(eτ + 1)

(∫ τ

0

∣∣∂vqĽλk
(s, 0, 0)− ∂vqĽµ(s, 0, 0)

∣∣2 ds)1/2

.

Because of the second inequality in (L2), it follows from the Lebesgue dominated convergence
theorem that ∥Qλk,1

(0) − Qµ,1(0)∥L(H) → 0. Observe that (Qλ,2(ζ)ξ, η)1,2 =
(
ξ, (Qλ,1(ζ))

∗η
)
1,2

.

Hence ∥Qλk,2
(0)−Qµ,2(0)∥L(H) → 0. Finally, it is easy to deduce that

∥Qλk,3
(0)−Qµ,3(0)∥2L(H) ≤

∫ τ

0

∣∣∣∂qqĽλk

(
t, 0, 0

)
− ∂qqĽµ

(
t, 0, 0

)∣∣∣2 dt.
By the Lebesgue dominated convergence theorem the right side converges to zero. Then ∥Qλk,3

(0)−
Qµ,3(0)∥L(H) → 0 and therefore ∥Qλk

(0)−Qµ(0)∥ → 0.

In order to apply our abstract theory in [34, 36, 37] to the family of functionals in (3.24) we
also need two results.

Proposition 3.10. Both maps Λ̂× UX ∋ (λ, x) 7→ Ěλ(x) ∈ R and Λ̂× UX ∋ (λ, x) 7→ Aλ(x) ∈
XV0×V1 are continuous.

Proof. Step 1(Prove that Λ̂ × U ∋ (λ, x) 7→ Ľλ(x) ∈ R is continuous, and therefore obtain the
first claim). Indeed, for any two points (λ, x) and (λ0, x0) in Λ̂× U we can write

Ěλ(x)− Ěλ0(x0) =

[∫ τ

0
Ľλ(t, x(t), ẋ(t))dt−

∫ τ

0
Ľλ(t, x0(t), ẋ0(t))dt

]
+

[∫ τ

0
Ľλ(t, x0(t), ẋ0(t))dt−

∫ τ

0
Ľλ0(t, x0(t), ẋ0(t))dt

]
.

As (λ, x) → (λ0, x0), we derive from (L6) in Lemma 3.8 and [37, Prop.B.9] or [35, Proposition
C.1] (resp. (L6) in Lemma 3.8 and the Lebesgue dominated convergence theorem) that the first
(resp. second) bracket on the right side converges to the zero.
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Step 2(Prove that Λ̂×UX ∋ (λ, x) 7→ Aλ(x) ∈ XV0×V1 is continuous). By [31, (4.14)] we have

d

dt
∇Ěλ(x)(t) = et

∫ t

0

[
e−2s

∫ s

0
erfλ,x(r)dr

]
ds+ e−t

∫ t

0
erfλ,x(r)dr

+c1(λ, x)e
t − c2(λ, x)e

−t + ∂vĽλ (t, x(t), ẋ(t)) . (3.32)

This and (3.28) lead to

2c1(λ, x)e
t = −2et

∫ t

0

[
e−2s

∫ s

0
erfλ,x(r)dr

]
ds− e−t

∫ t

0
erfλ,x(r)dr

−
∫ t

0
∂vĽλ(s, x(s), ẋ(s))ds− ∂vĽλ (t, x(t), ẋ(t))

+∇Ěλ(x)(t) +
d

dt
∇Ěλ(x)(t) (3.33)

and

2c2(λ, x)e
−t = e−t

∫ t

0
erfλ,x(r)dr −

∫ t

0
∂vĽλ(s, x(s), ẋ(s))ds

+∂vĽλ (t, x(t), ẋ(t)) +∇Ěλ(x)(t)−
d

dt
∇Ěλ(x)(t). (3.34)

Moreover, since

dĚλ1(x)[ξ]− dĚλ2(y)[ξ]

=

∫ τ

0

(
∂qĽ(λ1, t, x(t), ẋ(t))− ∂qĽ(λ2, t, y(t), ẏ(t))

)
· ξ(t)dt

+

∫ τ

0

(
∂vĽ

(
λ1, t, x(t), ẋ(t))− ∂vĽ(λ2, t, y(t), ẏ(t))

)
· ξ̇(t)

)
dt,

we have

∥∇Ěλ1(x)−∇Ěλ2(y)∥1,2

≤
(∫ τ

0

∣∣∂qĽ(λ1, t, x(t), ẋ(t))− ∂qĽ(λ2, t, y(t), ẏ(t))
∣∣2 dt)1/2

+

(∫ τ

0

∣∣∂vĽ(λ1, t, x(t), ẋ(t))− ∂vĽ(λ2, t, y(t), ẏ(t))
∣∣2 dt)1/2

.

Fix a point (λ1, x) ∈ Λ̂ × UX . Then {(λ1, t, x(t), ẋ(t)) | t ∈ [0, τ ]} is a compact subset of Λ̂ ×
[0, τ ]×Bn

ι/2(0)×Rn. Since ∂qĽ and ∂vĽ are uniformly continuous in any compact neighborhood

of this compact subset we deduce: If (λ2, y) ∈ Λ̂× UX converges to (λ1, x) in Λ̂× UX , then

∥∇Ěλ1(x)−∇Ěλ2(y)∥1,2 → 0 and so ∥∇Ěλ1(x)−∇Ěλ2(y)∥C0 → 0.

This fact, (3.29) and (3.33)–(3.34) imply that c1(λ, x) and c2(λ, x) are continuous in Λ̂ × UX .
From the latter claim, (3.28)–(3.29) and (3.32), it easily follows that as (λ2, y) ∈ Λ̂ × UX

converges to (λ1, x) in Λ̂× UX ,∥∥∥∥ ddt∇Ěλ1(x)−
d

dt
∇Ěλ2(y)

∥∥∥∥
C0

→ 0

and hence ∥∇Ěλ1(x)−∇Ěλ2(y)∥C1 → 0.
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Proposition 3.11. For any given ϵ > 0 there exists ε > 0 such that if a critical point x of
Ěλ satisfies ∥x∥1,2 < ε then ∥x∥C2 < ϵ. (Note: ε is independent of λ ∈ Λ̂.) Consequently, if
0 ∈ UX is an isolated critical point of Ěλ|UX then 0 ∈ U is also an isolated critical point of Ěλ.

By Proposition 3.9(ii), Crit(Ě) := {(λ, x) ∈ Λ̂×U | dĚλ(x) = 0} ⊂ Λ̂×C2
(
[0, τ ];Bn

ι/2(0)
)
∩UX .

Proposition 3.11 claims that Λ̂ × U and Λ̂ × C2
(
[0, τ ];Bn

ι/2(0)
)
∩ UX induce the equivalence

topologies.

Proof of Proposition 3.11. The second claim may follow from the first one by contradiction.
Let us prove the first one. By Proposition 3.9(ii), x is C2. Let c1(λ, x) and c2(λ, x) be given by
(3.33) and (3.34), respectively.

Step 1 (Prove that both |c1(λ, x)− c1(λ, 0)| and |c2(λ, x)− c2(λ, 0)| uniformly converge to zero
in λ ∈ Λ̂ as ∥x∥1,2 → 0).

Since ∇Ěλ(x)(t) ≡ 0 and d
dt∇Ěλ(x)(t) ≡ 0, by (3.33) for any t ∈ [0, τ ] we have

2|c1(λ, x)− c1(λ, 0)| ≤ 2|c1(λ, x)et − c1(λ, 0)e
t|

≤ 2et
∫ t

0

[
e−2s

∫ s

0
er|fλ,x(r)− fλ,0(r)|dr

]
ds+ e−t

∫ t

0
er|fλ,x(r)− fλ,0(r)|dr

+

∫ t

0
|∂vĽλ(s, x(s), ẋ(s))− Ľλ(s, 0, 0)|ds+ |∂vĽλ (t, x(t), ẋ(t))− ∂vĽλ (t, 0, 0) |

≤ 2e2ττ

∫ τ

0
|fλ,x(r)− fλ,0(r)|dr +

∫ τ

0
|fλ,x(r)− fλ,0(r)|dr

+

∫ τ

0
|∂vĽλ(s, x(s), ẋ(s))− Ľλ(s, 0, 0)|ds+ |∂vĽλ (t, x(t), ẋ(t))− ∂vĽλ (t, 0, 0) |

and (by integrating this inequality over [0, τ ]) hence

2τ |c1(λ, x)− c1(λ, 0)| ≤ 2

∫ τ

0
|c1(λ, x)et − c1(λ, 0)e

t|dt

≤ 2e2ττ2
∫ τ

0
|fλ,x(r)− fλ,0(r)|dr + τ

∫ τ

0
|fλ,x(r)− fλ,0(r)|dr

+(τ + 1)

∫ τ

0
|∂vĽλ(s, x(s), ẋ(s))− ∂vĽλ(s, 0, 0)|ds,

that is,

|c1(λ, x)− c1(λ, 0)| ≤ (e2ττ + 1)

∫ τ

0
|fλ,x(r)− fλ,0(r)|dr

+
(τ + 1)

2τ

∫ τ

0
|∂vĽλ(s, x(s), ẋ(s))− ∂vĽλ(s, 0, 0)|ds. (3.35)

Moreover, (3.29) leads to∫ τ

0
|fλ,x(t)− fλ,0(t)|dt ≤

∫ τ

0
|∂qĽλ(t, x(t), ẋ(t))− ∂qĽλ(t, 0, 0)|dt

+τ

∫ τ

0
|∂vĽλ(t, x(t), ẋ(t))− ∂vĽλ(t, 0, 0)|dt (3.36)

From this and (3.35) we derive

|c1(λ, x)− c1(λ, 0)| ≤ (e2ττ + 1)

∫ τ

0
|∂qĽλ(t, x(t), ẋ(t))− ∂qĽλ(t, 0, 0)|dt
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+

(
(e2ττ + 1)τ +

τ + 1

2τ

)∫ τ

0
|∂vĽλ(s, x(s), ẋ(s))− Ľλ(s, 0, 0)|ds. (3.37)

Similarly, by (3.34) we obtain

2|c2(λ, x)− c2(λ, 0)| ≤
∫ t

0
er|fλ,x(r)− fλ,0(r)|dr

+et
∫ t

0
|∂vĽλ(s, x(s), ẋ(s))− ∂vĽλ(s, 0, 0)|ds+ et|∂vĽλ (t, x(t), ẋ(t))− ∂vĽλ(t, 0, 0)|

and (by integrating this inequality over [0, τ ]) so

2τ |c2(λ, x)− c2(λ, 0)| ≤ eτ
∫ τ

0
|∂qĽλ(t, x(t), ẋ(t))− ∂qĽλ(t, 0, 0)|dt

+eτ (2τ + 1)

∫ τ

0
|∂vĽλ (t, x(t), ẋ(t))− ∂vĽλ(t, 0, 0)|dt (3.38)

by (3.36).

Note that (L5) of Lemma 3.8 and [37, Prop.B.9] ([35, Proposition C.1]) imply that∫ τ

0

∣∣∣[∂qĽλ

(
s, x(s), ẋ(s)

)
− ∂qĽλ

(
s, 0, 0

)]∣∣∣ds→ 0 and∫ τ

0

∣∣∣[∂vĽλ

(
s, x(s), ẋ(s)

)
− ∂vĽλ

(
s, 0, 0

)]∣∣∣ds
≤

√
τ

(∫ τ

0

∣∣∣[∂vĽλ

(
s, x(s), ẋ(s)

)
− ∂vĽλ

(
s, 0, 0

)]∣∣∣2ds)1/2

→ 0

uniformly in λ ∈ Λ̂ as ∥x∥1,2 → 0. The required claim follows from this and (3.37)-(3.38).

Step 2(Prove that for any given ν ′ > 0 there exists ε′ > 0 such that ∇Ěλ(x) = 0 and ∥x∥1,2 ≤ ε′

imply ∥x∥C1 < ν ′).

Since ∇Ěλ(x) = 0 and ∇Ěλ(0) = 0, by (3.32) we have

0 = et
∫ t

0

[
e−2s

∫ s

0
erfλ,x(r)dr

]
ds+ e−t

∫ t

0
erfλ,x(r)dr

+c1(λ, x)e
t − c2(λ, x)e

−t + ∂vĽλ (t, x(t), ẋ(t)) .

and

0 = et
∫ t

0

[
e−2s

∫ s

0
erfλ,0(r)dr

]
ds+ e−t

∫ t

0
erfλ,0(r)dr

+c1(λ, 0)e
t − c2(λ, 0)e

−t + ∂vĽλ (t, 0, 0) .

For each 0 ≤ t ≤ τ , the former minus the latter gives rise to

|∂vĽλ (t, x(t), ẋ(t))− ∂vĽλ (t, 0, 0) | ≤ et|c1(λ, x)− c1(λ, 0)|+ e−t|c2(λ, x)− c2(λ, 0)|

+et
∫ t

0

[
e−2s

∫ s

0
er|fλ,x(r)− fλ,0(r)|dr

]
ds+ e−t

∫ t

0
er|fλ,x(r)− fλ,0(r)|dr

≤ eτ |c1(λ, x)− c1(λ, 0)|+ |c2(λ, x)− c2(λ, 0)|+ eτ (τ + 1)

∫ τ

0
|fλ,x(r)− fλ,0(r)|dr
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and (by (3.36)) hence

|∂vĽλ (t, x(t), ẋ(t))− ∂vĽλ (t, 0, 0) | ≤ eτ |c1(λ, x)− c1(λ, 0)|+ |c2(λ, x)− c2(λ, 0)|

+eτ (τ + 1)

∫ τ

0
|∂qĽλ(t, x(t), ẋ(t))− ∂qĽλ(t, 0, 0)|dt

+eτ (τ + 1)τ

∫ τ

0
|∂vĽλ(t, x(t), ẋ(t))− ∂vĽλ(t, 0, 0)|dt. (3.39)

Note that (L3) in Lemma 3.8 and the mean value theorem of integrals may lead to

č|v|2 ≤
∫ 1

0

(
∂vvĽλ(t, q, sv)[v], v

)
Rn ds =

(
∂vĽλ(t, q, v)− ∂vĽλ(t, q, 0), v

)
Rn

and so c|v| ≤
∣∣∂vĽλ(t, q, v)− ∂vĽλ(t, q, 0)

∣∣ for any (λ, t, q, v) ∈ Λ̂ × [0, τ ] × Bn
3ι/4(0) × Rn. In

particular, for all t ∈ [0, τ ] we have

č|ẋ(t)| ≤
∣∣∂vĽλ(t, x(t), ẋ(t))− ∂vĽλ(t, x(t), 0)

∣∣
≤

∣∣∂vĽλ(t, x(t), ẋ(t))− ∂vĽλ(t, 0, 0)
∣∣+ ∣∣∂vĽλ(t, x(t), 0)− ∂vĽλ(t, 0, 0)

∣∣ .
By this and (3.39) we arrive at

č|ẋ(t)| ≤ eτ |c1(λ, x)− c1(λ, 0)|+ |c2(λ, x)− c2(λ, 0)|+
∣∣∂vĽλ(t, x(t), 0)− ∂vĽλ(t, 0, 0)

∣∣
+eτ (τ + 1)

∫ τ

0
|∂qĽλ(t, x(t), ẋ(t))− ∂qĽλ(t, 0, 0)|dt

+eτ (τ + 1)τ

∫ τ

0
|∂vĽλ(t, x(t), ẋ(t))− ∂vĽλ(t, 0, 0)|dt. (3.40)

Since ∥x∥C0 ≤ (
√
τ +1/

√
τ)∥x∥1,2, as in the final proof of Step 1, the required claim may follow

from (3.40) and the conclusion in Step 1.
Step 3(Complete the proof for the first claim). Note that x satisfies

0 =
d

dt

(
∂vĽλ(t, x(t), ẋ(t))

)
− ∂qĽλ(t, x(t), ẋ(t))

= ∂vvĽλ(t, x(t), ẋ(t))ẍ(t) + ∂vqĽλ(t, x(t), ẋ(t))ẋ(t) + ∂vtĽλ(t, x(t), ẋ(t))

−∂qĽλ(t, x(t), ẋ(t)). (3.41)

In particular, taking x = 0 we get

0 = ∂vtĽλ(t, 0, 0)− ∂qĽλ(t, 0, 0). (3.42)

(6.62) minus (6.63) gives rise to

0 = ∂vvĽλ(t, x(t), ẋ(t))ẍ(t) + ∂vqĽλ(t, x(t), ẋ(t))ẋ(t)

+∂vtĽλ(t, x(t), ẋ(t))− ∂vtĽλ(t, 0, 0)

−∂qĽλ(t, x(t), ẋ(t)) + ∂qĽλ(t, 0, 0). (3.43)

Since (L2) of Lemma 3.8 implies |[∂vvĽλ(t, x(t), ẋ(t))]
−1ξ| ≤ 1

č |ξ| ∀ξ ∈ Rn, (6.64) and (L3) in
Lemma 3.8 lead to

|ẍ(t)| ≤ 1

č
|∂vqĽλ(t, x(t), ẋ(t))| · |ẋ(t)|+

1

č
|∂vtĽλ(t, x(t), ẋ(t))− ∂vtĽλ(t, 0, 0)|
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+
1

č
|∂qĽλ(t, x(t), ẋ(t))− ∂qĽλ(t, 0, 0)|

≤ Č

č
(1 + |ẋ(t)|)| · |ẋ(t)|+ 1

č
|∂vtĽλ(t, x(t), ẋ(t))− ∂vtĽλ(t, 0, 0)|

+
1

č
|∂qĽλ(t, x(t), ẋ(t))− ∂qĽλ(t, 0, 0)|. (3.44)

Recall that Λ̂ is either compact or sequential compact and that ∂qĽλ(t, q, v) and ∂vtĽλ(t, q, v)
is continuous in (λ, t, q, v) by Lemma 3.8(L0). The desired claim easily follows from (6.65) and
the result in Step 2.

Remark 3.12. (i) The existence and continuity of the partial derivative ∂tĽ(·) in Lemma 3.8(L0)
are not used in the proofs of Propositions 3.9, 3.10, 3.11.

(ii) The existence and continuity of the partial derivatives ∂tvĽ(·) and ∂vtĽ(·) in Lemma 3.8(L0)
are not used in the proofs of Propositions 3.9, 3.10; but they are necessary for the proof
of Proposition 3.11.

Proof of Theorem 3.5(I). Since there exist a sequence {(λk, xk)}k≥1 ⊂ Λ×C1
V0×V1

([0, τ ];Bn
ι (0))

converging to (µ, 0) such that each xk is a nonzero solution of the problem (3.12)–(3.13) with
λ = λk, i.e., ∇Ẽ∗

λk
(xk) = 0, k = 1, 2, · · · , by (L1) in Lemma 3.8 with Λ̂ = {µ, λk | k ∈ N} we

deduce that ∇Ěλk
(xk) = 0 for k large enough. Therefore (µ, 0) is a bifurcation point along se-

quence of ∇Ěλ(x) = 0 in Λ̂×U . By (i) and (v)-(vii) of Proposition 3.9 we see that the conditions
of [34, Theorem 3.1] ([37, Theorem C.6]) are satisfied with Fλ = Ěλ and H = X = HV0×V1 ,
U = U and λ∗ = µ. Then m0

τ (Ěµ, 0) > 0 and so m0(Ẽ∗
λ, 0) > 0 by (3.26).

Proof of Theorem 3.7. Since Λ is a real interval and µ ∈ Int(Λ) we can take a small ε > 0 so
that Λ̂ := [µ− ε, µ+ ε] ⊂ Λ. Propositions 3.9, 3.10 shows that (U ,UX , {Ěλ |λ ∈ Λ̂}) satisfies the
conditions in [35, Theorem 3.6] with λ∗ = µ except for the condition (f). The latter may follow
from (3.26) and the assumption, that is, m0(Ěµ, 0) ̸= 0 and m0(Ěλ, 0) = 0 for all λ ∈ Λ̂\{µ} near
µ, and m−(Ěλ, 0) take, respectively, values m−(Ěµ, 0) and m−(Ěµ, 0)+m0(Ěµ, 0) as λ ∈ Λ̂ varies
in two deleted half neighborhoods of µ. Therefore from [37, Theorem C.7] ([36, Theorem 3.6])
we deduce that one of the following occurs:

(i) ∇Ěµ has a sequence of nontrivial zero points converging to 0 in U .

(ii) For every λ ∈ Λ̂ \ {µ} near µ, Aλ has a zero point yλ ̸= 0, which converge to zero in UX

as λ→ µ.

(iii) For a given neighborhood M of 0 ∈ UX , there is an one-sided neighborhood Λ0 of µ in Λ̂
(therefore in Λ) such that for any λ ∈ Λ0 \{µ}, Aλ has at least two distinct nontrivial zero
points in M, y1λ and y2λ, which can also be required to satisfy Ěλ(y1λ) ̸= Ěλ(y2λ) provided
that m0(Ěµ, 0) > 1 and Aλ has only finitely many nontrivial zero points in M.

As above the required results may follow from Proposition 3.11 and (L0) in Lemma 3.8.

In order to prove Theorem 3.5(II) and Theorem 3.6, noting that because of Propositions 3.9, 3.10,
(specially Proposition 3.9(iv) implies that Ěλ|UX ∈ C2(UX ,R) and Bλ is continuous as a map
from UX to Ls(HV0×V1) because A

′
λ = Bλ), we may, respectively, apply [37, Theorem C.4] and

[37, Theorem C.5] to (U ,UX , {Ěλ |λ ∈ Λ̂}) to obtain (I) and (II) of the following theorem.
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Theorem 3.13. (I) (Sufficient condition): Suppose that Λ̂ is first countable and that there
exist two sequences in Λ converging to µ, (λ−k ) and (λ+k ), such that one of the following
conditions is satisfied:

(I.1) For each k ∈ N, either 0 is not an isolated critical point of Ěλ+
k
, or 0 is not an

isolated critical point of Ěλ−
k
, or 0 is an isolated critical point of Ěλ+

k
and Ěλ−

k
and

Cm(Ěλ+
k
, 0;K) and Cm(Ěλ−

k
, 0;K) are not isomorphic for some Abel group K and

some m ∈ Z. Moreover, in the third case, “Cm(Ěλ+
k
, 0;K) and Cm(Ěλ−

k
, 0;K)” may

be replaced by “C∗(Ěλ+
k
|UX , 0;K) and C∗(Ěλ−

k
|UX , 0;K)”.

(I.2) For each k ∈ N, [m−(Ěλ+
k
, 0),m−(Ěλ+

k
, 0) +m0(Ěλ+

k
, 0)] ∩ [m−(Ěλ−

k
, 0),m−(Ěλ−

k
, 0) +

m0(Ěλ−
k
, 0)] = ∅, and there exists λ ∈ {λ+k , λ

−
k } such that 0 is an either nonisolated

or homological visible critical point of Ěλ. Moreover, Ěλ can be replaced by Ěλ|UX in
the second condition.

(I.3) For each k ∈ N, [m−(Ěλ+
k
, 0),m−(Ěλ+

k
, 0) +m0(Ěλ+

k
, 0)] ∩ [m−(Ěλ−

k
, 0),m−(Ěλ−

k
, 0) +

m0(Ěλ−
k
, 0)] = ∅, and either m0(Ěλ+

k
, 0) = 0 or m0(Ěλ−

k
, 0) = 0.

Then there exists a sequence {(λk, xk)}k≥1 in Λ̌ × (U ∩ C2([0, τ ],Rn)) such that λk → µ,
0 < ∥xk∥C2 → 0 and ∇Ěλ(xk) = 0 for k = 1, 2, · · · , where Λ̌ = {µ, λ+k , λ

−
k | k ∈ N}. In

particular, (µ, 0) is a bifurcation point of the problem ∇Ěλ(x) = 0 in Λ̌ × C2([0, τ ],Rn)
with respect to the branch {(λ, 0) |λ ∈ Λ̌} (and so {(λ, 0) |λ ∈ Λ̂}).

(II) (Existence for bifurcations): For λ−, λ+ in a path-connected component of Λ̂ suppose that
one of the following conditions is satisfied:

(II.1) Either 0 is not an isolated critical point of Ěλ+, or 0 is not an isolated critical
point of Ěλ−, or 0 is an isolated critical point of Ěλ+ and Ěλ− and Cm(Ěλ+ , 0;K)
and Cm(Ěλ− , 0;K) are not isomorphic for some Abel group K and some m ∈ Z.
Moreover, in the final case, “Cm(Ěλ+ , 0;K) and Cm(Ěλ− , 0;K)” may be replaced by
“C∗(Ěλ+ |UX , 0;K) and C∗(Ěλ− |UX , 0;K)”.

(II.2) [m−(Ěλ+ , 0),m−(Ěλ+ , 0) + m0(Ěλ+ , 0)] ∩ [m−(Ěλ− , 0),m−(Ěλ− , 0) + m0(Ěλ− , 0)] = ∅,
and there exists λ ∈ {λ+, λ−} such that 0 is an either nonisolated or homological
visible critical point of Ěλ. Moreover, in the second condition, Ěλ can be replaced by
Ěλ|UX .

(II.3) [m−(Ěλ+ , 0),m−(Ěλ+ , 0) + m0(Ěλ+ , 0)] ∩ [m−(Ěλ− , 0),m−(Ěλ− , 0) + m0(Ěλ− , 0)] = ∅,
and either m0(Ěλ+ , 0) = 0 or m0(Ěλ− , 0) = 0.

Then for any path α : [0, 1] → Λ̂ connecting λ+ to λ− there exists a sequence {(tk, xk)}k≥1

in [0, 1]×U converging to (t̄, 0) for some t̄ ∈ [0, 1], such that each xk is a nonzero solution
of ∇Ěα(tk)(x) = 0, k = 1, 2, · · · . (In fact, ∥xk∥C2 → 0 by Proposition 3.11.) Moreover,

α(t̄) is not equal to λ+ (resp. λ−) if m0(Ěλ+ , 0) = 0 (resp. m0(Ěλ− , 0) = 0).

Proof. Step 1(Prove (I)). Because of Propositions 3.9, 3.10, (specially Proposition 3.9(iv) im-
plies that Ěλ|UX ∈ C2(UX ,R) and Bλ is continuous as a map from UX to Ls(HV0×V1) since
A′

λ = Bλ), for the case (I.2) [resp. (I.3)] we apply [37, Theorem C.4(B.1),(B.2)] (resp. [37,
Theorem C.4(B.3)]) to obtain:

(∗) There exists a sequence {(λk, xk)}k≥1 ⊂ Λ̂ × U \ {(µ, 0)} converging to (µ, 0) such that
xk ̸= 0 and ∇Ěλ(xk) = 0 for k = 1, 2, · · · .



41

For the case (I.1), if {Ěλ+
k
}k≥1 or {Ěλ−

k
}k≥1 has a subsequence such that each term of it has 0

as a non-isolated critical point, then we have (∗) naturally. Otherwise, for each sufficiently large
integer l, 0 is an isolated critical point of Ěλ+

l
and Ěλ−

l
and Cml

(Ěλ+
l
, 0;Kl) and Cml

(Ěλ−
l
, 0;Kl)

are not isomorphic for some Abel group Kl and some ml ∈ Z, which implies that for each such
an integer l, 0 is an isolated critical point of Ěλ+

l
|UX and Ěλ−

l
|UX and Cml

(Ěλ+
l
|UX , 0;Kl) and

Cml
(Ěλ−

l
|UX , 0;Kl) are not isomorphic because by Proposition 3.9 we may use [21, Corollary 2.8]

to deduce that Cml
(Ěλ+

l
|UX , 0;Kl) ∼= Cml

(Ěλ+
l
, 0;Kl) and Cml

(Ěλ−
l
|UX , 0;Kl) ∼= Cml

(Ěλ−
l
, 0;Kl).

Then we may use [37, Theorem C.4(A)] to get a contradiction provided that (∗) is not true.
In summary, we get (∗) in this case, and therefore the desired statements by Proposition 3.11.

Step 2(Prove (II)). Applying [37, Theorem C.5] to (U ,UX , {Ěλ |λ ∈ Λ̂}) a similar proof to
that of Step 1 yields the required results.

Proof of Theorem 3.5(II). Suppose that (II.1) is satisfied. If {Ẽ∗
λ+
k

}k≥1 or {Ẽ∗
λ−
k

}k≥1 has a

subsequence such that each term of it has 0 as a non-isolated critical point, then the required
result may follow from (3.25) and Proposition 3.11. Otherwise, for each sufficiently large integer
l, 0 is an isolated critical point of Ẽ∗

λ+
l

and Ẽ∗
λ−
l

and Cml
(Ẽ∗

λ+
l

, 0;Kl) and Cml
(Ẽ∗

λ−
l

, 0;Kl) are not

isomorphic for some Abel group Kl and some ml ∈ Z, which implies by (3.25) that 0 is an
isolated critical point of Ěλ+

l
|UX and Ěλ−

l
|UX and Cml

(Ěλ+
l
|UX , 0;Kl) and Cml

(Ěλ−
l
|UX , 0;Kl) are

not isomorphic. That is, the condition (I.1) in Theorem 3.13 is satisfied. Hence (3.25) and the
conclusion in Theorem 3.13(I) lead to the required result.

Next, let (II.2) be satisfied. If the statements in the second sentence in last paragraph are
true we are done. Otherwise, for each sufficiently large integer l, 0 is an isolated critical point
of Ẽ∗

λ+
l

and Ẽ∗
λ−
l

and either Cml
(Ẽ∗

λ+ , 0;Kl) ̸= 0 for some Abel group Kl and some ml ∈ Z or and

Cnl
(Ẽ∗

λ−
l

, 0;K′
l) ̸= 0 for some Abel group K′

l and some nl ∈ Z. Therefore by (3.25) 0 is an isolated

critical point of Ěλ+
l
|UX and Ěλ−

l
|UX and either Cml

(Ěλ+
l
|UX , 0;Kl) ̸= 0 or Cnl

(Ěλ−
l
|UX , 0;K′

l) ̸= 0.

These mean that the condition (I.2) in Theorem 3.13 is satisfied. As above, Theorem 3.13(I)
and (3.25) yield the desired conclusions.

For the case (I.3), by (3.26) we see that the condition (I.3) in Theorem 3.13 is satisfied. The
required statements are derived as above.

Proof of Theorem 3.6. For the case (i) in Theorem 3.6. The first two cases easily follow from
Proposition 3.11 and (3.25). For the third case, 0 is also an isolated critical point of Ěλ+ and Ěλ−

by Proposition 3.11 and (3.25), and Cm(Ěλ+ |UX , 0;K) and Cm(Ěλ− |UX , 0;K) are not isomorphic.
Theorem 3.13(II) leads to the required results.

For the case (ii) in Theorem 3.6, by (3.25) “0 is an either nonisolated or homological visible
critical point of E∗

λ” is equivalent to “0 is an either nonisolated or homological visible critical
point of Ěλ+ |UX”. Because of these and (3.26), Theorem 3.13(II) yields the required results.

The case (iii) in Theorem 3.6 follows from (3.26) and Theorem 3.13(II).

3.1.4 Proof of Theorem 1.5

By contradiction suppose that there exists a path α : [0, 1] → Λ connecting λ+ to λ− such
that each point (α(s), γα(s)), s ∈ [0, 1], is not a bifurcation point of the problem (1.5)–(1.6) in
α([0, 1]) × C2

S0×S1
([0, τ ];M) with respect to the branch {(λ, γλ) |λ ∈ α([0, 1])}. Then for some
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small ϵ > 0 we have:

γ ∈ C2
Ig([0, τ ];M) satisfies ∥γ − γα(s)∥C2([0,τ ];RN ) ≤ ϵ

and (1.5)–(1.6) with λ = α(s) for some s ∈ [0, 1]
=⇒ γ = γλ for some λ ∈ α([0, 1]).

 (3.45)

Fix a point µ ∈ α([0, 1]). Let γ be as in (3.2). We have a compact neighborhood Λ̂ of µ in
α([0, 1]) such that (3.3) is satisfied for all (λ, t) ∈ Λ̂× [0, τ ], i.e.,

distg(γλ(t), γ(t)) < ι, ∀(λ, t) ∈ Λ̂× [0, τ ]. (3.46)

Then the reduction in Section 3.1.1 is valid after we use Λ̂ to replace Λ therein. Therefore for
the functionals in (3.9), (3.45) implies that for some ϵ̄ > 0 we have

x ∈ C1
V0×V1

([0, τ ];Bn
ι (0)) satisfies ∥x∥C2([0,τ ];RN ) ≤ ϵ̄

and dẼ∗
λ(x) = 0 for some λ ∈ Λ̂ =⇒ x = 0.

}
(3.47)

It follows from this fact, (3.25) and Proposition 3.11 that there exists ϵ̂ > 0 such that

x ∈ U satisfies ∥x∥1,2 ≤ ϵ̂ and

dĚλ(x) = 0 for some λ ∈ Λ̂ =⇒ x = 0.

}
(3.48)

Since we can shrink ϵ̂ > 0 so that the ball B̄ϵ̂(HV0×V1) := {ξ ∈ HV0×V1 | ∥ξ∥1,2 ≤ ϵ̂} is contained
in U , (3.48) means that 0 ∈ U is a unique critical point of Ěλ in B̄ϵ̂(HV0×V1) for each λ ∈ Λ̂.

Take s̄ ∈ [0, 1] such that α(s̄) = µ. We have a connected compact neighborhood N(s̄) of s̄ in
[0, 1] such that α(N(s̄)) ⊂ Λ̂. Because of (3.48), as in the proof of [37, Theorem C.5] we have
a correspondent result of [37, (C.17)] and therefore obtain that for any Abel group K and any
s, s′ ∈ N(s̄),

Cq(Ěα(s), 0;K) ∼= Cq(Ěα(s′), 0;K), ∀q ∈ N ∪ {0}. (3.49)

As in the previous proofs we may use [21, Corollary 2.8] to deduce that

Cq(Ěλ|UX , 0;K) ∼= Cq(Ěλ, 0;K), ∀λ ∈ Λ̂.

This, (3.25) and (3.10) lead to

Cq(Ěλ|UX , 0;K) ∼= Cq(Ẽ∗
λ, 0;K) ∼= Cq(Eλ, γλ;K), ∀λ ∈ Λ̂.

and hence

Cq(Eα(s), γα(s);K) ∼= Cq(Eα(s′), γα(s′);K), ∀s, s′ ∈ N(s̄), ∀q ∈ N ∪ {0}. (3.50)

Because the point µ ∈ α([0, 1]) is arbitrary, (3.50) implies

Cq(Eλ, γλ;K) ∼= Cq(Eλ′ , γλ′ ;K), ∀λ, λ′ ∈ α([0, 1]), ∀q ∈ N ∪ {0}. (3.51)

Almost repeating the arguments below (C.18) in the proof of [37, Theorem C.5] we may see
that (3.51) contradicts to each of the conditions (i)-(iii) in Theorem 1.5. Hence the assumption
above (3.45) is not true. Theorem 1.5 is proved. 2
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3.2 Proof of Theorem 1.9

We first admit the following version of the Morse index theorem due to Duistermaat [11],
which can directly lead to the Morse index theorem in Finsler geometry (Corollary 9.7).

Theorem 3.14. Let the functionals LS0,s be as in (1.8). Then

m−(LS0,λ, γλ) =
∑

0<s<λ

m0(LS0,s, γs), ∀λ ∈ (0, τ ].

Theorem 3.14 implies that there only exist finitely many µ ∈ (0, τ) where m0(LS0,µ, γµ) ̸= 0,
and hence the conclusion (i) follows.

Proof of Theorem 1.9. In the arguments above (7.9) taking γµ = γ and S1 = {γ(τ)} we have
a unique map

u ∈ C1
V0×{0}([0, τ ];B

n
ι (0)) ∩ C3([0, τ ];Bn

ι (0))

such that u(0) = u(τ) = 0 and γ(t) = ϕγ(t,u(t)) for all t ∈ [0, τ ]. For λ ∈ (0, τ ] let

W 1,2
V0×{u(λ)}([0, λ];B

n
2ι(0)) =

{
u ∈W 1,2

V0×{u(λ)}([0, λ];R
n)
∣∣u([0, λ]) ⊂ Bn

2ι(0))
}
,

which contains C1
V0×{u(λ)}([0, λ];B

n
2ι(0)) as a dense subset. As before using [48, Theorems 4.2, 4.3]

we deduce that

W 1,2
S0×{γ(λ)}([0, λ];M) :=

{
α ∈W 1,2([0, λ];M)

∣∣α(0) ∈ S0, α(λ) = γ(λ)
}

is a C4 Hilbert manifold and obtain a C2 chart

Φλ :W 1,2
V0×{0}([0, λ];B

n
ι (0)) →W 1,2

S0×{γ(λ)}([0, λ];M)

given by Φλ(ξ)(t) = ϕγ(t,uλ(t) + ξ(t)) ∀t ∈ [0, λ] for each λ ∈ (0, τ ], where uλ := u|[0,λ]. Then
Φλ(0) = γλ := γ|[0,λ]. Note that Φλ : C1

V0×{0}([0, λ];B
n
ι (0)) → C1

S0×{γ(λ)}([0, λ];M) is also a C2

chart by the ω-Lemma. Clearly, the Banach space isomorphism

Γλ :W 1,2
V0×{0}([0, 1];R

n) →W 1,2
V0×{0}([0, λ];R

n), ξ 7→ ξ(λ−1·)

maps W 1,2
V0×{0}([0, 1];B

n
ι (0)) onto W

1,2
V0×{0}([0, λ];B

n
ι (0)). Put

Lλ :W 1,2
V0×{0}([0, 1];B

n
ι (0)) → R, ξ 7→ LS0,λ ◦ Φλ ◦ Γλ(ξ).

It is easy to check that

Lλ(ξ) =

∫ λ

0
L

(
t,Φλ(Γλ(ξ))(t),

d

dt
Φλ(Γλ(ξ))(t)

)
dt

=

∫ 1

0
λL

(
λs,Φλ(Γλ(ξ))(λs),

d

dt
Φλ(Γλ(ξ))(t)

∣∣∣
t=λs

)
ds. (3.52)

Note that Φλ(Γλ(ξ))(t) = ϕγ(t,uλ(t) + Γλ(ξ)(t)) = ϕγ(t,uλ(t) + ξ(t/λ)) for all t ∈ [0, λ]. We
have

d

dt
Φλ(Γλ(ξ))(t) = D1ϕγ(t,uλ(t) + ξ(t/λ)) +D2ϕγ(t,uλ(t) + ξ(t/λ))[u̇λ(t) +

1

λ
ξ̇(t/λ)].
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It follows that for any s ∈ [0, 1],

Φλ(Γλ(ξ))(λs) = ϕγ(λs,u(λs) + ξ(s)),

d

dt
Φλ(Γλ(ξ))(t)

∣∣∣
t=λs

= D1ϕγ(λs,u(λs) + ξ(s)) +D2ϕγ(λs,u(λs) + ξ(s))[u̇(λs) +
1

λ
ξ̇(s)].

Define L̂ : (0, τ)× [0, 1]×Bn
ι (0)× Rn → R by

L̂(λ, s, q, v) = L̂λ(s, q, v)

= λL

(
λs, ϕγ(λs,u(λs) + q), D1ϕγ(λs,u(λs) + q) +

1

λ
D2ϕγ(λs,u(λs) + q)[v + λu̇(λs)]

)
.

(3.53)

Since both u and L are C3, L̂ is C2 and fiberwise strictly convex. Clearly, (3.52) becomes

Lλ(ξ) =

∫ 1

0
L̂λ

(
t, ξ(t), ξ̇(t)

)
dt. (3.54)

Let γλ := γ|[0,λ]. Then Φλ ◦ Γλ(0) = γλ and

dLλ(0) = dLS0,λ(γλ) ◦ d(Φλ ◦ Γλ)(0) = 0,

d2Lλ(0)[ξ, η] = d2LS0,λ(γλ)
[
dΦλ(0)[Γλ(ξ)], dΦλ(0)[Γλ(η)]

]
, ∀ξ, η ∈W 1,2

V0×{0}([0, 1];R
n).

Let m−(Lλ, 0) and m
0(Lλ, 0) be the Morse index and nullity of Lλ at 0, respectively. Then

m−(Lλ, 0) = m−(LS0,λ, γλ) and m0(Lλ, 0) = m0(LS0,λ, γλ) (3.55)

because dΦλ(0) ◦ Γλ

(
C1
V0×{0}([0, 1];R

n)
)
is equal to

C1
S0×{γλ(λ)}(γ

∗
λTM) :=

{
X ∈ C1(γ∗λTM)

∣∣X(0) ∈ Tγλ(0)S0 = Tγ(0)S0, X(λ) = 0
}
.

Claim 3.15. For µ ∈ (0, τ ], µ is a bifurcation instant for (S0, γ) if and only if (µ, 0) ∈
(0, τ ]× C1

V0×{0}([0, 1];B
n
ι (0)) is a bifurcation point of the problem

d

dt

(
∂vL̂λ(t, x(t), ẋ(t))

)
− ∂xL̂λ(t, x(t), ẋ(t)) = 0, (3.56)

x ∈ C2([0, 1];Bn
ι (0)), (x(0), x(1)) ∈ V0 × {0} and

∂vL̂λ(0, x(0), ẋ(0))[v0] = 0 ∀v0 ∈ V0.

}
(3.57)

with respect to the trivial branch {(λ, 0) |λ ∈ (0, τ ]} in (0, τ ]× C1
V0×{0}([0, 1];B

n
ι (0)).

Proof. By Definition 1.8 a real µ ∈ (0, τ ] is a bifurcation instant for (S0, γ) if and only if there
exists a sequence (λk) ⊂ (0, τ ] converging to µ and a sequence of Euler-Lagrange curves of L
emanating perpendicularly from S0, γ

k : [0, λk] → M , such that (1.10) and (1.11) are satisfied,
i.e.,

γk(tk) = γ(λk) for all k ∈ N, 0 < ∥γk − γ|[0,λk]∥C1([0,tk],RN ) → 0 as k → ∞.

Since λk → µ, from the latter we deduce that for each k large enough each γk sits in the
image of the map Φλk

: C1
V0×{0}([0, λk];B

n
ι (0)) → C1

S0×{γ(λk)}([0, λk];M) and therefore there

exists a unique uk ∈ C1
V0×{0}([0, λk];B

n
ι (0)) such that Φλk

(uk) = γk ∈ C1
S0×{γ(λk)}([0, λk];M).
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Let vk := (Γλk
)−1(uk) ∈ C1

V0×{0}([0, 1];B
n
ι (0)). It follows from Φλk

(0) = γ|[0,λk] that 0 <

∥uk∥C1([0,λk],Rn) → 0 and so 0 < ∥vk∥C1([0,1],Rn) → 0 as k → ∞. Moreover, Φλk
◦ Γλk

(vk) =
γ|[0,λk] implies

dLλk
(vk) = dLS0,λk

(
Φλk

◦ Γλk
(vk)

)
◦ d(Φλk

◦ Γλk
)(vk) = 0.

These affirm the necessary.
Carefully checking the above arguments it is easily seen that the sufficiency also holds.

Suppose that µ ∈ (0, τ ] is a bifurcation instant for (S0, γ). Then it follows from Claim 3.15
and Theorem 1.4 (or Theorem 3.5) thatm0(Lµ, 0) > 0 and thereforem0(LS0,µ, γµ) > 0 by (3.55).
That is, µ is a S0-focal point along γ. (ii) is proved.

Finally, let us prove (iii). Suppose that µ ∈ (0, τ) is a S0-focal point along γ. By (i) or
Theorem 3.14 there only exist finitely many numbers in (0, τ), 0 < µ1 < · · · < µm < τ , such
that m0(LS0,µi , γµi) > 0, i = 1, · · · ,m. Then µ ∈ {µ1, · · · , µm}. Then by Theorem 3.14 and
(3.55) we obtain that

m0(Lµi , 0) ̸= 0, i = 1, · · · ,m and m0(Lλ, 0) = 0 for λ ∈ (0, τ) \ {µ1, · · · , µm},
m−(Lλ, 0) =

∑
0<s<λ

m0(Ls, 0), ∀λ ∈ (0, τ ]. (3.58)

Let ρ be the distance from µ to the set {0, µ1, · · · , µm, τ} \ {µ}. Then for any 0 < ϵ < ρ it holds
that m−(Lµ−ϵ, 0) ̸= m−(Lµ+ϵ, 0) and that m0(Lµ−ϵ, 0) = m0(Lµ+ϵ, 0) = 0. By Theorem 3.5(II)
and Claim 3.15 we deduce that µ is a bifurcation instant for (S0, γ). This completes the proof
of the first claim in (iii).

It remains to prove others in (iii). Note that (3.58) gives rise to

m−(Lλ, 0) =

{
m−(Lµ, 0) for λ < µ near µ,
m−(Lµ, 0) +m0(Lµ, 0) for λ > µ near µ.

Then Theorem 3.7 may be applicable to Ẽ∗
λ = Lλ and V1 = {0} ⊂ Rn, and therefore one of the

following alternatives occurs:

(A) The problem (3.56)–(3.57) with λ = µ has a sequence of distinct solutions, vk ̸= 0,
k = 1, 2, · · · , which converges to 0 in C2

V0×{0}([0, 1];B
n
ι (0)).

(B) There exists a real 0 < σ < min{µ, τ − µ} such that for every λ ∈ [µ− σ, µ+ σ] \ {µ} the
problem (3.56)–(3.57) with parameter value λ has a solution vλ ̸= 0 to satisfy ∥vλ∥C2 → 0
as λ→ µ.

(C) For a given neighborhood W of 0 ∈ C1
V0×{0}([0, 1];B

n
ι (0)), there exists a real 0 < σ <

min{µ, τ − µ} such that for any λ ∈ Λ0 \ {µ}, where Λ0 = [µ − σ, µ] or [µ, µ + σ], the
problem (3.56)–(3.57) with parameter value λ has at least two distinct solutions in W,
vλ
1 ̸= 0 and vλ

2 ̸= 0, which can also be required to satisfy Lλ(v
λ
1 ) ̸= Lλ(v

λ
2 ) provided that

m0(Lµ, 0) > 1 and the problem (3.12)–(3.13) with parameter value λ has only finitely
many solutions in W.

Let us prove that the cases (A) and (B) lead to (iii-1) and (iii-2) in Theorem 1.9, respectively.
In the case of (A) above, C2 paths

αk : [0, µ] →M, t 7→ (Φµ ◦ Γµ)(v
k)(t) = ϕγ

(
t,u(t) + vk(t/µ)

)
, k = 1, 2, · · · ,
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are a sequence distinct C2 Euler-Lagrange curves of L emanating perpendicularly from S0 and
ending at γ(µ), and each of them is not equal to γ|[0,µ]. Moreover, since ϕγ : [0, τ ]×Bn

2ι(0) →M
and u : [0, τ ] → Bn

ι (0) are C
5 and C3, respectively, we have a continuous map

C2([0, µ]; [0, τ ]×Bn
2ι(0)) → C2([0, µ];M), w 7→ ϕγ ◦ w

by Exercise 10 on the page 64 of [16], and a C∞ map

Θ : C2([0, 1];Bn
ι (0)) → C2([0, µ]; [0, τ ]×Bn

2ι(0))

given by Θ(v)(t) = (t,u(t) + v(t/µ)). Hence the composition map

C2([0, 1];Bn
ι (0)) → C2([0, µ];M), v 7→ ϕγ ◦Θ(v) = (Φµ ◦ Γµ)(v)

is continuous, and therefore αk = (Φµ ◦ Γµ)(v
k) → Φµ(0) = γ|[0,µ] in C2([0, µ],RN ) as k → ∞.

In the case of (B) above, for each λ ∈ [µ− σ, µ+ σ] \ {µ},

αλ : [0, λ] →M, t 7→ (Φλ ◦ Γλ)(v
λ)(t) = ϕγ

(
t,u(t) + vλ(t/λ)

)
is a C2 Euler-Lagrange curve of L emanating perpendicularly from S0 and ending at γ(λ), and
not equal to γ|[0,λ]. We cannot prove the desired claim as above. But noting that we have

assumed M ⊂ RN , ϕγ can be viewed as a C5 map from [0, τ ] × Bn
2ι(0) to RN . A straight

computation leads to

(αλ)′(t) = D1ϕγ

(
t,u(t) + vλ(t/λ)

)
+D2ϕγ

(
t,u(t) + vλ(t/λ)

)
[u′(t) +

1

λ
(vλ)′(t/λ)],

(αλ)′′(t) = D1D1ϕγ

(
t,u(t) + vλ(t/λ)

)
+D2D1ϕγ

(
t,u(t) + vλ(t/λ)

)
[u′(t) +

1

λ
(vλ)′(t/λ)]

+ D2D1ϕγ

(
t,u(t) + vλ(t/λ)

)
[u′(t) +

1

λ
(vλ)′(t/λ)]

+ D2ϕγ

(
t,u(t) + vλ(t/λ)

)
[u′′(t) +

1

λ2
(vλ)′′(t/λ)]

+ D2D2ϕγ

(
t,u(t) + vλ(t/λ)

)
[u′(t) +

1

λ
(vλ)′(t/λ),u′(t) +

1

λ
(vλ)′(t/λ)],

where we denote by D1 and D2 the partial derivatives of ϕγ(t, x) with respect to the arguments
t and x, respectively, and in particular, the final term is equal to

∂2

∂s1∂s2
ϕγ

(
t,u(t) + vλ(t/λ) + (s1 + s2)(u

′(t) +
1

λ
(vλ)′(t/λ))

) ∣∣∣∣∣
s1=s2=0

.

Since (µ + σ)i ≤ λi ≤ (µ − σ)i, i = 1, 2, and ∥vλ∥C2 → 0 as λ → µ, it follows from the above
expressions that ∥αλ − γ|[0,λ]∥C2([0,λ],RN ) → 0 as λ→ µ.

(As pointed out below (1.7) the above Euler-Lagrange curves of L, αk, α
λ and the following

βiλ are actually C3.)
Suppose that (iii-1) and (iii-2) in Theorem 1.9 do not hold. Then the above proofs show that

the cases (A) and (B) do not occur. That is, the case (C) must hold. Let us prove that it
implies (iii-3) in Theorem 1.9. By the proof of the case (B) above we have positive numbers δ
and σ′ < min{µ, τ − µ} such that

W0 :=
{
v ∈ C1

V0×{0}([0, 1];B
n
ι (0))

∣∣ ∥v∥C1 ≤ δ
}
⊂ W
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and that C1-paths
αλ,v : [0, λ] →M, t 7→ ϕγ (t,u(t) + v(t/λ))

associated with (λ,v) ∈ [µ− σ′, µ+ σ]× {v ∈ C1
V0×{0}([0, 1];B

n
ι (0)) | ∥v∥C1 ≤ δ} satisfy

∥αλ,v − γ|[0,λ]∥C1 < ϵ.

By (C) there exists a positive number σ0 ≤ min{σ′, σ} such that the corresponding conclusions
in (C) also hold true after W and σ are replaced by W0 and σ0, respectively. For Λ∗ :=
Λ0 ∩ [µ − σ0, µ + σ0] and λ ∈ Λ∗ \ {µ}, let vλ

1 ∈ W0 \ {0} and vλ
2 ∈ W0 \ {0} be two distinct

solutions of the problem (3.56)–(3.57) with parameter value λ. Then

βiλ : [0, λ] →M, t 7→ (Φλ ◦ Γλ)(v
λ
i )(t) = ϕγ

(
t,u(t) + vλ

i (t/λ)
)
, i = 1, 2,

are two distinct C2 Euler-Lagrange curves of L emanating perpendicularly from S0 and ending
at γ(λ), and not equal to γ|[0,λ]. Moreover both satisfy ∥βλi − γ|[0,λ]∥C1 < ϵ, i = 1, 2.

Suppose further that m0(LS0,µ, γµ) = m0(Lµ, 0) > 1. For λ ∈ Λ∗ \ {µ}, if there only exist
finitely many distinct C2 Euler-Lagrange curves of L emanating perpendicularly from S0 and
ending at γ(λ), α1, · · · , αm, such that ∥αi − γ|[0,λ]∥C1 < ϵ, i = 1, · · · ,m. then the above
arguments imply that the problem (3.56)–(3.57) with parameter value λ has only finitely many
solutions in W0. In this case the above vλ

1 and vλ
2 can be chosen to satisfy Lλ(v

λ
1 ) ̸= Lλ(v

λ
2 ),

which implies (1.12).

Proof of Theorem 3.14. Follow the first paragraph in the proof of Theorem 1.9. We have a
C2 chart

Ψλ : C1
V0×{u(λ)}([0, λ];B

n
2ι(0)) → C1

S0×{γ(λ)}([0, λ];M)

given by Ψλ(ξ)(t) = ϕγ(t, ξ(t)) ∀t ∈ [0, λ] for each λ ∈ (0, τ ]. Then Ψλ(uλ(t)) = γλ, where
uλ := u|[0,λ] and γλ = γ|[0,λ]. Define L̃ : [0, τ ]×Bn

2ι(0)× Rn → R by

L̃(t, q, v) = L̃(t, q, v) = L (t, ϕγ(t, q), Dtϕγ(t, q) +Dqϕγ(t, q)[v]) .

By Assumption 1.7, L̃ is C3 and L̃(t, q, v) is strictly convex in v for each (t, q) ∈ [0, τ ]×Bn
2ι(0).

Therefore for each λ ∈ (0, τ ] the functional

C1
V0×{u(λ)}([0, λ];B

n
2ι(0)) ∋ x 7→ ẼV0,λ(x) =

∫ λ

0
L̃(t, x(t), ẋ(t))dt ∈ R

is C2, and satisfies dẼV0,λ(uλ) = 0 and

ẼV0,λ(ξ) = LS0,λ (Ψγ(ξ)) for all ξ ∈ C1
V0×{u(λ)}([0, λ];B

n
2ι(0)).

With the same reasoning as for (3.55) these yield

m−(ẼV0,λ,uλ) = m−(LS0,λ, γλ) and m0(ẼV0,λ,uλ) = m0(LS0,λ, γλ). (3.59)

Therefore from now on we may assume that M = Rn and S0 is a linear subspace in Rn. Then
for 0 < λ ≤ τ and y, z ∈ C1

S0×{0}([0, λ];R
n),

D2LS0,λ(γλ)[y, z] =

∫ λ

0

[
(Pẏ + Qy) · ż + QT ẏ · z + Ry · z

]
dt, (3.60)
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where P(t) = ∂vvL (t, γ(t), γ̇(t)), Q(t) = ∂xvL (t, γ(t), γ̇(t)) and R(t) = ∂xxL (t, γ(t), γ̇(t)).

Let v = v(t, x, ξ) be the solution of ξ = ∂vL(t, x, v). Define

H(t, x, ξ) = ⟨v(t, x, ξ), ξ⟩Rn − L(t, x, v(t, x, ξ)).

Writing x(t) = γ(t) and ξ(t) = ∂vL(t, x(t), v(t)), we get that (1.7) is equivalent to

d
dtx(t) = ∂ξH(t, x(t), ξ(t)),
d
dtξ(t) = −∂xH(t, x(t), ξ(t))

}
(3.61)

with boundary condition

(x(0), x(τ)) ∈ S0 × {q} ⊂ Rn × Rn,
(ξ(0),−ξ(τ)) ∈ S⊥

0 × Rn

}
(3.62)

since (T(x(0),x(τ))(S0×{q})⊥ = (S0×{0})⊥ = S⊥
0 ×Rn. Note that T ∗Rn = Rn×Rn. The natural

projection π : T ∗M → M becomes the projection from Rn × Rn onto the first factor Rn. The
co-normal bundle of S0, i.e., N

∗S0 = {(x, ξ) ∈ T ∗M |x ∈ S0, ⟨ξ, v⟩ = 0 ∀v ∈ TxS0}, becomes
S0 × S⊥

0 and therefore its tangent space U = S0 × S⊥
0 . Moreover the vertical space V is equal

to {0} × Rn ⊂ Rn × Rn. By [11, Proposition 4.5] with ρ = U × V we have

m−(D2LS0,λ(γλ)) =
∑

0<s<λ

dim(U ∩ Φ(0, s)−1(V )), (3.63)

where Φ(0, t), according to (1.19) and (1.20) in [11], is the fundamental matrix solution of(
ẋ(t)
ẏ(t)

)
= A(0, t)

(
x(t)
y(t)

)
(3.64)

with

A(0, t) =

(
D2

xξH(t, x(t), ξ(t)) D2
ξH(t, x(t), ξ(t))

−D2
xxH(t, x(t), ξ(t)) −D2

ξxH(t, x(t), ξ(t))

)
with ξ(t) = ∂vL(t, γ(t), γ̇(t)). Note that [11, (1.13)-(1.14)] with µ = 0 corresponds to the Jacobi
equation of the functional LS0,τ , namely, the following linearized problem of (1.7)

d
dt

(
Q(t) · x(t) + P(t) · ẋ(t)

)
= R(t) · x(t) + QT (t) · ẋ(t),

x(0) ∈ S0, x(τ) = 0 and Q(0) · x(0) + P(0) · ẋ(0) ∈ S⊥
0

}
(3.65)

whose solution space is equal to the kernel of D2LS0,τ (γ). It was claimed in [11, page 179] that
(3.65) is equivalent to (3.64) plus with boundary condition

(x(0), x(τ)) ∈ S0 × {0} ⊂ Rn × Rn,
y(0) ∈ S⊥

0 .

}
(3.66)

According to the deduction from [11, (1.13)-(1.14)] with µ = 0 to [11, (1.19)-(1.21)] with µ = 0,
(3.64) was obtained by putting y(t) := Q(t) · x(t) + P(t) · ẋ(t) in (3.66). Hence (3.64) is exactly(

ẋ(t)
ẏ(t)

)
=

(
−[P(t)]−1Q(t) [P(t)]−1

R(t)− [Q(t)]T [P(t)]−1Q(t) [Q(t)]T [P(t)]−1

)(
x(t)
y(t)

)
, (3.67)
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that is, (
−[P(t)]−1Q(t) [P(t)]−1

R(t)− [Q(t)]T [P(t)]−1Q(t) [Q(t)]T [P(t)]−1

)
= A(0, t)

with ξ(t) = ∂vL(t, γ(t), γ̇(t)). (Hence Φ(0, t) = dϕt(γ(0), ∂vL(t, γ(0), γ̇(0))) : R2n → R2n, where
ϕt is the flow of the Hamiltonian system (3.61); see [11, page 192].)

Note that the map sending (x̄, ȳ) ∈ U ∩ Φ(0, τ)−1(V ) to x, where (x(t), y(t)) = Φ(0, t)(x̄, ȳ)
with 0 ≤ t ≤ τ , is a linear isomorphism between U ∩ Φ(0, τ)−1(V ) and the space of solutions of
(3.65). We obtain

dim(U ∩ Φ(0, τ)−1(V )) = m0(D2LS0,λ(γτ ))

and so dim(U ∩ Φ(0, s)−1(V )) = m0(D2LS0,s(γs)) since τ may be replaced by any 0 < λ ≤ τ .
The desired conclusion follows from these and (3.63).

4 Proofs of Theorems 1.13, 1.14, 1.15

The proofs are completely similar to those of Section 3. We only outline main procedures.

4.1 Reduction to Euclidean spaces

As in Section 3.1.1, we have a positive number ι such that 3ι is less than the injectivity radius
of g at each point on γµ([0, τ ]), and a path γ ∈ C1

Ig([0, τ ];M) ∩ C7([0, τ ];M) such that (3.2)

is satisfied. Then the injectivity radius of g at each point on γ([0, τ ]) is at least 2ι. Then we
assume that (3.3) is satisfied. (For cases of Theorems 1.13, 1.15, it is naturally satisfied after
shrinking Λ toward µ.)

As in [32, §3], starting with a unit orthogonal frame at Tγµ(0)M and using the parallel trans-
port along γ with respect to the Levi-Civita connection of the Riemannian metric g we get a
unit orthogonal parallel C5 frame field [0, τ ] → γ∗TM, t 7→ (e1(t), · · · , en(t)). Note that there
exists a unique orthogonal matrix Eγ such that (e1(τ), · · · , en(τ)) = (Ig∗e1(0), · · · , Ig∗en(0))Eγ .
Let Bn

2ι(0) := {x ∈ Rn | |x| < 2ι} and exp denote the exponential map of g. Then

ϕγ : [0, τ ]×Bn
2ι(0) →M, (t, x) 7→ expγ(t)

(
n∑

i=1

xiei(t)

)
(4.1)

is a C5 map and satisfies

ϕγ(τ, x) = Ig
(
ϕγ(0, (Eγx

T )T )
)

and dϕγ(τ, x)[(1, v)] = dϕγ(0, (Eγx
T )T )[(τ, (Eγv

T )T )]

for any (t, x, v) ∈ [0, τ ]×Bn
2ι(0)×Rn. (Note that the tangent map dϕγ : T ([0, τ ]×Bn

2ι(0)) → TM
is C4.) Consider the Hilbert subspace

W 1,2
Eγ

([0, τ ];Rn) := {u ∈W 1,2([0, τ ];Rn) |u(τ) = Eγu(0)} (4.2)

of W 1,2([0, τ ];R2n) equipped with W 1,2-inner product (2.2), and Banach spaces

Ci
Eγ

([0, τ ];Rn) = {u ∈ Ci([0, τ ];Rn) |u(τ) = Eγu(0)} (4.3)

with the induced norm ∥ · ∥Ci from Ci([0, τ ],Rn) for i ∈ N ∪ {0}. By [48, Theorem 4.3], we get
a C2 coordinate chart around γ on the C4 Banach manifold C1

Ig([0, τ ];M),

Φγ : C1
Eγ

([0, τ ], Bn
2ι(0)) = {ξ ∈ C1

Eγ
([0, τ ],Rn) | ∥ξ∥C0 < 2ι} → C1

Ig([0, τ ];M) (4.4)
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given by Φγ(ξ)(t) = ϕγ(t, ξ(t)), and

dΦγ(0) : C
1
Eγ

([0, τ ],Rn) → C1
Ig(γ

∗TM), ξ 7→
n∑

j=1

ξjej .

By (3.2) and (3.3), for each λ ∈ Λ there exists a unique map uλ : [0, τ ] → Bn
ι (0) such that

γλ(t) = ϕγ(t,uλ(t)) = expγ(t)

(
n∑

i=1

ui
λei(t)

)
, t ∈ [0, τ ].

As in the proofs of Lemma 3.1, 3.2 we have:

Lemma 4.1. uλ ∈ C2([0, τ ];Bn
ι (0)), uµ(0) = 0 = uµ(τ) (and so uλ ∈ C1

Eγ
([0, τ ], Bn

ι (0))) and

(λ, t) 7→ uλ(t), (λ, t) 7→ u̇λ(t) and (λ, t) 7→ üλ(t)

are continuous as maps from Λ× [0, τ ] to Rn.

Let L̃∗ : Λ× [0, τ ]×Bn
ι (0)× Rn → R by (7.9). It satisfies Proposition 3.3. Each functional

Ẽ∗
λ : C1

Eγ
([0, τ ], Bn

ι (0)) → R, x 7→
∫ 1

0
L̃∗
λ(t, x(t), ẋ(t))dt (4.5)

is C2, and satisfies

Ẽ∗
λ(x) = Eλ (Φγ(x+ uλ)) ∀x ∈ C1

Eγ
([0, τ ], Bn

ι (0)) and dẼ∗
λ(0) = 0. (4.6)

Hence for each λ ∈ Λ, x ∈ C1
Eγ

([0, τ ], Bn
ι (0)) satisfies dẼ

∗
λ(x) = 0 if and only if γ := Φγ(x+ uλ)

satisfies dEλ(γ) = 0; and in this case γ and x have the same Morse indexes and nullities. In
particular, for each λ ∈ Λ, it holds that

m−(Ẽ∗
λ, 0) = m−(Eλ, γλ) and m0(Ẽ∗

λ, 0) = m0(Eλ, γλ). (4.7)

The critical points of Ẽ∗
λ correspond to the solutions of the following boundary problem:

d

dt

(
∂vL̃

∗
λ(t, x(t), ẋ(t))

)
− ∂qL̃

∗
λ(t, x(t), ẋ(t)) = 0, (4.8)

x ∈ C2
Eγ

([0, τ ], Bn
ι (0)) and

(ET
γ )

−1∂vL̃
∗
λ(0, x(0), ẋ(0)) = ∂vL̃

∗
λ(τ, x(τ), ẋ(τ))

}
(4.9)

([6, Proposition 4.2]). Corresponding to Theorems 3.5, 3.6, 3.7, we have the following three
theorems, which also hold true provided that L̃∗ satisfies (a) in Proposition 3.3 and the weaker
(b’) in Remark 3.4 as noted in Remark 3.4.

Theorem 4.2. (I) (Necessary condition): Suppose that (µ, 0) ∈ Λ × C1
Eγ

([0, τ ], Bn
ι (0)) is a

bifurcation point along sequences of the problem (4.8)–(4.9) with respect to the trivial
branch {(λ, 0) |λ ∈ Λ} in Λ× C1

Eγ
([0, τ ], Bn

ι (0)). Then m0(Ẽ∗
µ, 0) > 0.

(II) (Sufficient condition): Suppose that Λ is first countable and that there exist two sequences
in Λ converging to µ, (λ−k ) and (λ+k ), such that one of the following conditions is satisfied:
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(II.1) For each k ∈ N, either 0 is not an isolated critical point of Ẽ∗
λ+
k

, or 0 is not an

isolated critical point of Ẽ∗
λ−
k

, or 0 is an isolated critical point of Ẽ∗
λ+
k

and Ẽ∗
λ−
k

and

Cm(Ẽ∗
λ+
k

, 0;K) and Cm(Ẽ∗
λ−
k

, 0;K) are not isomorphic for some Abel group K and

some m ∈ Z.
(II.2) For each k ∈ N, there exists λ ∈ {λ+k , λ

−
k } such that 0 is an either nonisolated or

homological visible critical point of Ẽ∗
λ , and

[m−(Ẽ∗
λ−
k

, 0),m−(Ẽ∗
λ−
k

, 0) +m0(Ẽ∗
λ−
k

, 0)] ∩ [m−(Ẽ∗
λ+
k

, 0),m−(Ẽ∗
λ+
k

, 0) +m0(Ẽ∗
λ+
k

, 0)] = ∅.

(II.3) [m−(Ẽ∗
λ−
k

, 0),m−(Ẽ∗
λ−
k

, 0) +m0(Ẽ∗
λ−
k

, 0)] ∩ [m−(Ẽ∗
λ+
k

, 0),m−(Ẽ∗
λ+
k

, 0) +m0(Ẽ∗
λ+
k

, 0)] = ∅,

and either m0(Ẽ∗
λ−
k

, 0) = 0 or m0(Ẽ∗
λ+
k

, 0) = 0 for each k ∈ N.

Then (µ, 0) is a bifurcation point of the problem (4.8)–(4.9) in Λ̂×C2
Eγ

([0, τ ], Bn
ι (0)) with

respect to the branch {(λ, 0) |λ ∈ Λ̂} (and so {(λ, 0) |λ ∈ Λ}), where Λ̂ = {µ, λ+k , λ
−
k | k ∈

N}.

Theorem 4.3 (Existence for bifurcations). Let Λ be connected. For λ−, λ+ ∈ Λ suppose that one
of the following conditions is satisfied:

(i) Either 0 is not an isolated critical point of Ẽ∗
λ+, or 0 is not an isolated critical point of Ẽ∗

λ−,

or 0 is an isolated critical point of Ẽ∗
λ+ and Ẽ∗

λ− and Cm(Ẽ∗
λ+ , 0;K) and Cm(Ẽ∗

λ− , 0;K) are
not isomorphic for some Abel group K and some m ∈ Z.

(ii) [m−(Ẽ∗
λ− , 0),m

−(Ẽ∗
λ− , 0) +m0(Ẽ∗

λ− , 0)] ∩ [m−(Ẽ∗
λ+ , 0),m

−(Ẽ∗
λ+ , 0) +m0(Ẽ∗

λ+ , 0)] = ∅, and
there exists λ ∈ {λ+, λ−} such that 0 is an either nonisolated or homological visible critical
point of E∗

λ.

(iii) [m−(Ẽ∗
λ− , 0),m

−(Ẽ∗
λ− , 0) +m0(Ẽ∗

λ− , 0)] ∩ [m−(Ẽ∗
λ+ , 0),m

−(Ẽ∗
λ+ , 0) +m0(Ẽ∗

λ+ , 0)] = ∅, and
either m0(E∗

λ+ , 0) = 0 or m0(E∗
λ− , 0) = 0.

Then for any path α : [0, 1] → Λ connecting λ+ to λ− there exists a sequence (tk) ⊂ [0, 1]
converging to some t̄ ∈ [0, 1], and a nonzero solution xk of the problem (4.8)–(4.9) with λ = α(tk)
for each k ∈ N such that ∥xk∥C2([0,τ ];Rn) → 0 as k → ∞. Moreover, α(t̄) is not equal to λ+

(resp. λ−) if m0(Ẽ∗
λ+ , 0) = 0 (resp. m0(Ẽ∗

λ− , 0) = 0).

Theorem 4.4 (Alternative bifurcations of Rabinowitz’s type). Let Λ be a real interval and µ ∈
Int(Λ). Suppose that m0(Ẽ∗

µ, 0) > 0, and that m0(Ẽ∗
λ, 0) = 0 for each λ ∈ Λ \ {µ} near µ, and

m−(Ẽ∗
λ, 0) take, respectively, values m

−(Ẽ∗
µ, 0) and m

−(Ẽ∗
µ, 0)+m

0(Ẽ∗
µ, 0) as λ ∈ Λ varies in two

deleted half neighborhoods of µ. Then one of the following alternatives occurs:

(i) The problem (4.8)–(4.9) with λ = µ has a sequence of solutions, xk ̸= 0, k = 1, 2, · · · ,
which converges to 0 in C2([0, τ ],Rn).

(ii) For every λ ∈ Λ\{µ} near µ there is a solution yλ ̸= 0 of (4.8)–(4.9) with parameter value
λ, such that yλ converges to zero in C2([0, τ ],Rn) as λ→ µ.

(iii) For a given neighborhood W of 0 ∈ C1
Eγ

([0, τ ], Bn
ι (0)), there is an one-sided neighborhood

Λ0 of µ such that for any λ ∈ Λ0 \ {µ}, the problem (4.8)–(4.9) with parameter value λ
has at least two distinct solutions in W, y1λ ̸= 0 and y2λ ̸= 0, which can also be required

to satisfy Ẽ∗
λ(y

1
λ) ̸= Ẽ∗

λ(y
2
λ) provided that m0(Ẽ∗

µ, 0) > 1 and the problem (4.8)–(4.9) with
parameter value λ has only finitely many solutions in W.
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As in the proofs of Theorems 1.4, 1.6, Theorems 1.13, 1.15 are derived from Theorems 4.2, 4.4,
respectively.

4.2 Proofs of Theorems 1.13, 1.14, 1.15

Let us write

HEγ :=W 1,2
Eγ

([0, τ ];Rn) and XEγ := C1
Eγ

([0, τ ];Rn),

U :=
{
u ∈W 1,2

(
[0, τ ];Bn

ι/2(0)
) ∣∣u(τ) = Eγu(0)

}
,

UX := U ∩XEγ =
{
u ∈ C1

(
[0, τ ];Bn

ι/2(0)
) ∣∣u(τ) = Eγu(0)

}
The latter two sets are open subsets in the spaces HEγ andXEγ , respectively. Let the continuous

function Ľ : Λ̂× [0, τ ]×Bn
3ι/4(0)×Rn → R be given by Lemma 3.8. Define a family of functionals

Ěλ : U → R given by

Ěλ(x) =

∫ τ

0
Ľλ(t, x(t), ẋ(t))dt, λ ∈ Λ̂. (4.10)

Then (L1) in Lemma 3.8 implies

Ẽ∗
λ = Ěλ|UX in {x ∈ UX | ∥x∥C1 < ρ0} ⊂ UX , (4.11)

and hence

m⋆(Ẽ∗
λ, 0) = m⋆(Ěλ|UX , 0) = m⋆(Ěλ, 0), ⋆ = −, 0. (4.12)

Since HEγ contains the subspace
{
u ∈W 1,2 ([0, τ ];Rn)

∣∣u(τ) = 0 = u(0)
}
, carefully checking

the computation of [31, (4.14)] it is easily seen that replacing HV by HEγ we also obtain that

the gradient ∇Ěλ(x) of Ěλ at x ∈ U is still given by

∇Ěλ(x)(t) = et
∫ t

0

[
e−2s

∫ s

0
erfλ,x(r)dr

]
ds+ c1(λ, x)e

t + c2(λ, x)e
−t

+

∫ t

0
∂vĽλ(s, x(s), ẋ(s))ds, (4.13)

where c1(λ, x), c2(λ, x) ∈ Rn are suitable constant vectors and fλ(t) is given by (3.29).

Proposition 4.5. Proposition 3.9 is still effective after making the following substitutions:

• The functionals Ẽ∗
λ and Ěλ are changed into Ẽ∗

λ and Ěλ, respectively.

• The spaces HV0×V1 and XV0×V1 are changed into HEγ and XEγ , respectively.

• The boundary problem (3.27) is changed into

d
dt

(
∂vĽλ(t, x(t), ẋ(t))

)
− ∂qĽλ(t, x(t), ẋ(t)) = 0,

x(τ) = Eγx(0).

}
(4.14)

Then repeating proofs of Propositions 3.10, 3.11 we can obtain:

Proposition 4.6. Both maps Λ̂×UX ∋ (λ, x) 7→ Ěλ(x) ∈ R and Λ̂×UX ∋ (λ, x) 7→ Aλ(x) ∈ XEγ

are continuous.
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Proposition 4.7. For any given ϵ > 0 there exists ε > 0 such that if a critical point x of Ěλ

satisfies ∥x∥1,2 < ε then ∥x∥C2 < ϵ. (Note: ε is independent of λ ∈ Λ̂.) Consequently, if
0 ∈ UX is an isolated critical point of Ěλ|UX then 0 ∈ U is also an isolated critical point of Ěλ.

Having these we can prove

• Theorem 4.2(I) with [34, Theorem 3.1] ([37, Theorem C.6]) as in the proof of Theorem 3.5(I),

• Theorem 4.4 with [37, Theorem C.7] ([36, Theorem 3.6]) as in the proof of Theorem 3.7,

• a corresponding result of Theorem 3.13, from which Theorem 4.2(II) and Theorem 4.3 may
be derived,

• Theorem 1.14 as in the proof of Theorem 1.5 in Section 3.1.4.

5 Proof of Theorem 1.20

Step 1 (Reduction of the problem (1.23) to one on open subsets of Rn). We can assume Λ =
[µ− ε, µ+ ε] for some ε > 0. (1.24) implies that each γλ is a constant solution of (1.23) for any
τ > 0. Since Ilg = idM , each solution of (1.23) is lτ -periodic. All solutions of (1.23) near γµ sit in
a compact neighborhood of γµ ∈M . Let e1, · · · , en be a unit orthogonal frame at TγµM . Then
(Ig∗e1, · · · , Ig∗en) = (e1, · · · , en)Eγµ for a unique orthogonal matrix Eγµ . Clearly, E

l
γµ = In Let

Bn
2ι(0) := {x ∈ Rn | |x| < 2ι} and exp denote the exponential map of g. Then

ϕ : Bn
2ι(0) →M, x 7→ expγµ

(
n∑

i=1

xiei

)
(5.1)

is a C5 embedding of codimension zero and satisfies ϕ(Eγµx) = Igϕ(x) and dϕ(0)[y] =
∑n

i=1 yiei
for any y ∈ Rn. Shrinking Λ toward µ (if necessary) we may assume that γλ ∈ ϕ(Bn

2ι(0)) for all
λ ∈ Λ. (This is possible because Λ × R ∋ (λ, t) 7→ γλ(t) ∈ M is continuous.) Therefore there
exists a unique xλ ∈ Bn

2ι(0) such that ϕ(xλ) = γλ for all λ ∈ Λ. Clearly, xµ = 0, Eγµxλ = xλ ∀λ
and Λ ∋ λ→ xλ ∈ Bn

2ι(0) is continuous. Define

L∗ : Λ×Bn
2ι(0)× Rn → R, (λ, x, y) 7→ L(λ, ϕ(x), dϕ(x)[y]).

It is C2 with respect to (x, y) and strictly convex with respect to y, and all its partial derivatives
also depend continuously on (λ, x, y). Moreover, L∗

λ = L∗(λ, ·) is also Eγµ-invariant. From (1.24)
we derive that L∗

λ(x, 0) = L∗(λ, x, 0) has the differential at xλ ∈ Rn,

∂xL
∗
λ(xλ, 0)[y] = ∂qL(λ, γλ, 0)[dϕ(0)[y]] = 0 ∀λ ∈ Λ.

These show that L∗ satisfies

Λ ∋ λ→ xλ ∈ U ∩Ker(E − In) be continuous and
∂qLλ(xλ, 0) = 0 ∀λ ∈ Λ.

}
(5.2)

Recall that the Banach spaces

X i
τ (Rn, Eγµ) := {γ ∈ Ci(R,Rn) |Eγµ(γ(t)) = γ(t+ τ) ∀t}

with the induced norm ∥ξ∥Ci from C1([0, τ ],Rn), i = 0, 1, 2, · · · . Consider the functional on the
open subset X 1

τ (B
n
2ι(0)), Eγµ) of X 1

τ (Rn, Eγµ),

x 7→ E∗
λ(x) =

∫ τ

0
L∗
λ(x(t), ẋ(t))dt. (5.3)
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Note that the map ϕ induces an C2 embedding of codimension zero

Φγµ : X 1
τ (B

n
2ι(0)), Eγµ) → X 1

τ (M, Ig), x 7→ ϕ ◦ x.

It is not hard to see that Φγµ(xλ) = γλ and

D2E∗
λ(xλ)[ξ, η] = D2Eλ(γλ)[dΦγµ(xλ)ξ, dΦγµ(xλ)η], ∀ξ, η ∈ X 1

τ (Rn, Eγµ). (5.4)

We conclude that the conditions (a),(b) and (c) in Theorem 1.20 are, respectively, equivalent to
the following three conditions:

(a’) ∂xxL
∗
µ(xµ, 0) is positive definite;

(b’) ∂xxL
∗
µ(xµ, 0)(a1, · · · , an)T = 0 and Eγµ(a1, · · · , an)T = (a1, · · · , an)T has only the zero

solution in Rn.

(c’) m0
τ (E

∗
µ, 0) ̸= 0, m0

τ (E
∗
λ, xλ) = 0 for each λ ∈ Λ \ {µ} near µ, and m−

τ (E
∗
λ, xλ) takes,

respectively, values m−
τ (E

∗
µ, 0) and m−

τ (E
∗
µ, 0) +m0

τ (E
∗
µ, 0) as λ ∈ Λ varies in two deleted

half neighborhoods of µ.

In fact, let Hλ,γλ be the Hessian bilinear form of the function M ∋ q 7→ L(λ, q, 0) at γλ ∈M .
Then

Hλ,γλ(u, v) = gγλ(∂qqLµ (γλ, 0)u, v) ∀u, v ∈ TγλM.

View (x1, · · · , xn) ∈ Bn
2ι(0) as local coordinates at ϕ(x) ∈ M and write u =

∑n
i=1 ai

∂
∂xi

|γµ and

v =
∑n

i=1 bi
∂
∂xi

|γµ . We have

Ig∗u = u ⇐⇒ Eγµ(a1, · · · , an)T = (a1, · · · , an)T ,

gγµ (∂qqLµ(γµ, 0)u, v) = Hµ,γµ(u, v) =
∑n

i,j=1 aibj
∂2L∗

µ

∂xi∂xj
(0, 0)

=
(
∂xxL

∗
µ(xµ, 0)(a1, · · · , an)T , (b1, · · · , bn)T

)
Rn .

Hence the conditions (a) and (b) in Theorem 1.20 are equivalent to (a’) and (b’), respectively.
Clearly, (5.4) implies the equivalence between (c) and (c’).

Since λ 7→ xλ is continuous and xµ = 0 we can shrink ε > 0 in Λ = [µ − ε, µ + ε] so that
xλ ∈ Bn

ι (0) for all λ ∈ Λ. Define L̃∗ : Λ×Bn
ι (0)× Rn → R by

L̃∗(λ, x, y) = L̃∗
λ(x, y) = L∗(λ, x+ xλ, y).

For a given positive ρ0 > 0, by Lemma 2.4 we have a continuous function L̃∗ : Λ×Bn
ι (0)×Rn → R

and a constant κ > 0 satisfying the following properties:

(i) L̃∗ is equal to L∗ on Λ×Bn
ι (0)×Bn

ρ0(0).

(ii) L̃∗ is C2 with respect to (x, y) and strictly convex with respect to y, and all its partial
derivatives also depend continuously on (λ, x, y). Moreover, each L̃∗

λ = L̃∗(λ, ·) is also
Eγµ-invariant.

(iii) There exists a constant C > 0 such that

L̃∗
λ(x, y) ≥ κ|y|2 − C, ∀(λ, x, y) ∈ Λ×Bn

3ι/4(0)× Rn.

(iv) ∂xxL̃
∗
µ(0, 0) is positive definite;
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(v) ∂xxL̃
∗
µ(0, 0)(a1, · · · , an)T = 0 and Eγµ(a1, · · · , an)T = (a1, · · · , an)T has only the zero

solution in Rn.

(Note: Applying Theorem 8.12 to L̃∗ we can also complete the required proof.)
Since Λ = [µ − ε, µ + ε] is compact, by shrinking ε > 0 (if necessary) as in Lemma 3.8 we

can modify L̃∗ to get a continuous function Ľ : Λ× Bn
3ι/4(0)× Rn → R satisfying the following

properties for some constants κ̌ > 0 and 0 < č < Č:

(L0) L̃∗ in the above (ii) and (iv)-(v) is changed into Ľ.

(L1) Ľ and L̃∗ are equal in Λ×Bn
3ι/4(0)×Bn

ρ0(0).

(L2) ∂yyĽλ(x, y) ≥ čIn, ∀(λ, x, y) ∈ Λ×Bn
3ι/4(0)× Rn.

(L3)
∣∣∣ ∂2

∂xi∂xj
Ľλ(x, y)

∣∣∣ ≤ Č(1 + |y|2),
∣∣∣ ∂2

∂xi∂yj
Ľλ(x, y)

∣∣∣ ≤ Č(1 + |y|), and∣∣∣ ∂2

∂yi∂yj
Ľλ(x, y)

∣∣∣ ≤ Č, ∀(λ, x, y) ∈ Λ×Bn
3ι/4(0)× Rn.

(L4) Ľ(λ, x, y) ≥ κ̌|y|2 − Č, ∀(λ, x, y) ∈ Λ×Bn
3ι/4(0)× Rn.

(L5) |∂qĽ(λ, x, y)| ≤ Č(1+|y|2) and |∂yĽ(λ, x, y)| ≤ Č(1+|y|) for all (λ, x, y) ∈ Λ×Bn
3ι/4(0)×Rn.

(L6) |Ľλ(x, y)| ≤ Č(1 + |y|2), ∀(λ, x, y) ∈ Λ×Bn
3ι/4(0)× Rn.

Consider the Hilbert space

HEγµ
:= {ξ ∈W 1,2

loc (R;R
n) |ET

γµ(ξ(t)) = ξ(t+ τ) ∀t ∈ R}

equipped with W 1,2-inner product as in (2.2). Since El
γµ = In, the spaces XEγµ

:= X 1
τ (Rn, Eγµ)

and HEγµ
carry a natural S1-action with S1 = R/(lTZ) given by

(θ · x)(t) = x(t+ θ), θ ∈ R, (5.5)

and have the following S1-invariant open subsets

UEγµ
: = {ξ ∈W 1,2

loc (R;B
n
3ι/4(0)) |E

T
γ̄ (ξ(t)) = ξ(t+ τ) ∀t ∈ R},

UX
Eγµ

: = UEγµ
∩XEγµ

= X 1
τ (B

n
3ι/4(0)), Eγµ)

respectively. For each λ ∈ Λ, define functionals E∗
λ : X 1

τ (B
n
ι (0)), Eγµ) → R and Ľλ : UEγµ

→ R
by

Ẽ∗
λ(x) =

∫ τ

0
L̃∗
λ(x(t), ẋ(t))dt, (5.6)

Ľλ(x) =

∫ τ

0
Ľλ(x(t), ẋ(t))dt. (5.7)

They are invariant for the above S1-action.
Corresponding to Proposition 4.5, 4.6, 4.7 we have

Proposition 5.1. Proposition 3.9 is still effective after making the following substitutions:

• The functionals Ẽ∗
λ and Ěλ are changed into E∗

λ and Ľλ, respectively.
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• The spaces HV0×V1 and XV0×V1 are changed into HEγµ
and XEγµ

, respectively.

• The boundary problem (3.27) is changed into

d
dt

(
∂vĽλ(x(t), ẋ(t))

)
− ∂qĽλ(x(t), ẋ(t)) = 0 ∀t ∈ R

Eγµx(t) = x(t+ τ) ∀t ∈ R.

}
(5.8)

Proposition 5.2. Both maps Λ × UX ∋ (λ, x) 7→ Ľλ(x) ∈ R and Λ × UX ∋ (λ, x) 7→ Aλ(x) ∈
XEγµ

are continuous.

Proposition 5.3. For any given ϵ̄ > 0 there exists ε̄ > 0 such that if a critical point x of Ľλ

satisfies ∥x∥1,2 < ε̄ then ∥x∥C2 < ϵ̄. (Note: ε is independent of λ ∈ Λ̂.) Consequently, if
0 ∈ UX

Eγµ
is an isolated critical point of Ěλ|UX then 0 ∈ UEγµ

is also an isolated critical point of

Ľλ.

Step 2 (Prove that [37, Theorem C.6] ([37, Theorem 3.7] or [34, Theorem 5.12]) can be used
for Ľλ). As before, we have m⋆

τ (Eλ, γλ) = m⋆
τ (E

∗
λ, xλ) = m⋆

τ (Ẽ
∗
λ, 0) = m⋆

τ (Ľλ, 0) for ⋆ = −, 0.
Because of the assumption (c), we obtain

(c”) m0
τ (Ľµ, 0) ̸= 0, m0

τ (Ľλ, xλ) = 0 for each λ ∈ Λ \ {µ} near µ, and m−
τ (Ľλ, xλ) takes,

respectively, values m−
τ (Ľµ, 0) and m

−
τ (Ľµ, 0) +m0

τ (Ľµ, 0) as λ ∈ Λ varies in two deleted
half neighborhoods of µ.

Next, let us prove that

the fixed point set of the induced S1-action on (HEγµ
)0µ := Ker(Ľ′′

µ(0)) is {0}, (5.9)

Note that ξ ∈ HEγµ
belongs to (HEγµ

)0µ if and only if it is C2 and satisfies

∂xyĽλ(0, 0)ξ̇ + ∂yyĽλ(0, 0)ξ̈ − ∂xxĽλ(0, 0)ξ − ∂yxĽλ(0, 0)ξ̇ = 0. (5.10)

Suppose that ξ is also a fixed point for the action in (5.5). Then it is equal to a constant vector
in Rn and Eγµξ = ξ. By (5.10) we obtain ∂xxĽλ(0, 0)ξ = 0 and hence ξ = 0 because ∂xxĽµ(0, 0)
is positive definite by (L0). (5.9) is proved.

By [37, Theorem C.6] ([37, Theorem 3.7] or [34, Theorem 5.12]) one of the following alterna-
tives occurs:

(I) (µ, 0) is not an isolated solution in {µ} × UEγµ
of ∇Ľµ = 0.

(II) There exist left and right neighborhoods Λ− and Λ+ of µ in Λ and integers n+, n− ≥ 0,
such that n+ + n− ≥ 1

2 dim(HEγµ
)0µ, and that for λ ∈ Λ− \ {µ} (resp. λ ∈ Λ+ \ {µ}) the

functional Ľλ has at least n− (resp. n+) distinct critical S1-orbits disjoint with 0, which
converge to 0 in UX

Eγµ
as λ→ µ.

Moreover, if dim(HEγµ
)0µ ≥ 3, then (ii) may be replaced by the following alternatives:

(III) For every λ ∈ Λ \ {0} near 0 ∈ Λ there is a S1-orbit S1 · w̄λ ̸= {0} near 0 ∈ UX
Eγµ

such that

∇Ľλ(w̄λ) = 0 and that S1 · w̄λ → 0 in UX
Eγµ

as λ→ µ.
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(IV) For any small S1-invariant neighborhood N of 0 in UX
Eγµ

there is an one-sided deleted

neighborhood Λ0 of µ ∈ Λ such that for any λ ∈ Λ0, ∇Ľλ = 0 has either infinitely many
S1-orbits of solutions in N , S1 · w̄j

λ, j = 1, 2, · · · , or at least two S1-orbits of solutions in
N , S1 · ŵ1

λ ̸= {0} and S1 · ŵ2
λ ̸= {0}, such that Ľλ(ŵ

1
λ) ̸= Ľλ(ŵ

2
λ). Moreover, these orbits

converge to 0 in UX
Eγµ

as λ→ µ.

Step 3 (Complete the proof of Theorem 1.20).

In the case of (I), we have a sequence (wj) ⊂ HEγµ
\ {0} such that ∥wj∥1,2 → 0 as j → ∞

and that ∇Ľµ(wj) = 0 for each j ∈ N. By Proposition 5.3 these wj are C2 and ∥wj∥C2 → 0.
Because 0 is a fixed point for the S1-action, the S1-orbits are compact and different S1-orbits are
not intersecting, by passing to a subsequence we can assume that any two of wj , j = 0, 1, · · · , do
not belong the same S1-orbit. Using the chart ϕ in (5.1) we define R ∋ t 7→ γk(t) := ϕ(wk(t)),
k = 1, · · · . They satisfy (i) of Theorem 1.20.

In the case of (II), note firstly that dim(HEγµ
)0µ is equal to m0

τ (Ľµ, 0) = m0
τ (Eµ, γµ). For

λ ∈ Λ− \ {µ} (resp. λ ∈ Λ+ \ {µ}) let S1 · wi
λ, i = 1, · · · , n− (resp. n+) be distinct critical

S1-orbits of Ľλ disjoint with 0, which converge to 0 in UX
Eγµ

as λ → µ. Proposition 5.3 implies

that ∥wi
λ∥C2 → 0 as λ → µ. Then R ∋ t 7→ γiλ(t) = ϕ(xλ(t) + wi

λ(t)), i = 1, · · · , n− (resp. n+)
are the required solutions.

In the case of (III), let αλ(t) = ϕ(xλ(t) + w̄λ(t)) for t ∈ R. It satisfies (1.23) with parameter
value λ and Proposition 5.3 implies that αλ − γλ converges to zero on any compact interval
I ⊂ R in C2-topology as λ → µ. Since S1 · w̄λ ̸= {0}, for any t ∈ R we have w̄λ(t) ̸= 0 and so
αλ(t) ̸= γλ(t). Note that all γλ are constant solutions. Hence αλ /∈ R · γλ.

In the case of (IV), for the first case let αj
λ(t) = ϕ(xλ(t) + w̄j

λ(t)) for t ∈ R and j = 1, 2, · · · ,
and for the second case let βiλ(t) = ϕ(xλ(t) + ŵi

λ(t)) for t ∈ R and i = 1, 2. They satisfy (1.23)
with parameter value λ. For a given small ϵ > 0, by Proposition 5.3 there is an one-sided
neighborhood Λ0 of µ in Λ such that for any λ ∈ Λ0 \ {µ},

• for the first case ∥ᾱk
λ|[0,τ ] − γλ|[0,τ ]∥C2([0,τ ];RN ) < ϵ, k = 1, 2, · · · ,

• for the second case ∥βiλ|[0,τ ] − γλ|[0,τ ]∥C2([0,τ ];RN ) < ϵ, i = 1, 2.

Moreover, each γλ is constant, orbits R · ᾱk
λ = S1 · ᾱk

λ are distinct, and ᾱk
λ /∈ R · γλ as above.

Similarly, β1λ and β2λ are R-distinct, and β1λ /∈ R · γλ and β2λ /∈ R · γλ. Finally, Eλ(β
1
λ) ̸= Eλ(β

2
λ)

because Ľλ(ŵ
1
λ) ̸= Ľλ(ŵ

2
λ). The desired assertions are proved. 2

6 Proofs of Theorems 1.23, 1.24, 1.25, 1.26

6.1 Reduction of the problem (1.23) to one on open subsets of Rn

Since Ig(γ̄(t)) = γ̄(t + τ) ∀t ∈ R and Ig is an isometry, the closure Cl(γ̄(R)) of γ̄(R) is
compact. As in Section 3.1.1 we may choose a number ι > 0 such that the following holds:

(♣6) the closure Ū3ι(Cl(γ̄(R))) of U3ι(Cl(γ̄(R))) := {p ∈ M | dg(p, Cl(γ̄(R))) < 3ι} is a com-
pact neighborhood of γµ([0, τ ]) in M , and Ū3ι(Cl(γ̄(R)))× Ū3ι(Cl(γ̄(R))) is contained in
the image of F|W(0TM ), where F is as in (6.1).

(♠6) {(q, v) ∈ TM | q ∈ Ū3ι(Cl(γ̄(R))), |v|q ≤ 3ι} ⊂ W(0TM ).
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Then 3ι is less than the injectivity radius of g at each point on Ū3ι(Cl(γ̄(R))).
Let us choose the C6 Riemannian metric g on M so that S0 (resp. S1) is totally geodesic

near γµ(0) (resp. γµ(τ)). There exists a fibrewise convex open neighborhood U(0TM ) of the zero
section of TM such that the exponential map of g gives rise to C5 immersion

F : U(0TM ) →M ×M, (q, v) 7→ (q, expq(v)), (6.1)

(cf. Appendix A). By (A.3), dF(q, 0q) : T(q,0q) → T(q,q)(M×M) = TqM×TqM is an isomorphism
for each q ∈M . Since E is injective on the closed subset 0TM ⊂ TM , it follows from Exercise 7
in [16, page 41] that F|W(0TM ) is a C

5 embedding of some smaller open neighborhood W(0TM ) ⊂
U(0TM ) of 0TM . Note that F(0TM ) is equal to the diagonal ∆M in M ×M , and that γµ([0, τ ])
is compact.

Since γ̄ is C6, as in [32, §3], starting with a unit orthogonal frame at Tγ̄(0)M and using the
parallel transport along γ̄ with respect to the Levi-Civita connection of the Riemannian metric
g we get a unit orthogonal parallel C5 frame field R → γ̄∗TM, t 7→ (e1(t), · · · , en(t)), such that

(e1(t+ τ), · · · , en(t+ τ)) = (Ig∗(e1(t)), · · · , Ig∗(en(t)))Eγ̄ ∀t ∈ R,

where Eγ̄ is an orthogonal matrix of order n.
By [17, Corollary 2.5.11] there exists an orthogonal matrix Ξ such that

Ξ−1Eγ̄Ξ = diag(S1, · · · , Sσ) ∈ Rn×n, (6.2)

where each Sj is either 1, or −1, or

 cos θj sin θj
− sin θj cos θj

, 0 < θj < π, and their orders satisfy:

ord(S1) ≥ · · · ≥ ord(Sσ). Replacing (e1, · · · , en) by (e1, · · · , en)Ξ we may assume

Eγ̄ = diag(S1, · · · , Sσ) ∈ Rn×n. (6.3)

Let Bn
r (0) := {x ∈ Rn | |x| < r} and B̄n

r (0) := {x ∈ Rn | |x| ≤ r} for r > 0. Then

ϕγ̄ : R×Bn
3ι(0) →M, (t, x) 7→ expγ̄(t)

(
n∑

i=1

xiei(t)

)
(6.4)

is a C5 map and satisfies

ϕγ̄(t+ τ, x) = Ig (ϕγ̄(t, Eγ̄x)) and

dϕγ̄(t+ τ, x)[(1, v)] = dIg (ϕγ̄(t, Eγ̄x)) ◦ dϕγ̄(t, Eγ̄x)[(1, Eγ̄v)]

for any (t, x, v) ∈ R×Bn
3ι(0)×Rn. By [48, Theorem 4.3], from ϕγ̄ we get a C2 coordinate chart

around γ̄ on the C4 Banach manifold Xτ (M, Ig) modeled on the Banach space

X 1
τ (Rn, Eγ̄) = {ξ ∈ C1(R;Rn) |ET

γ̄ ξ(t) = ξ(t+ τ) ∀t ∈ R}

with the induced norm ∥ξ∥C1 from C1([0, τ ],Rn),

Φγ̄ : X 1
τ (B

n
2ι(0), Eγ̄) = {ξ ∈ X 1

τ (Rn, Eγ̄) | ∥ξ∥C0 < 2ι} → X 1
τ (M, Ig) (6.5)

given by Φγ̄(ξ)(t) = ϕγ̄(t, ξ(t)). Moreover

dΦγ̄(0) : X 1
τ (Rn, Eγ̄) → Tγ̄Xτ (M, Ig), ξ 7→

n∑
j=1

ξjej
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is a Banach space isomorphism. (Actually, we have

|ξ(t)|2Rn =

n∑
j=1

(ξj(t))
2 = g

 n∑
j=1

ξj(t)ej(t),

n∑
j=1

ξj(t)ej(t)

 = |dΦγ̄(0)[ξ](t)|2g (6.6)

for any ξ : R → Rn and t ∈ R.) Therefore there exists a unique ζ0 ∈ X 1
τ (Rn, Eγ̄) satisfying

dΦγ̄(0)[ζ0] = ˙̄γ, that is, ˙̄γ(t) =
∑n

j=1 ζ0j(t)ej(t), ∀t ∈ R, where

ζ0j(t) = g( ˙̄γ(t), ej(t)) ∀t ∈ R, j = 1, · · · , n.

Clearly, ζ0 ∈ X 5
τ (Rn, Eγ̄) and ζ0 ̸= 0 because γ̄ is nonconstant. If γ ∈ X 1

τ (M, Ig) is nonconstant
and C l (2 ≤ l ≤ 5), by the arguments above [37, Proposition 4.1] the orbit O := R ·γ is either an
one-to-one C l−1 immersion submanifold of dimension one or a C l−1-embedded circle; moreover
TγO = γ̇R ⊂ TγX 1

τ (M, Ig). Then for any reals a < b, [a, b] · γ̄ is a C4 embedded submanifold of
dimension one. Take a > 0 such that [−a, a] · γ̄ ⊂ Im(Φγ̄). Then

S0 := Φ−1
γ̄

(
[−a, a] · γ̄ ∩ Im(Φγ̄)

)
(6.7)

is an one-dimensional compact C2 submanifold of X 1
τ (B

n
2ι(0), Eγ̄) containing 0 as an interior

point, and
T0S0 = (dΦγ̄(0))

−1(Tγ̄S0) = (dΦγ̄(0))
−1(R ˙̄γ) = Rζ0.

Define the function L⋆ : Λ× R×Bn
3ι(0)× Rn → R by

L⋆(λ, t, x, v) = L
(
λ, ϕγ̄(t, x), dϕγ̄(t, x)[(1, v)]

)
.

It is continuous and satisfies (2.7) with U = Bn
3ι(0) and E = Eγ̄ , i.e.,

L⋆(λ, t+ τ, x, v) = L
(
λ, ϕγ̄(t+ τ, x), dϕγ̄(t+ τ, x)[(1, v)]

)
= L (λ, Ig (ϕγ̄(t, Eγ̄x)) , dIg (ϕγ̄(t, Eγ̄x)) ◦ dϕγ̄(t, Eγ̄x)[(1, Eγ̄v)])

= L (λ, ϕγ̄(t, Eγ̄x), dϕγ̄(t, Eγ̄x)[(1, Eγ̄v)])

= L⋆(λ, t, Eγ̄x,Eγ̄v) (6.8)

for all (λ, t, x, v) ∈ Λ× R×Bn
3ι(0)× Rn, and thus

∂xL
⋆(λ, t+ τ, x, v) = Eγ̄∂xL

⋆
(
λ, t, Eγ̄x,Eγ̄v),

∂vL
⋆(λ, t+ τ, x, v) = Eγ̄∂vL

⋆
(
λ, t, Eγ̄x,Eγ̄v).

(Here ∂xL
⋆ and ∂vL

⋆ denote the gradients of L⋆ with respect to x and v, respectively. Recall
that all vectors in Rn in this paper are understood as column vectors.) Each L⋆(λ, ·) is C4

and all its partial derivatives of order no more than two depend continuously on (λ, t, x, v) ∈
Λ× R×Bn

3ι(0)× Rn. Moreover, dϕγ̄(t, x)[(1, v)] = ∂xϕγ̄(t, x)[v] + ∂tϕγ̄(t, x) implies that

Rn ∋ v 7→ L⋆(λ, t, x, v) = L
(
λ, ϕγ̄(t, x), dϕγ̄(t, x)[(1, v)]

)
∈ R

is strictly convex.
Consider the functional E⋆

λ : X 1
τ (B

n
2ι(0), Eγ̄) → R,

E⋆
λ(ξ) =

∫ τ

0
L⋆(λ, t, ξ(t), ξ̇(t))dt = Eλ ◦ Φγ̄(ξ), (6.9)
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where Eλ is given by (1.19). It is C2 by Proposition ??. Since Eλ is invariant under the
continuous R-action on X 1

τ (M, Ig) given by

χ : X 1
τ (M, Ig)× R → X 1

τ (M, Ig), (s, γ) 7→ s · γ, (6.10)

where (s · γ)(t) = γ(s+ t) ∀s, t ∈ R, S0 is a critical submanifold of each E⋆
λ, and there holds

D2E⋆
λ(0)[ξ, η] = D2Eλ(γ̄)

[
dΦγ̄(0)[ξ], dΦγ̄(0)[η]

]
∀ξ, η ∈ X 1

τ (B
n
2ι(0), Eγ̄),

which imply
m−

τ (E
⋆
λ, 0) = m−

τ (Eλ, γ̄) and m0
τ (L

⋆
λ, 0) = m0

τ (Eλ, γ̄). (6.11)

Since S0 is compact, there exists ρ0 > 3ι such that supt |ẋ(t)| < ρ0 for all x ∈ S0. For the
Lagrangian L⋆, as in Lemma 3.8 we can modify it to obtain:

Lemma 6.1. For a given subset Λ̂ ⊂ Λ which is either compact or sequential compact, There
exists a continuous function Ľ : Λ̂×R× B̄n

2ι(0)×Rn → R satisfying the following conditions for
some constants κ > 0 and 0 < c < C:

(L0) Ľ(λ, t+ τ, x, v) = Ľ(λ, t, Eγ̄x,Eγ̄v) for all (λ, t, x, v), and each the function Ľλ(·) = Ľ(λ, ·)
(λ ∈ Λ̂) is C4 and partial derivatives

∂tĽλ(·), ∂qĽλ(·), ∂vĽλ(·), ∂qvĽλ(·), ∂qqĽλ(·), ∂vvĽλ(·)
and ∂ttĽλ(·), ∂tqĽλ(·), ∂tvĽλ(·)

depend continuously on (λ, t, q, v) ∈ Λ̂× R× B̄n
2ι(0)× Rn.

(L1) Ľ and L⋆ are same on Λ̂× R×Bn
3ι/2(0)×Bn

ρ0(0);

(L2) ∂vvĽλ(t, q, v) ≥ cIn, ∀(λ, t, q, v) ∈ Λ̂× [0, τ ]×Bn
3ι/2(0)× Rn.

(L3)
∣∣∣ ∂2

∂qi∂qj
Ľλ(t, q, v)

∣∣∣ ≤ C(1 + |v|2),
∣∣∣ ∂2

∂qi∂vj
Ľλ(t, q, v)

∣∣∣ ≤ C(1 + |v|), and∣∣∣ ∂2

∂vi∂vj
Ľλ(t, q, v)

∣∣∣ ≤ C, ∀(λ, t, q, v) ∈ Λ̂× [0, τ ]×Bn
3ι/2(0)× Rn.

(L4) Ľ(λ, t, q, v) ≥ κ|v|2 − C, ∀(λ, t, q, v) ∈ Λ̂× R×Bn
3ι/2(0)× Rn.

(L5) |∂qĽ(λ, t, q, v)| ≤ C(1 + |v|2) and |∂qĽ(λ, t, q, v)| ≤ C(1 + |v|) for all (λ, t, q, v) ∈ Λ̂× R×
Bn

3ι/2(0)× Rn.

(L6) |Ľλ(t, q, v)| ≤ C(1 + |v|2), ∀(λ, t, q, v) ∈ Λ̂× R× B̄n
3ι/2(0)× Rn.

Consider the Banach space
X := X 1

τ (Rn, Eγ̄)

with the induced norm ∥ · ∥C1 from C1([0, τ ],Rn), and the Hilbert space

H := {ξ ∈W 1,2
loc (R;R

n) |ET
γ̄ (ξ(t)) = ξ(t+ τ) ∀t ∈ R}

equipped withW 1,2-inner product as in (2.2). Both carry a natural R-action given by (θ ·x)(t) =
x(t+ θ) for θ ∈ R. The spaces H and X have the following R-invariant open subsets

U : = {ξ ∈W 1,2
loc (R;B

n
3ι/2(0)) |E

T
γ̄ (ξ(t)) = ξ(t+ τ) ∀t ∈ R},
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UX : = U ∩X = X 1
τ (B

n
3ι/2(0), Eγ̄)

respectively. Define a family of functionals Ľλ : U → R by

Ľλ(x) =

∫ τ

0
Ľλ(t, x(t), ẋ(t))dt, λ ∈ Λ̂, (6.12)

and put H⊥ := {x ∈ H | (ζ0, x)1,2 = 0} and

X⊥ := {x ∈ X | (ζ0, x)1,2 = 0} = X ∩H⊥, (6.13)

Ľ⊥
λ : U ∩H⊥ → R, x 7→ Ľλ(x). (6.14)

Remark 6.2. Because of Lemma 6.1, by [6, Theorem 4.5] we deduce that every critical point
of Ľλ is C4.

6.2 Properties of functionals Ľ and Ľ⊥
λ

In order to use the abstract theorems developed in [34, 35, 37] we need to study some prop-
erties of the functionals Ľ and Ľ⊥

λ near 0. By [32, §3] and [30], we have (i)-(iii) of the following
corresponding result of Proposition 3.9.

Proposition 6.3. (i) Ľλ is C2−0 and the gradient map ∇Ľλ : U → H has the Gâteaux
derivative Bλ(x) ∈ Ls(H) at x ∈ U .

(ii) ∇Ľλ restricts to a C1 map Aλ : UX → X.

(iii) (D1) of [34, Hypothesis 1.1] and (C) of [34, Hypothesis 1.3] hold near the origin 0 ∈ H,
i.e.,

{u ∈ H |Bλ(0)u = su, s ≤ 0} ⊂ X and {u ∈ H |Bλ(0)u ∈ X} ⊂ X. (6.15)

(iv) Since Ľ = L̃ = L⋆ on Λ× R×Bn
3ι/2(0)×Bn

ρ0(0), it holds that

Ľλ(x) =

∫ τ

0
Ľλ(t, x(t), ẋ(t))dt = L⋆

λ(x) (6.16)

for each x in an open subset {x ∈ X 1
τ (B

n
3ι/2(0), Eγ̄) | supt |ẋ(t)| < ρ0} of UX . Clearly,

0 ∈ S0 has an open neighborhood S00 in S0 contained in the open subset. It follows that
dĽλ(x) = 0 ∀x ∈ S00 and that

m−
τ (Ľλ, 0) = m−

τ (E
⋆
λ, 0) and m0

τ (Ľλ, 0) = m0
τ (E

⋆
λ, 0). (6.17)

By (iv) and (6.9), a point x ∈ X 1
τ (B

n
3ι/2(0), Eγ̄) near 0 is a critical point of E⋆

λ if and only

if γ = Φγ̄(x) ∈ Xτ (M, Ig) is a critical point of Eλ near γ̄. However, if γ ∈ Im(Φγ̄) is a critical
point of Eλ, so is each point in R ·γ. Therefore for |s| small enough (Φγ̄)

−1(s ·γ) is also a critical
point of E⋆

λ. Such a critical point is said to be the R-same as γ. We need to study behavior of
R-distinct critical points of E⋆

λ near 0. Clearly, dĽλ(0) = 0 and dĽ⊥
λ (0) = 0 ∀λ.

Denote by Π : H → H⊥ the orthogonal projection. Then Π(x) = x − (x,ζ0)1,2
∥ζ0∥1,2 ζ0 for x ∈ H,

and

∇Ľ⊥
λ (x) = ∇Ľλ(x)−

(∇Ľλ(x), ζ0)1,2
∥ζ0∥1,2

ζ0 ∀x ∈ U ∩H⊥, (6.18)
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where by [32, (3.10)-(3.11)] (all vectors in Rn are understood as column vectors now)

∇Ľλ(ξ)(t) =
1

2

∫ ∞

t
et−s

[
∂qĽλ

(
s, ξ(s), ξ̇(s)

)
−Rξ

λ(s)
]
ds

+
1

2

∫ t

−∞
es−t

[
∂qĽλ

(
s, ξ(s), ξ̇(s)

)
−Rξ(s)

]
ds+Rξ

λ(t) (6.19)

where Rξ
λ, (provided 2 = ord(Sp) > ord(Sp+1) for some p ∈ {0, · · · , σ} in (6.3)), is given by

Rξ
λ(t) =

∫ t
0 ∂vĽλ

(
s, ξ(s), ξ̇(s)

)
ds+[(

⊕l≤p
sin θl

2−2 cos θl

 0 −1
1 0

 − 1
2I2p

)
⊕ diag(ap+1(t), · · · , aσ(t))

] ∫ τ
0 ∂vĽλ

(
s, ξ(s), ξ̇(s)

)
ds

(6.20)

with aj(t) =
2tSj+2t+1−Sj

4 , j = p+ 1, · · · , σ = n− p. (As usual p = 0 (resp. p = σ) means that
ord(S1) = · · · = ord(Sσ) = 1 (resp. ord(S1) = · · · = ord(Sσ) = 2) and hence there is no the first
(resp. second) term in the square brackets in (6.20).) Note that

d

dt
Rξ

λ(t) = ∂vĽλ

(
t, ξ(t), ξ̇(t)

)
+M

∫ τ

0
∂vĽλ

(
s, ξ(s), ξ̇(s)

)
ds, (6.21)

where M ∈ Rn×n is a matrix only depending on E.
Since ζ0 is C1, we derive from (6.18) that ∇Ľ⊥

λ (x) ∈ X⊥ for any x ∈ X⊥ ∩ U , and

Aλ : UX ∩X⊥ → X⊥, x 7→ ∇Ľ⊥
λ (x) (6.22)

is C1. By [32, §3] ∇Ľ⊥
λ has the Gâteaux derivative Bλ(x) ∈ Ls(H

⊥) at x ∈ U ∩H⊥ given by

Bλ(x)v = Bλ(x)v −
(Bλ(x)v, ζ0)2

∥ζ0∥2
ζ0 ∀v ∈ H⊥, (6.23)

where Bλ(ζ) ∈ Ls(H) for ζ ∈ U is a self-adjoint Fredholm operator defined by

(Bλ(ζ)ξ, η) =

∫ τ

0

(
∂vvĽλ

(
t, ζ(t), ζ̇(t)

)[
ξ̇(t), η̇(t)

]
+ ∂qvĽλ

(
t, ζ(t), ζ̇(t)

)[
ξ(t), η̇(t)

]
+∂vqĽλ

(
t, ζ(t), ζ̇(t)

)[
ξ̇(t), η(t)

]
+∂qqĽλ

(
t, ζ(t), ζ̇(t)

)[
ξ(t), η(t)

])
dt (6.24)

for any ξ, η ∈ H. The map Bλ has a decomposition Bλ = Pλ + Qλ, where Pλ(ζ) ∈ Ls(H) is a
positive definitive linear operator defined by

(Pλ(ζ)ξ, η)1,2 =

∫ τ

0

(
∂vvĽλ

(
t, ζ(t), ζ̇(t)

)
[ξ̇(t), η̇(t)] +

(
ξ(t), η(t)

)
Rn

)
dt, (6.25)

and Qλ(ζ) ∈ Ľs(H) is a compact linear operator. Then

Pλ(x) := Π ◦ Pλ(x)|H⊥ and Qλ(x) := Π ◦Qλ(x)|H⊥ (6.26)

are positive definitive and compact, respectively, and Bλ(x) = Pλ(x) + Qλ(x) by (6.23). Since
Rζ0 ⊂ Ker(Bλ(0)) we get

m−
τ (Ľ

⊥
λ , 0) = m−

τ (Ľλ, 0) and m0
τ (Ľ

⊥
λ , 0) = m0

τ (Ľλ, 0)− 1. (6.27)
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Clearly, (L1) and (6.25) yield

(Pλ(ζ)ξ, ξ)1,2 ≥ min{c, 1}∥ξ∥21,2, ∀x ∈ U , ∀ξ ∈ H, (6.28)

and hence

(Pλ(x)ξ, ξ)1,2 ≥ min{c, 1}∥ξ∥21,2, ∀ξ ∈ H⊥, ∀x ∈ U ∩H⊥. (6.29)

Proposition 6.4. Let (λk) ⊂ Λ and (ζk) ⊂ U converge to µ ∈ Λ and 0 ∈ U , respectively. Then
∥Pλk

(ζk)ξ − Pµ(0)ξ∥1,2 → 0 for each ξ ∈ H. In particular, if (ζk) ⊂ U ∩H⊥ converges to zero,
then ∥Pλk

(ζk)ξ − Pµ(0)ξ∥1,2 → 0 for any ξ ∈ H⊥.

Proof. By (6.25) we have

∥[Pλk
(ζk)− Pµ(0)]ξ∥21,2 ≤

∫ τ

0

∣∣∣[∂vvĽλk

(
t, ζk(t), ζ̇k(t)

)
− ∂vvĽµ

(
t, 0, 0

)
]ξ̇(t)

∣∣∣2
Rn

dt.

Note that ∥ζk∥1,2 → 0 implies ∥ζk∥C0 → 0. Since (λ, t, x, v) 7→ ∂vvĽλ(t, x, v) is continuous, by
the third inequality in (L2) in Lemma 6.1 we may apply [37, Prop. B.9] ([35, Prop. C.1]) to

f(t, η;λ) = ∂vvĽ(λ, t, ζk(t), ζ̇k(t))η

to get that ∫ τ

0

∣∣∣[∂vvĽλk

(
t, ζk(t), ζ̇k(t)

)
− ∂vvĽµ

(
t, 0, 0

)
]ξ̇(t)

∣∣∣2
Rn

dt→ 0.

Moreover, the Lebesgue dominated convergence theorem also leads to∫ τ

0

∣∣∣[∂vvĽλk

(
t, 0, 0

)
− ∂vvĽµ

(
t, 0, 0

)
]ξ̇(t)

∣∣∣2
Rn

dt→ 0.

Hence ∥[Pλk
(ζk)− Pµ(0)]ξ∥1,2 → 0. The final claim follows from this and (6.26).

Proposition 6.5. U ∋ ζ 7→ Qλ(ζ) ∈ Ls(H) is uniformly continuous at 0 with respect to λ ∈ Λ.
Moreover, if (λk) ⊂ Λ converges to 0 ∈ Λ then ∥Qλk

(0)−Qµ(0)∥ → 0.

Proof. Write Qλ(ζ) := Qλ,1(ζ) +Qλ,2(ζ) +Qλ,3(ζ), where

(Qλ,1(ζ)ξ, η)1,2 =

∫ τ

0
∂vqĽλ

(
t, ζ(t), ζ̇(t)

)
[ξ̇(t), η(t)]dt,

(Qλ,2(ζ)ξ, η)1,2 =

∫ τ

0
∂qvĽλ

(
t, ζ(t), ζ̇(t)

)
[ξ(t), η̇(t)]dt,

(Qλ,3(ζ)ξ, η)1,2 =

∫ τ

0

(
∂qqĽλ

(
t, ζ(t), ζ̇(t)

)
[ξ(t), η(t)]−

(
ξ(t), η(t)

)
Rn

)
dt.

As above the first claim follows from (L2) in Lemma 6.1 and [37, Prop. B.9] ([35, Prop. C.1])
directly.

In order to prove the second claim, as in the proof of [30, page 571] we have

∥Qλk,1
(0)−Qµ,1(0)∥L(H)

≤ 2(eτ + 1)

(∫ τ

0

∣∣∂vqĽλk
(s, 0, 0)− ∂vqĽµ(s, 0, 0)

∣∣2 ds)1/2

.
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Because of the second inequality in (L2), it follows from the Lebesgue dominated convergence
theorem that ∥Qλk,1

(0) − Qµ,1(0)∥L(H) → 0. Observe that (Qλ,2(ζ)ξ, η)1,2 =
(
ξ, (Qλ,1(ζ))

∗η
)
1,2

.

Hence ∥Qλk,2
(0)−Qµ,2(0)∥L(H) → 0. Finally, it is easy to deduce that

∥Qλk,3
(0)−Qµ,3(0)∥2L(H) ≤

∫ τ

0

∣∣∣∂qqĽλk

(
t, 0, 0

)
− ∂qqĽµ

(
t, 0, 0

)∣∣∣2 dt.
By the Lebesgue dominated convergence theorem the right side converges to zero. Then ∥Qλk,3

(0)−
Qµ,3(0)∥L(H) → 0 and therefore ∥Qλk

(0)−Qµ(0)∥ → 0.

By (6.26) and Proposition 6.5, maps U ∩H⊥ ∋ ζ 7→ Qλ(ζ) ∈ Ls(H
⊥) is uniformly continuous

at 0 with respect to λ ∈ Λ. Moreover, if (λk) ⊂ Λ converges to 0 ∈ Λ then ∥Qλk
(0)−Qµ(0)∥ → 0.

Proposition 6.6. (H⊥,X⊥, Ľ⊥
λ ,Aλ = ∇Ľ⊥

λ ,Bλ) satisfies (C) of [37, Hypothesis B.2] ([34,
Hypothesis 1.3]) and (D1) of [37, Hypothesis B.1] ([34, Hypothesis 1.1]) at the origin 0 ∈ H⊥,
namely

(C) {u ∈ H⊥ |Bλ(0)u ∈ X⊥} ⊂ X⊥,

(D1) {u ∈ H⊥ |Bλ(0)u = su, s ≤ 0} ⊂ X⊥.

Proof. In order to prove (C) let u ∈ H⊥ be such that v := Bλ(0)u ∈ X⊥. By (6.23)

Bλ(0)u− (Bλ(0)u, ζ0)2
∥ζ0∥2

ζ0 = Bλ(0)u = v ∈ X⊥.

Since ζ0 ∈ X, it follows from this and (6.15) that u ∈ X and hence u ∈ X⊥.

Next, let u ∈ H⊥ satisfy Bλ(0)u = su for some s ≤ 0. Then (6.23) leads to

Bλ(0)u = su+
(Bλ(0)u, ζ0)2

∥ζ0∥2
ζ0.

Since T0S0 = Rζ0 and ∇Ľλ(x) = 0 ∀x ∈ S0, we deduce Bλ(0)ζ0 = 0 and therefore Bλ(0)u = su.
By (6.15) this implies u ∈ X and so u ∈ X⊥.

We also need the following two corresponding results of Propositions 3.10, 3.11.

Proposition 6.7. Both Λ̂ × U ∋ (λ, x) 7→ Ľλ(x) ∈ R and Λ̂ × UX ∋ (λ, x) 7→ Aλ(x) ∈ X are
continuous.

Proofs of this proposition and the following key result are similar to those of Proposi-
tions 3.10, 3.11. For completeness their proof are put off until Section 6.4 because they are
rather long.

Proposition 6.8. Let ε̄ > 0 be such that BH(0, ε̄) ⊂ U . For any given ϵ > 0 there exists
0 < ε ≤ ε̄ such that if x ∈ BH⊥(0, ε) := {x |x ∈ H⊥, ∥x∥1,2 < ε} is a critical point of Ľ⊥

λ with

some λ ∈ Λ̂ then x is a critical point of Ľλ, belongs to C4(R;Rn) and also satisfies ∥x∥C2 < ϵ.
In particular, for x ∈ BH⊥(0, ε), dĽ⊥

λ (x) = 0 if and only if dĽλ(x) = 0.
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6.3 Completing the proofs of Theorems 1.23, 1.24, 1.25, 1.26

The ideas are the same as the proofs of [37, Theorems 1.18, 1.19, 1.21]. But the corresponding
checks and computations are much more complex and difficult.

Proposition 6.9 ([5, Proposition 3.5]). Let P be a finite-dimensional manifold, N a (possibly
infinite dimensional) Banach manifold, Q ⊂ N a Banach submanifold, and A a topological space.
Assume that χ : A× P → N is a continuous function such that there exist a0 ∈ A and m0 ∈ P
with:

(a) χ(a0,m0) ∈ Q;

(b) χ(a0, ·) : P → N is of class C1;

(c) ∂2χ(a0,m0)(Tm0P ) + Tχ(a0,m0)Q = Tχ(a0,m0)N .

Then, for a ∈ A near a0, χ(a, P ) ∩Q ̸= ∅.

For 0 < δ ≤ 3ι/2 put

BX⊥(0, δ) := {ξ ∈ C1
Eγ̄ ,τ (R, B

n
3ι/2(0)) | ∥ξ∥C1 < δ} and Ωδ := Φγ̄ (BX⊥(0, δ)) .

Clearly, Ωδ is a C2 Banach submanifold of Xτ (M, Ig). For the action χ in (6.10), since γ̄ is
nonconstant and C6,

χ(γ̄, ·) : R → Xτ (M, Ig), s 7→ χ(γ̄, s)

is a C4 one-to-one immersion, and

∂2χ(γ̄, 0)(T0R) = R ˙̄γ = dΦγ̄(0)(Rζ0) and Tχ(γ̄,0)Ωδ = Tγ̄Ωδ = dΦγ̄(0)(X
⊥),

we have ∂2χ(γ̄, 0)(T0R) + Tχ(γ̄,0)Ωδ = Tχ(γ̄,)Xτ (M, Ig). Applying Proposition 6.9 to A = N =
Xτ (M, Ig), P = R, Q = Ωδ, a0 = γ̄, m0 = 0 we get:

Proposition 6.10. For any given 0 < δ ≤ 2ι, if γ ∈ Xτ (M, Ig) is close to γ̄, then (R·γ)∩Ωδ ̸= ∅,
that is, R · Ωδ is a neighborhood of the orbit O = R · γ̄ in Xτ (M, Ig).

Proof of Theorem 1.23. By the assumptions there exists a sequence (λk) ⊂ Λ converging
to µ ∈ Λ such that the problem (1.23) with λ = λk has solutions γk, k = 1, 2, · · · , which are
R-distinct each other and satisfy γk|[0,τ ] → γ̄|[0,τ ] in C1([0, τ ];M). Then Λ̂ = {µ, λk | k ∈ N} is
compact and sequential compact. Take a decreasing sequence of positive numbers δm ≤ 2ι such
that δm → 0. For each δm, by Proposition 6.10 we have γkm ∈ R ·Ωδm and thus βm := sm ·γkm ∈
Ωδm for some sm ∈ R. Note that each βm is a critical point of Eλkm

on Φγ̄(UX). Since any two
of (γk) are R-distinct, so are any two of (βm).

Note that Ωδ ⊂ Φγ̄

(
UX
)
⊂ Φγ̄

(
C1
Eγ̄ ,τ

(R, Bn
3ι/2(0))

)
, and by (6.9) and (6.16) we have

Ľλ(x) = Eλ (Φγ̄(x)) ∀x ∈ BX⊥(0, δ) (6.30)

because δ ≤ 2ι < ρ0 and x ∈ BX⊥(0, δ) imply that for all t ∈ R,

(t, x(t), ẋ(t)) ∈ R×Bn
2ι(0)×Bn

ρ0(0)

and so Ľ(λ, t, x(t), ẋ(t)) = L⋆(λ, t, x(t), ẋ(t)).
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It follows that each

xm := (Φγ̄)
−1(βm) ∈ {ξ ∈ X⊥ | ∥ξ∥C1 < δm}

is a critical point of Ľλkm
in H (and hence that of Ľ⊥

λkm
in H⊥) and they are distinct each other.

Moreover ∥xm∥1,2 ≤
√
τ∥xm∥C1 → 0. Hence (µ, 0) ∈ Λ × (U ∩ H⊥) is a bifurcation point of

∇Ľ⊥
λ = 0 in Λ× (U ∩H⊥).
Since Ľλ is C2−0 and ∇Ľλ : U → H has the Gâteaux derivative Bλ(x) ∈ Ls(H) at x ∈ U ,

Ľ⊥
λ is C2−0 and ∇Ľ⊥

λ has a Gâteaux derivative Bλ(x) ∈ Ls(H
⊥) at x ∈ U ∩ H⊥ given by

(6.23). From (6.26), (6.29) and Propositions 6.4, 6.5 it easily follows that the conditions (i)-
(iv) of [34, Theorem 3.1] ([37, Theorem C.6]) are satisfied with Fλ = Ľ⊥

λ and H = X = H⊥

and U = U ∩ H⊥. Therefore m0
τ (Ľ

⊥
µ , 0) ≥ 1. This and (6.11), (6.17) and (6.27) lead to

m0
τ (Eµ, γ̄) = m0

τ (Ľµ, 0) ≥ 2.

Note that Propositions 6.8, 6.7 are not used in the proof of Theorem 1.23. However, they are
necessary for proofs of Theorems 1.24,1.26.

Proof of Theorem 1.24. The original Λ can be replaced by compact and sequential compact
Λ̂ = {µ, λ+k , λ

−
k | k ∈ N}. Follow the notations above. By Propositions 6.7, 6.4, 6.5, and (6.15)

and (6.28), the conditions of [36, Theorem 3.3] (or [34, Theorem A.3]) are satisfied with Lλ = Ľλ,
H = H, X = X, U = U and λ∗ = µ. From these, (6.22)-(6.23) and (6.26), (6.29) and
Proposition 6.6 it follows that Lλ = Ľ⊥

λ , H = H⊥, X = X⊥, U = U ∩H⊥ and λ∗ = µ satisfy
the conditions of [36, Theorem 3.3] (or [34, Theorem A.3]).

By the assumptions (a)–(b) of Theorem 1.24 we may use (6.11), (6.17) and (6.27) to deduce
that m0

τ (Ľ
⊥
µ , 0) ≥ 1 and that for each k ∈ N,

[m−
τ (Ľ

⊥
λ−
k

, 0),m−
τ (Ľ

⊥
λ−
k

, 0) +m0
τ (Ľ

⊥
λ−
k

, 0)] ∩ [m−
τ (Ľ

⊥
λ+
k

, 0),m−
τ (Ľ

⊥
λ+
k

, 0) +m0
τ (Ľ

⊥
λ+
k

, 0)] = ∅

and either m0
τ (Ľ

⊥
λ−
k

, 0) = 0 or m0
τ (Ľ

⊥
λ+
k

, 0) = 0.

Thus [37, Theorem C.4] concludes that there exists an infinite sequence (λk, xk) ⊂ Λ̂×H⊥ \
{(µ, 0)} converging to (µ, 0) such that each xk ̸= 0 and satisfies Ľ⊥

λk
(xk) = 0 for all k ∈ N.

Fix 0 < δ ≤ 2ι. Let Ωδ be as in Proposition 6.10. By Proposition 6.8, passing to a subsequence
(if necessary) we may assume: each xk is C4 and a critical point of Ľλk

, ∥xk∥C2 < δ ∀k and
∥xk∥C2 → 0. Then each γk := Φγ̄(xk) ∈ Ωδ is a C6 solution of the corresponding problem (1.18)
with λ = λk, k = 1, 2, · · · , and (γk) converges to γ̄ on any compact interval I ⊂ R in C2-topology
as k → ∞.

Since dΦγ̄(0)[ζ0] = ˙̄γ and Tγ̄Ωδ = dΦγ̄(0)(X
⊥), Rζ0 + X⊥ = X implies R ˙̄γ + Tγ̄Ωδ =

Tγ̄X 1
τ (M, Ig), that is, the C4 embedded circle O = R · γ̄ (because of periodicity of γ̄) and Ωδ are

transversely intersecting at γ̄. It follows that there exists a neighborhood V of γ̄ in X 1
τ (M, Ig)

such that V∩O∩Ωδ = {γ̄}. Because ∥xk∥C2 → 0, there exists k0 > 0 such that for each k > k0,
γk = Φγ̄(xk) ∈ V∩Ωδ \ {γ̄} and the C4 immersed submanifold R · γk transversely intersect with
Ωδ at γk. Hence

R · γk ̸= O for any k > k0. (6.31)

(Otherwise, O and Ωδ have at least two distinct intersecting points γk and γ̄ in V.)
We conclude that {R · γk | k ∈ N} is an infinite set. (Thus (γk) has a subsequence which only

consists of R-distinct elements. The proof is completed.) Otherwise, passing to a subsequence
we may assume that all γk are R-same, i.e., γk = sk · γ∗ for some sk ∈ R, where γ∗ : R → M
satisfies (1.23) with λ = λk, k = 1, 2, · · · . Since all its partial derivatives of L(λ, ·) of order no
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more than two depend continuously on (λ, x, v) ∈ Λ × TM , it easily follows that γ∗ satisfies
(1.23) with λ = µ. Clearly, γ̄ sits in the intersection of O and the closure of R · γ∗. By the
assumption (c) of Theorem 1.24 R · γ∗ is closed and so equal to O, namely R · γk = O ∀k, which
contradicts (6.31).

In order to prove Theorem 1.26 we also need some preparations. Consider the C4 Hilbert–
Riemannian manifold

Λτ (M, Ig) = {γ ∈W 1,2
loc (R,M) | γ(t+ τ) = Ig(γ(t)) ∀t}

with the natural Riemannian metric given by (1.3); see [48, Theorem 4.2] (or [46, Theorem(8)]).
Let ∥ · ∥1 =

√
⟨·, ·⟩1 be the induced norm.

Since Rγ̄ is an infinite cyclic subgroup of R with generator p > 0, i.e., γ̄ has the least period p,
the orbit O := R · γ̄ is an R-invariant compact connected C3 submanifold of Λτ (M, Ig), precisely
an C3 embedded circle S1(p) := R/pZ. Let π : NO → O be the normal bundle of O in Λτ (M, Ig).
It is a C2 Hilbert vector bundle over O (because TO is a C2 subbundle of TOΛτ (M, Ig)), and

XNO := TOXτ (M, Ig) ∩NO

is a C2 Banach vector subbundle of TOXτ (M, Ig) by [32, Proposition 5.1]. Recall that 3ι is less
than the injectivity radius of g at each point on γ̄(R). For 0 < ν ≤ 3ι we define

NO(ν) := {(γ, v) ∈ NO | ∥v∥1,2 < ν} and XNO(ν) := {(γ, v) ∈ XNO | ∥v∥C1 < ν}.

Clearly, XNO(ν) ⊂ NO(
√
τν) and there exist natural induced R-actions on these bundles given

by

(γ, v) 7→ (s · γ, s · v) ∀s ∈ R.

Using the exponential map exp of g we define the map

EXP : TΛτ (M, Ig)(
√
τν) = {(γ, v) ∈ TΛτ (M, Ig) | ∥v∥1,2 <

√
τν} → Λτ (M, Ig) (6.32)

by EXP(γ, v)(t) = expγ(t) v(t) ∀t ∈ R. Clearly, EXP is equivariant, i.e.,

s · (EXP(γ, v)) = EXP(s · γ, s · v) ∀s ∈ R.

It follows from [32, Lemma 5.2] that EXP is C2. For sufficiently small ν > 0, EXP gives rise to
a C2 diffeomorphism 𭟋 : NO(

√
τν) → N (O,

√
τν), where N (O,

√
τν) is an open neighborhood

of O in Λτ (M, Ig). Let X (O, ν) := 𭟋(XNO(ν)), which is contained in N (O,
√
τν).

Lemma 6.11. Suppose that (Ig)l = idM for some l ∈ N, and that 0 < δ ≤ 2ι is so small that

Ωδ = Φγ̄ (BX⊥(0, δ)) ⊂ X (O, ν).

Then for any two different points γi ∈ Ωδ, i = 1, 2, either they are R-distinct, or there exists an
integer 0 < m ≤ l such that γ2 = (mτ) · γ2 or γ1 = (mτ) · γ1. In particular, if l = 1 and τ is
equal to the minimal period p of γ̄, then any two different points in Ωδ are R-distinct.

Proof. Let different points ξ1, ξ2 ∈ BX⊥(0, δ) be such that γ1 = Φγ̄(ξ1) and γ2 = Φγ̄(ξ2) are
R-same. Then we have s ≥ 0 such that s · γ1 = γ2. Since Ilg = idM implies (klτ) · γ1 = γ1 and
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(s − klτ) · γ1 = s · γ1 for any k ∈ Z we can assume 0 ≤ s < lτ . By (6.6), (γ̄,
∑n

i=1 ξ
i
2ei) and

(s · γ̄,
∑n

i=1(s · ξi1)(s · ei)) belong to NO(
√
τν). Note that

(s · γ1)(t) = γ1(s+ t) = expγ̄(s+t)

(
n∑

i=1

ξi1(s+ t)ei(s+ t)

)

= EXP

(
s · γ̄,

n∑
i=1

(s · ξi1)(s · ei)

)
(t)

and so

s · γ1 = 𭟋

(
s · γ̄,

n∑
i=1

(s · ξi1)(s · ei)

)
.

Similarity, we have

γ2 = 𭟋

(
γ̄,

n∑
i=1

ξi2ei

)
.

Then s · γ̄ = γ̄ and
n∑

i=1

(s · ξi1)(s · ei) =
n∑

i=1

ξi2ei.

The former implies s ∈ Rγ̄ ⊂ {[0], · · · , [(l−1)τ ]}, where [qτ ] = qτ+ lZ. Hence s ∈ {0, · · · , l−1}.
Combing with the latter we obtain ξ1 = ξ2, and therefore a contradiction.

When l = 1 and τ is equal to the minimal period p of γ̄, Rγ̄ = {0} and so ξ1 = ξ2. A
contradiction is obtained.

Proof of Theorem 1.26. The original Λ may be replaced by Λ̂ = [µ − ε, µ + ε]. By the first
paragraph in the proof of Theorem 1.24 we have checked that Lλ = Ľ⊥

λ , H = H⊥, X = X⊥,
U = U ∩H⊥ and λ∗ = µ satisfy the conditions of [36, Theorem 3.6] except for the condition (f).

By the assumptions of Theorem 1.26 and (6.11), (6.17) and (6.27) we get that m0
τ (Ľ

⊥
µ , 0) ≥ 1

and m0
τ (Ľ

⊥
λ , 0) = 0 for each λ ∈ Λ̂ \ {µ} near µ, and that m−

τ (L
⊥
λ , 0) takes, respectively, values

m0
τ (Ľ

⊥
µ , 0) and m−

τ (Ľ
⊥
µ , 0) +m0

τ (Ľ
⊥
µ , 0) − 1 as λ ∈ Λ̂ varies in two deleted half neighborhoods

of µ. These mean that the condition (f) of [37, Theorem C.7] ([36, Theorem 3.6]) is satisfied.
Therefore one of the following alternatives occurs:

(i) There exists a sequence (xk) ⊂ H⊥ \ {0} converging to 0 in H⊥ such that ∇Ľ⊥
µ (xk) = 0

for all k.

(ii) For each λ ∈ Λ \ {µ} near µ, ∇Ľ⊥
λ (w) = 0 has a solution xλ ∈ X⊥ different from 0, which

converges to 0 in X⊥ as λ→ µ.

(iii) Given a neighborhood W of 0 in X⊥, there is an one-sided neighborhood Λ0 of µ such that
for any λ ∈ Λ0 \ {µ}, ∇Ľ⊥

λ (w) = 0 has at least two nonzero solutions in W, x1λ and x2λ,
which can also be required to satisfy Ľ⊥

λ (x
1
λ) ̸= Ľ⊥

λ (x
2
λ) provided that m0

τ (Ľ
⊥
µ , 0) ≥ 2 and

∇Ľ⊥
λ (w) = 0 has only finitely many nonzero solutions in W.

Let δ > 0 satisfy Proposition 6.10 and Lemma 6.11. By Proposition 3.11, we obtain:

• In case (i), passing to a subsequence (if necessary) all xk are C4 and satisfy: ∇Ľµ(xk) = 0,
0 < ∥xk∥C2 < δ and ∥xk∥C2 → 0. Therefore each γk := Φγ̄(xk) ∈ Ωδ is a C6 solution of
the corresponding problem (1.23) with λ = µ, and (γk) converges to γ̄ on any compact
interval I ⊂ R in C2-topology as k → ∞.
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• In case (ii), when λ ∈ Λ \ {µ} is close to µ, all xλ are C4 and satisfy: ∇Ľλ(xλ) = 0,
0 < ∥xλ∥C2 < δ and ∥xλ∥C2 → 0 as λ → µ. Hence each γλ := Φγ̄(xλ) ∈ Ωδ \ {γ̄} is a C6

solution of the corresponding problem (1.23), γλ converges to γ̄ on any compact interval
I ⊂ R in C2-topology as λ→ µ, and R · γλ ̸= O by Lemma 6.11.

• In case (iii), we can require that the neighborhood W so small that Φγ̄(W) ⊂ W and
W ⊂ BX⊥(0, δ). The latter implies Φγ̄(W) ⊂ Ωδ. Then all x1λ and x2λ are C4 and critical
points of Ľλ, and satisfy: 0 < ∥xiλ∥C2 < δ and ∥xiλ∥C2 → 0, i = 1, 2. Consequently,
γ1λ := Φγ̄(x

1
λ) and γ2λ := Φγ̄(x

2
λ) belong to Ωδ ∩ W \ R · γ0, are C6 solutions of the

corresponding problem (1.23). When m0
τ (Eµ, γ̄) = m0

τ (Ľ
⊥
µ , 0) + 1 ≥ 3, and (1.23) with

parameter value λ has only finitely many R-distinct solutions in W which are R-distinct
from γ̄, it is clear that ∇Ľ⊥

λ (w) = 0 has only finitely many nonzero solutions in W,
and therefore we can require that x1λ and x2λ satisfy Ľ⊥

λ (x
1
λ) ̸= Ľ⊥

λ (x
2
λ), which implies

Eλ(γ
1
λ) ̸= Eλ(γ

2
λ),

Proof of Theorem 1.25. The original Λ may be replaced by Λ̂ = α([0, 1]). By the first para-
graph in the proof of Theorem 1.24 we have checked that Lλ = Ľ⊥

λ , H = H⊥, X = X⊥,

U = U ∩H⊥ satisfy the assumptions a)-c) and (i)-(v) of [37, Theorem C.5] for any λ∗ ∈ Λ̂. The
condition (d) of Theorem 1.25 can be translated into:

[m−
τ (Ľ

⊥
λ− , 0),m

−
τ (Ľ

⊥
λ− , 0) +m0

τ (Ľ
⊥
λ− , 0)] ∩ [m−

τ (Ľ
⊥
λ+ , 0),m

−
τ (Ľ

⊥
λ+ , 0) +m0

τ (Ľ
⊥
λ+ , 0)] = ∅

and either m0
τ (Ľ

⊥
λ− , 0) = 0 or m0

τ (Ľ
⊥
λ+ , 0) = 0.

Hence the condition (e.3) of [37, Theorem C.5] is satisfied. Thus [37, Theorem C.4] concludes
that there exists µ ∈ α([0, 1]) and an infinite sequence (λk, xk) ⊂ Λ̂×H⊥ \ {(µ, 0)} converging
to (µ, 0) such that each xk ̸= 0 and satisfies Ľ⊥

λk
(xk) = 0 for all k ∈ N. Moreover, µ is not equal

to λ+ (resp. λ−) if m0
τ (Ľ

⊥
λ+ , 0) = 0 (resp. m0

τ (Ľ
⊥
λ− , 0) = 0). We can assume λk = α(tk) for some

(tk) ⊂ [0, 1] converging to t̄ ∈ [0, 1].
Fix 0 < δ ≤ 2ι. Let Ωδ satisfy Proposition 6.10 and Lemma 6.11 By Proposition 6.8,

passing to a subsequence (if necessary) we may assume: each xk is C4 and a critical point of
Ľλk

, ∥xk∥C2 < δ ∀k and ∥xk∥C2 → 0. Then each γk := Φγ̄(xk) ∈ Ωδ is a C6 solution of the
corresponding problem (1.18) with λ = λk, k = 1, 2, · · · , and (γk) converges to γ̄ on any compact
interval I ⊂ R in C2-topology as k → ∞. We can assume that all xk are distinct each other. By
Lemma 6.11 each γk has at most l R-same points in {γk | k ∈ N}. Hence (γk) has a subsequence
(γki) consisting of completely R-distinct points. The required assertions are proved.

6.4 Proofs of Propositions 6.7,6.8

Proof of Proposition 6.7. Step 1(Prove that Λ̂ × U ∋ (λ, x) 7→ Ľλ(x) ∈ R is continuous).
Indeed, for any two points (λ, x) and (λ0, x0) in Λ̂× U we can write

Ľλ(x)− Ľλ0(x0) =

[∫ τ

0
Ľλ(t, x(t), ẋ(t))dt−

∫ τ

0
Ľλ(t, x0(t), ẋ0(t))dt

]
+

[∫ τ

0
Ľλ(t, x0(t), ẋ0(t))dt−

∫ τ

0
Ľλ0(t, x0(t), ẋ0(t))dt

]
.

As (λ, x) → (λ0, x0), we derive from (L6) in Lemma 6.1 and [37, Prop.B.9] or [35, Proposition
C.1] (resp. (L6) in Lemma 6.1 and the Lebesgue dominated convergence theorem) that the first
(resp. second) bracket on the right side converges to the zero.
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(Actually, we only need that Λ̂ × UX ∋ (λ, x) 7→ Ľλ(x) ∈ R is continuous. This can easily
be proved as follows. For any fixed point x0 ∈ UX , we can take a positive ρ > 0 such that
ρ > supt |ẋ0(t)|. Since Eγ̄ is an orthogonal matrix, and Ľ : Λ̂ × R × B̄n

2ι(0) × Rn → R is
continuous, we deduce that Ľ is uniformly continuous in Λ̂ × R × B̄n

2ι(0) × B̄n
ρ (0). This and

(6.12) lead to the desired claim.)
Step 2(Prove that Λ̂×UX ∋ (λ, x) 7→ Aλ(x) ∈ X is continuous). For (λ1, x), (λ2, y) ∈ Λ̂×UX ,

and ξ ∈ H, since

dĽλ1(x)[ξ]− dĽλ2(y)[ξ] =

∫ τ

0

(
∂qĽ(λ1, t, x(t), ẋ(t))− ∂qĽ(λ2, t, y(t), ẏ(t))

)
· ξ(t)dt

+

∫ τ

0

(
∂vĽ

(
λ1, t, x(t), ẋ(t))− ∂vĽ(λ2, t, y(t), ẏ(t))

)
· ξ̇(t)

)
dt,

we have

∥∇Ľλ1(x)−∇Ľλ2(y)∥1,2 ≤
(∫ τ

0

∣∣∂qĽ(λ1, t, x(t), ẋ(t))− ∂qĽ(λ2, t, y(t), ẏ(t))
∣∣2 dt)1/2

+

(∫ τ

0

∣∣∂vĽ(λ1, t, x(t), ẋ(t))− ∂vĽ(λ2, t, y(t), ẏ(t))
∣∣2 dt)1/2

.

Fix a point (λ1, x) ∈ Λ̂ × UX . Then {(λ1, t, x(t), ẋ(t)) | t ∈ [0, τ ]} is a compact subset of Λ̂ ×
[0, τ ]×Bn

2ι(0)×Rn. Since ∂qĽ and ∂vĽ are uniformly continuous in any compact neighborhood
of this compact subset we deduce that

∥∇Ľλ1(x)−∇Ľλ2(y)∥C0 ≤ Cτ∥∇Ľλ1(x)−∇Ľλ2(y)∥1,2 → 0 (6.33)

provided (λ2, y) ∈ Λ̂× UX converges to (λ1, x) in Λ̂× UX .
By (6.19) and (6.21), we have

d

dt
∇Ľλ(x)(t) =

et

2

∫ ∞

t
e−s

(
∂qĽλ

(
s, x(s), ẋ(s)

)
−Rx

λ(s)
)
ds

−e
−t

2

∫ t

−∞
es
(
∂qĽλ

(
s, x(s), ẋ(s)

)
−Rx

λ)(s)
)
ds

+∂vĽλ

(
t, x(t), ẋ(t)

)
+M

∫ τ

0
∂vĽλ(s, x(s), ẋ(s))ds, (6.34)

where Rx
λ is given by (6.20). Let Tx

λ(t) denote a column vector[(
⊕l≤p

sin θl
2− 2 cos θl

 0 −1
1 0

 − 1

2
I2p

)
⊕ diag(ap+1(t), · · · , aσ(t))

]∫ τ

0
∂vĽλ

(
s, x(s), ẋ(s)

)
ds.

Then we have a constant C(Eγ̄) > 0 only depending on Eγ̄ such that for all t,

∣∣Tx
λ1
(t)− Ty

λ2
(t)
∣∣ ≤ C(Eγ0)(1 + |t|)

∫ τ

0

∣∣∣∂vĽλ1

(
s, x(s), ẋ(s)

)
− ∂vĽλ2

(
s, y(s), ẏ(s)

)∣∣∣ds. (6.35)

By (6.20) and (6.21) we observe

Rx
λ(t) =

∫ t

0
∂vĽλ

(
s, x(s), ẋ(s)

)
ds+ Tx

λ(t), (6.36)
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d

dt
Tx
λ(t) = M

∫ τ

0
∂vĽλ

(
s, x(s), ẋ(s)

)
ds. (6.37)

For 0 ≤ t ≤ τ , let

Γ+
λ (x)(t) : =

et

2

∫ ∞

t
e−s

(
∂qĽλ

(
s, x(s), ẋ(s)

)
−Rx

λ(s)
)
ds, (6.38)

Γ−
λ (x)(t) : =

e−t

2

∫ t

−∞
es
(
∂qĽλ

(
s, x(s), ẋ(s)

)
−Rx

λ(s)
)
ds. (6.39)

It follows from (6.34) that∣∣∣∣ ddt∇Ľλ1(x)(t)−
d

dt
∇Ľλ2(y)(t)

∣∣∣∣
≤ |Γ+

λ1
(x)(t)− Γ+

λ2
(y)(t)|+ |Γ−

λ1
(x)(t)− Γ−

λ2
(y)(t)|

+|∂vĽλ1

(
t, x(t), ẋ(t)

)
− ∂vĽλ2

(
t, y(t), ẏ(t)

)
|

+|M|
∫ τ

0
|∂vĽλ1(s, x(s), ẋ(s))− ∂vĽλ2(s, y(s), ẏ(s))|ds. (6.40)

Let us estimate terms in the right side.
Suppose kτ ≤ t ≤ (k + 1)τ for some integer k ≥ 0. By Ľ(λ, t + τ, x, v) = Ľ(λ, t, Eγ̄x,Eγ̄v)

and (6.35) we deduce

|Rx
λ1
(t)−Ry

λ2
(t)|

≤
∫ (k+1)τ

0

∣∣∂vĽλ1

(
s, x(s), ẋ(s)

)
− ∂vĽλ2

(
s, y(s), ẏ(s)

)∣∣ ds+ ∣∣Tx
λ1
(t)− Ty

λ2
(t)
∣∣

≤ (k + 1)

∫ τ

0

∣∣∂vĽλ1

(
s, x(s), ẋ(s)

)
− ∂vĽλ2

(
s, y(s), ẏ(s)

)∣∣ ds
+ C(Eγ̄)(1 + (k + 1)τ)

∫ τ

0

∣∣∣∂vĽλ1

(
s, x(s), ẋ(s)

)
− ∂vĽλ2

(
s, y(s), ẏ(s)

)∣∣∣ds. (6.41)

Similarly, for (−k − 1)τ ≤ t ≤ −kτ for some integer k ≥ 0. We have also

|Rx
λ1
(t)−Ry

λ2
(t)|

≤
∫ 0

(−k−1)τ

∣∣∂vĽλ1

(
s, x(s), ẋ(s)

)
− ∂vĽλ2

(
s, y(s), ẏ(s)

)∣∣ ds+ ∣∣Tx
λ1
(t)− Ty

λ2
(t)
∣∣

≤ (k + 1)

∫ τ

0

∣∣∂vĽλ1

(
s, x(s), ẋ(s)

)
− ∂vĽλ2

(
s, y(s), ẏ(s)

)∣∣ ds
+ C(Eγ̄)(1 + (k + 1)τ)

∫ τ

0

∣∣∣∂vĽλ1

(
s, x(s), ẋ(s)

)
− ∂vĽλ2

(
s, y(s), ẏ(s)

)∣∣∣ds. (6.42)

For 0 ≤ t ≤ τ , it follows from (6.38) and (6.41) that

|Γ+
λ1
(x)(t)− Γ+

λ2
(y)(t)| (6.43)

≤ eτ

2

∞∑
k=0

∫ (k+1)τ

kτ
e−s

∣∣∂qĽλ1

(
s, x(s), ẋ(s)

)
− ∂qĽλ2

(
s, y(s), ẏ(s)

)∣∣ ds
+
eτ

2

∞∑
k=0

∫ (k+1)τ

kτ
e−s

∣∣∣Rx
λ1
(s)−Ry

λ2
(s)
∣∣∣ ds
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≤ eτ

2

∞∑
k=0

e−kτ

∫ τ

0

∣∣∂qĽλ1

(
s, x(s), ẋ(s)

)
− ∂qĽλ2

(
s, y(s), ẏ(s)

)∣∣ ds
+
τeτ

2

∞∑
k=0

e−kτ (k + 1)

∫ τ

0

∣∣∂vĽλ1

(
s, x(s), ẋ(s)

)
− ∂vĽλ2

(
s, y(s), ẏ(s)

)∣∣ ds
+C(Eγ̄)

τeτ

2

∞∑
k=0

e−kτ (1 + (k + 1)τ)

∫ τ

0

∣∣∣∂vĽλ1

(
s, x(s), ẋ(s)

)
− ∂vĽλ2

(
s, y(s), ẏ(s)

)∣∣∣ds.
Similarly, for 0 ≤ t ≤ τ , (6.39) and (6.42) lead to

|Γ−
λ1
(x)(t)− Γ−

λ2
(y)(t)| (6.44)

≤ 1

2

∞∑
k=0

∫ (−k+1)τ

−kτ
es
∣∣∂qĽλ1

(
s, x(s), ẋ(s)

)
− ∂qĽλ2

(
s, y(s), ẏ(s)

)∣∣ ds
+
1

2

∞∑
k=0

∫ (−k+1)τ

−kτ
es
∣∣∣Rx

λ1
(s)−Ry

λ2
(s)
∣∣∣ ds

≤ eτ

2

∞∑
k=0

e−kτ

∫ τ

0

∣∣∂qĽλ1

(
s, x(s), ẋ(s)

)
− ∂qĽλ2

(
s, y(s), ẏ(s)

)∣∣ ds
+
τeτ

2

∞∑
k=0

e−kτ (k + 1)

∫ τ

0

∣∣∂vĽλ1

(
s, x(s), ẋ(s)

)
− ∂vĽλ2

(
s, y(s), ẏ(s)

)∣∣ ds
+C(Eγ̄)

τeτ

2

∞∑
k=0

e−kτ (1 + (k + 1)τ)

∫ τ

0

∣∣∣∂vĽλ1

(
s, x(s), ẋ(s)

)
− ∂vĽλ2

(
s, y(s), ẏ(s)

)∣∣∣ds.
From these and (6.40) we get∣∣∣∣ ddt∇Ľλ1(x)(t)−

d

dt
∇Ľλ2(y)(t)

∣∣∣∣
≤ |∂vĽλ1

(
t, x(t), ẋ(t)

)
− ∂vĽλ2

(
t, y(t), ẏ(t)

)
|

+(C(Eγ̄)Cτ + |M|)
∫ τ

0
|∂vĽλ1(s, x(s), ẋ(s))− ∂vĽλ2(s, y(s), ẏ(s))|ds

+C∗
τ

∫ τ

0
|∂qĽλ1(s, x(s), ẋ(s))− ∂qĽλ2(s, y(s), ẏ(s))|ds (6.45)

for some constant C∗
τ > 0 and for all 0 ≤ t ≤ τ .

As above, for a fixed (λ1, x) ∈ Λ̂× UX , by uniform continuity of ∂qĽ and ∂vĽ on a compact
neighborhood of a compact subset {(λ1, t, x(t), ẋ(t)) | t ∈ [0, τ ]} of Λ̂ × [0, τ ] × Bn

2ι(0) × Rn, we
can derive from these and (6.45) that∥∥∥∥ ddt∇Ľλ1(x)−

d

dt
∇Ľλ2(y)

∥∥∥∥
C0

→ 0

provided (λ2, y) ∈ Λ̂ × UX converges to (λ1, x) in Λ̂ × UX . This and (6.33) lead to the second
claim.

Proof of Proposition 3.11. It is enough to prove sufficiency. Since x ∈ BH⊥(0, ε) is a critical
point of the restriction of Ľλ to BH⊥(0, ε),

dĽλ(x)[ξ] = 0 ∀ξ ∈ TxBH⊥(0, ε) = H⊥. (6.46)
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We shall prove dĽλ(x) = 0 in four steps.
Step 1. Prove that x is C4. By (6.46) we have µ(λ, x) ∈ R such that

∇Ľλ(x) = µ(λ, x)ζ0. (6.47)

That is, dĽλ(x)[ξ]− µ(λ, x)(ζ0, ξ)1,2 = 0 for all ξ ∈ H. It follows that∫ τ

0
[(∂qĽλ(x(t), ẋ(t)), ξ(t))Rn + (∂vĽλ(x(t), ẋ(t), ξ̇(t))Rn ]dt

−
∫ τ

0
[µ(λ, x)(ζ0(t), ξ(t))Rn + µ(λ, x)(ζ̇0(t), ξ̇(t))Rn ]dt = 0 ∀ξ ∈ H.

Define Lλ(t, q, v) = Ľλ(t, q, v)− µ(λ, x)(ζ0(t), q)Rn + µ(λ, x)(ζ̇0(t), v)Rn . Then x(t) satisfies∫ τ

0
[(∂qLλ(t, x(t), ẋ(t)), ξ(t))Rn + (∂vLλ(t, x(t), ẋ(t)), ξ̇(t))Rn ]dt = 0 ∀ξ ∈ H. (6.48)

Since ζ0 is C5, Lλ is C4 and satisfies the conditions in Lemma 6.1, by Remark 6.2 we obtain
that x is C4.

Step 2. For any ϵ > 0 there exists δ > 0 such that ∥x∥1,2 < δ implies |µ(λ, x)| < ϵ. Since Λ̂ ⊂ R
is compact and sequential compact, Ľ(λ, t+ τ, q, v) = Ľ(λ, t, Eγ̄q, Eγ̄v), and partial derivatives

∂qĽλ(·), ∂vĽλ(·), ∂qvĽλ(·), ∂qqĽλ(·), ∂vvĽλ(·), ∂vtĽλ(·)

depend continuously on (λ, t, q, v) ∈ Λ̂ × R × B̄n
2ι(0) × Rn, by shrinking ι > 0 (if necessary) it

follows from (L3) in Lemma 6.1 that

|∂qĽλ(t, q, v)− ∂qĽλ(t, 0, 0)|
≤ |∂qĽλ(t, q, v)− ∂qĽλ(t, q, 0)|+ |∂qĽλ(t, q, 0)− ∂qĽλ(t, 0, 0)|
≤ sup

0≤s≤1
|∂qvĽλ(t, q, sv)| · |v|+ sup

0≤s≤1
|∂qqĽλ(t, sq, 0)| · |q|

≤ C(|v|+ |v|2) + C|q|.

Hence we have a constant C ′ > 0 such that

|∂qĽλ(t, q, v)| ≤ C ′(1 + |v|2), ∀(λ, t, q, v) ∈ Λ̂× R× B̄n
2ι(0)× Rn. (6.49)

Similarly, we can increase the constant C ′ > 0 so that

|∂vĽλ(t, q, v)| ≤ C ′(1 + |v|), ∀(λ, t, q, v) ∈ Λ̂× R× B̄n
2ι(0)× Rn. (6.50)

Since ∇Ľλ(0) = 0, by (6.47) we have

µ(λ, x)(ζ0, ξ)1,2 = dĽλ(x)[ξ]− dĽλ(0)[ξ]

=

∫ τ

0
[(∂qĽλ(t, x(t), ẋ(t)), ξ(t))Rn − (∂qĽλ(t, 0, 0), ξ(t))Rn ]dt

+

∫ τ

0
[(∂vĽλ(t, x(t), ẋ(t), ξ̇(t))Rn − (∂vĽλ(t, 0, 0), ξ̇(t))Rn ]dt.

For the first integral, by the mean value theorem, (L3) in Lemma 6.1 and (2.3) we derive∣∣∣ ∫ τ

0
[(∂qĽλ(t, x(t), ẋ(t))− ∂qĽλ(t, 0, 0), ξ(t))Rn ]dt

∣∣∣
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≤
∣∣∣ ∫ τ

0

∫ 1

0
[(∂qqĽλ(t, sx(t), sẋ(t))x(t), ξ(t))Rn ]dtds

∣∣∣
+
∣∣∣ ∫ τ

0

∫ 1

0
[(∂qvĽλ(t, sx(t), sẋ(t))ẋ(t), ξ(t))Rn ]dtds

∣∣∣
≤ C

∫ τ

0

∫ 1

0
(1 + |sẋ(t))|2)|x(t)||ξ(t)|dtds+ C

∫ τ

0

∫ 1

0
(1 + |sẋ(t))|)|ẋ(t)||ξ(t)|dtds

≤ C(Cτ )
2∥x∥1,2∥ξ∥1,2

(
τ + 2∥x∥21,2

)
+ CCτ∥ξ∥1,2(

√
τ∥x∥1,2 + ∥x∥21,2). (6.51)

Similarly, we may estimate the second integral as follows:∣∣∣ ∫ τ

0
[(∂vĽλ(t, x(t), ẋ(t), ξ̇(t))Rn − (∂vĽλ(t, 0, 0), ξ̇(t))Rn ]dt

∣∣∣
≤

∣∣∣ ∫ τ

0

∫ 1

0
[(∂vvĽλ(t, sx(t), sẋ(t))ẋ(t), ξ̇(t))Rn ]dtds

∣∣∣
+
∣∣∣ ∫ τ

0

∫ 1

0
[(∂qvĽλ(t, sx(t), sẋ(t))x(t), ξ̇(t))Rn ]dtds

∣∣∣
≤ C∥x∥1,2∥ξ∥1,2 + CCτ∥x∥1,2(

√
τ∥ξ∥1,2 + ∥x∥1,2∥ξ∥1,2). (6.52)

Hence we get

|µ(λ, x)|∥ζ0∥1,2 ≤ C(Cτ )
2∥x∥1,2

(
τ + 2∥x∥21,2

)
+ CCτ (

√
τ∥x∥1,2 + ∥x∥21,2)

+C∥x∥1,2 + CCτ∥x∥1,2(
√
τ + ∥x∥1,2).

The desired claim immediately follows because ζ0 ̸= 0.
Step 3. For any ϵ > 0 there exists ε > 0 such that ∥x∥1,2 ≤ ε implies ∥x∥C2 < ϵ. By (L2) in

Lemma 6.1 and the mean value theorem of integrals we deduce

c|v|2 ≤
∫ 1

0

(
∂vvĽλ(t, q, sv)[v], v

)
Rn ds

=
(
∂vĽλ(t, q, v)− ∂vĽλ(t, q, 0), v

)
Rn

and so
c|v| ≤

∣∣∂vĽλ(t, q, v)− ∂vĽλ(t, q, 0)
∣∣ (6.53)

for any (λ, t, q, v) ∈ Λ̂ × R × B̄n
2ι(0) × Rn. Since we have proved that x is C4 in Step 1, (6.47)

also holds in the sense of pointwise, i.e.,

∇Ľλ(x)(t) = µ(λ, x)ζ0(t) ∀t. (6.54)

From this and (6.34) it follows that

µ(λ, x)ζ̇0(t) =
et

2

∫ ∞

t
e−s

(
∂qĽλ

(
s, x(s), ẋ(s)

)
−Rx

λ(s)
)
ds

−e
−t

2

∫ t

−∞
es
(
∂qĽλ

(
s, x(s), ẋ(s)

)
−Rx

λ)(s)
)
ds

+∂vĽλ

(
t, x(t), ẋ(t)

)
+M

∫ τ

0
∂vĽλ(s, x(s), ẋ(s))ds, (6.55)

where Rx
λ is given by (6.20). In particular, taking x = 0 we get

µ(λ, 0)ζ̇0(t) =
et

2

∫ ∞

t
e−s

(
∂qĽλ

(
s, 0, 0

)
−R0

λ(s)
)
ds
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−e
−t

2

∫ t

−∞
es
(
∂qĽλ

(
s, 0, 0

)
−R0

λ)(s)
)
ds

+∂vĽλ

(
t, 0, 0

)
+M

∫ τ

0
∂vĽλ(s, 0, 0)ds. (6.56)

(6.55) minus (6.56) gives rise to

∂vĽλ

(
t, 0, 0

)
− ∂vĽλ

(
t, x(t), ẋ(t)

)
=

et

2

∫ ∞

t
e−s

(
∂qĽλ

(
s, x(s), ẋ(s)

)
− ∂qĽλ

(
s, 0, 0

))
ds+

et

2

∫ ∞

t
e−s

(
R0

λ(s)−Rx
λ(s)

)
ds

−e
−t

2

∫ t

−∞
es
(
∂qĽλ

(
s, x(s), ẋ(s)

)
− ∂qĽλ

(
s, 0, 0

))
ds+

e−t

2

∫ t

−∞
es
(
Rx

λ(s)−R0
λ(s)

)
ds

+M

∫ τ

0
[∂vĽλ(s, x(s), ẋ(s))− ∂vĽλ(s, 0, 0)]ds

+µ(λ, 0)ζ̇0(t)− µ(λ, x)ζ̇0(t) (6.57)

For 0 ≤ t ≤ τ , it follows from (6.43) and (6.44) that∣∣∣∣et2
∫ ∞

t
e−s

(
∂qĽλ

(
s, x(s), ẋ(s)

)
− ∂qĽλ

(
s, 0, 0

))
ds+

et

2

∫ ∞

t
e−s

(
R0

λ(s)−Rx
λ(s)

)
ds

∣∣∣∣
≤

[
eτ

2

∞∑
k=0

e−kτ +
τeτ

2

∞∑
k=0

e−kτ (k + 1) + C(Eγ̄)
τeτ

2

∞∑
k=0

e−kτ (1 + (k + 1)τ)

]
×

×
∣∣∣ ∫ τ

0

[
∂vĽλ

(
s, x(s), ẋ(s)

)
− ∂vĽλ

(
s, 0, 0

)]
ds
∣∣∣ (6.58)

and ∣∣∣∣− e−t

2

∫ t

−∞
es
(
∂qĽλ

(
s, x(s), ẋ(s)

)
− ∂qĽλ

(
s, 0, 0

))
ds+

e−t

2

∫ t

−∞
es
(
Rx

λ(s)−R0
λ(s)

)
ds

∣∣∣∣
≤

[
eτ

2

∞∑
k=0

e−kτ +
τeτ

2

∞∑
k=0

e−kτ (k + 1) + C(Eγ̄)
τeτ

2

∞∑
k=0

e−kτ (1 + (k + 1)τ)

]
×

×
∣∣∣ ∫ τ

0

[
∂vĽλ

(
s, x(s), ẋ(s)

)
− ∂vĽλ

(
s, 0, 0

)]
ds
∣∣∣. (6.59)

An elementary calculation yields[
eτ

2

∞∑
k=0

e−kτ +
τeτ

2

∞∑
k=0

e−kτ (k + 1) + C(Eγ̄)
τeτ

2

∞∑
k=0

e−kτ (1 + (k + 1)τ)

]
< C(Eγ̄ , τ) := (2 + C(Eγ̄)τ + C(Eγ̄)τ

2)
e2τ

eτ − 1
+ (1 + C(Eγ̄)τ

2)
e4τ

(eτ − 1)2
.

Hence (6.57), (6.58) and (6.59) lead to∣∣∂vĽλ

(
t, x(t), ẋ(t)

)
− ∂vĽλ

(
t, 0, 0

)∣∣
≤ 2C(Eγ̄ , τ)

∣∣∣ ∫ τ

0

[
∂vĽλ

(
s, x(s), ẋ(s)

)
− ∂vĽλ

(
s, 0, 0

)]
ds
∣∣∣

+|M|
∣∣∣ ∫ τ

0

[
∂vĽλ

(
s, x(s), ẋ(s)

)
− ∂vĽλ

(
s, 0, 0

)]
ds
∣∣∣+ |µ(λ, 0)− µ(λ, x)| · |ζ̇0(t)|.
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From this, (6.53) and (6.57), (6.58) and (6.59) we deduce

c|ẋ(t)| ≤
∣∣∂vĽλ

(
t, x(t), ẋ(t)

)
−DvĽλ(t, x(t), 0)

∣∣
≤

∣∣∂vĽλ

(
t, x(t), ẋ(t)

)
− ∂vĽλ

(
t, 0, 0

)∣∣+ ∣∣DvĽλ(t, x(t), 0)− ∂vĽλ

(
t, 0, 0

)∣∣
≤ (2C(Eγ̄ , τ) + |M|)

∣∣∣ ∫ τ

0

[
∂vĽλ

(
s, x(s), ẋ(s)

)
− ∂vĽλ

(
s, 0, 0

)]
ds
∣∣∣

+|µ(λ, 0)− µ(λ, x)| · |ζ̇0(t)|+
∣∣DvĽλ(t, x(t), 0)− ∂vĽλ

(
t, 0, 0

)∣∣ (6.60)

for all 0 ≤ t ≤ τ .

Since |ζ̇0(t)| are bounded on [0, τ ], by Step 2 we have |µ(λ, 0) − µ(λ, x)| · supt |ζ̇0(t)| → 0 as
∥x∥1,2 → 0. It follows from (6.50) and [37, Prop.B.9] ([35, Proposition C.1]) that∣∣∣ ∫ τ

0

[
∂vĽλ

(
s, x(s), ẋ(s)

)
− ∂vĽλ

(
s, 0, 0

)]
ds
∣∣∣→ 0

uniformly in λ as ∥x∥1,2 → 0. These and (6.60) show:

For any ϵ > 0 there exists ε > 0 such that ∥x∥1,2 ≤ ε implies ∥x∥C1 < ϵ. (6.61)

By (6.48) we have

0 =
d

dt

(
∂vLλ(t, x(t), ẋ(t))

)
− ∂qLλ(t, x(t), ẋ(t))

=
d

dt

(
∂vĽλ(t, x(t), ẋ(t)) + µ(λ, x)ζ̇0(t)

)
− ∂qĽλ(t, x(t), ẋ(t)) + µ(λ, x)ζ0(t)

= ∂vvĽλ(t, x(t), ẋ(t))ẍ(t) + ∂vqĽλ(t, x(t), ẋ(t))ẋ(t) + ∂vtĽλ(t, x(t), ẋ(t))

−∂qĽλ(t, x(t), ẋ(t)) + µ(λ, x)ζ̈0(t) + µ(λ, x)ζ0(t). (6.62)

In particular, taking x = 0 we get

0 = ∂vtĽλ(t, 0, 0)− ∂qĽλ(t, 0, 0) + µ(λ, 0)ζ̈0(t) + µ(λ, 0)ζ0(t). (6.63)

(6.62) minus (6.63) gives rise to

0 = ∂vvĽλ(t, x(t), ẋ(t))ẍ(t) + ∂vqĽλ(t, x(t), ẋ(t))ẋ(t)

+∂vtĽλ(t, x(t), ẋ(t))− ∂vtĽλ(t, 0, 0)

−∂qĽλ(t, x(t), ẋ(t)) + ∂qĽλ(t, 0, 0)

+µ(λ, x)ζ̈0(t)− µ(λ, 0)ζ̈0(t) + µ(λ, x)ζ0(t)− µ(λ, 0)ζ0(t). (6.64)

Note that (L2) of Lemma 6.1 implies |[∂vvĽλ(t, x(t), ẋ(t))]
−1ξ| ≤ 1

c |ξ| ∀ξ ∈ Rn. (6.64) leads to

|ẍ(t)| ≤ 1

c
|∂vqĽλ(t, x(t), ẋ(t))| · |ẋ(t)|+

1

c
|∂qĽλ(t, x(t), ẋ(t))− ∂qĽλ(t, 0, 0)|

+
1

c
|∂vtĽλ(t, x(t), ẋ(t))− ∂vtĽλ(t, 0, 0)|+

1

c
|∂qĽλ(t, x(t), ẋ(t))− ∂qĽλ(t, 0, 0)|

+|µ(λ, x)− µ(λ, 0)||ζ̈0(t)|+ |µ(λ, x)− µ(λ, 0)||ζ0(t)|. (6.65)

Since |ζ0(t)| and |ζ̈0(t)| are bounded on [0, τ ], the desired claim may follow from this, Step 2 and
(6.61).
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Step 4. Prove dĽλ(x) = 0. Since ∥ζ0∥C0 > 0, by Step 3 we get ε > 0 such that ∥x∥1,2 ≤ ε
implies ∥x∥C2 < ρ0. In particular, x ∈ UX . Since Ľ = L⋆ on Λ̂×R×Bn

3ι/2(0)×Bn
ρ0(0), it holds

that

Ľλ(x) =

∫ τ

0
Ľλ(t, x(t), ẋ(t))dt = L⋆

λ(x) = Eλ(Φγ̄(x)).

Note that Φγ̄(x) ∈ X 6
τ (M, Ig). [−a, a] · Φγ̄(x) is a C

4 submanifold of dimension one. Therefore
by these and the arguments below (6.4) we get that

Sx := Φ−1
γ̄

(
[−a, a] · Φγ̄(x) ∩ Im(Φγ̄) ∩ X 1

τ (M, Ig)
)

is a C2 submanifold of X 1
τ (B

n
2ι(0), Eγ̄) containing 0 as an interior point. Observe that

TΦγ̄(x)

(
[−a, a] · Φγ̄(x) ∩ Im(Φγ̄) ∩ X 1

τ (M, Ig)
)
= R

d

ds
(s · Φγ̄(x))

∣∣∣
s=0

= R(Φγ̄(x))
·

and that Eλ is constant on [−a, a] · Φγ̄(x). Hence

dEλ(Φγ̄(x))[(Φγ̄(x))
·] = 0.

Let ζx := (dΦγ̄(x)))
−1((Φγ̄(x))

·) ∈ TxSx. Then

dĽλ(x)[ζx] = dEλ(Φγ̄(x))[(Φγ̄(x))
·] = 0. (6.66)

Since Φγ̄(ξ)(t) = ϕγ̄(t, ξ(t)) and dϕγ̄(t, p)[(1, v)] = ∂2ϕγ̄(t, p)[v] + ∂1ϕγ̄(t, p) we get

∂2ϕγ̄(t, x(t))[ẋ(t)] + ∂1ϕγ̄(t, x(t)) = (Φγ̄(x))
·(t) = (dΦγ̄(x)[ζx])(t)

=
d

ds

∣∣∣
s=0

Φγ̄(x+ sζx)(t) =
d

ds

∣∣∣
s=0

ϕγ̄(t, x(t) + sζx(t))

= ∂2ϕγ̄(t, x(t))[ζx(t)]

and thus
∂1ϕγ̄(t, x(t)) = ∂2ϕγ̄(t, x(t))[ζx(t)− ẋ(t)]. (6.67)

As ∥x∥C1 → 0 we deduce that ∥ζx − ζ0∥C0 → 0, that is,

ζx(t) = ẋ(t) + (∂2ϕγ̄(t, x(t)))
−1
(
∂1ϕγ̄(t, x(t))

)
→ (∂2ϕγ̄(t, 0))

−1
(
˙̄γ(t)
)
= ζ0(t) (6.68)

uniformly on [0, τ ].
We hope to prove that ∥ζx − ζ0∥C1 → 0 as ∥x∥1,2 → 0.
Fix t̄ ∈ [0, τ ] and a C7 coordinate chart (Θ,W ) around γ̄(t̄) on M , where W is an open

neighborhood of γ̄(t̄) and Θ is a C7 diffeomorphism from W to an open subset in Rn. Then
there exists a closed neighborhood J of t̄ in [0, τ ] such that γ̄(t) ∈W for any t ∈ J .

Shrinking J we have a positive number ν < 2ι such that x([0, τ ]) ⊂ Bn
ν (0) and that

ϕγ̄,t := ϕγ̄(t, ·) maps Bn
ν (0) into W for each t ∈ J. (6.69)

Define Υ : J × Bn
ν (0) → Rn, (t, p) 7→ Θ(ϕγ̄(t, p)). It is C5, and for each t ∈ J , Υ(t, ·) is a C5

diffeomorphism from Bn
ν (0) onto an open subset in Rn. Let ∂1Υ and ∂2Υ denote differentials of

Υ with respect to t and p, respectively. For t ∈ J , since

dΘ(ϕγ̄(t, x(t))) ◦ (∂2ϕγ̄(t, x(t))) = d(Θ ◦ ϕγ̄,t)(x(t)) = ∂2Υ(t, x(t)),

dΘ(ϕγ̄(t, x(t)))[∂1ϕγ̄(t, x(t))] =
d

ds
Θ(ϕγ̄(s, p))

∣∣∣
(s,p)=(t,x(t))

= ∂1Υ(t, x(t)),
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composing dΘ(ϕγ̄(t, x(t))) in two sides of (6.67) we obtain

∂1Υ(t, x(t)) = ∂2Υ(t, x(t))[ζx(t)− ẋ(t)], ∀t ∈ J. (6.70)

Differentiating this equality with respect to t gives rise to

∂1∂1Υ(t, x(t)) + ∂2∂1Υ(t, x(t))[ẋ(t)]

= ∂1∂2Υ(t, x(t))[ζx(t)− ẋ(t)] + ∂2∂2Υ(t, x(t))[ẋ(t), ζx(t)− ẋ(t)]

+∂2Υ(t, x(t))[ζ̇x(t)− ẍ(t)]

and so

ζ̇x(t) = ẍ(t)−
(
∂2Υ(t, x(t))

)−1
∂1∂2Υ(t, x(t))[ζx(t)− ẋ(t)]

−
(
∂2Υ(t, x(t))

)−1
∂2∂2Υ(t, x(t))[ẋ(t), ζx(t)− ẋ(t)]

+
(
∂2Υ(t, x(t))

)−1
∂1∂1Υ(t, x(t)) +

(
∂2Υ(t, x(t))

)−1
∂2∂1Υ(t, x(t))[ẋ(t)],

where ∂2Υ(t, x(t)) may be understand as matrixes. As ∥x∥C2 → 0 it follows that

ζ̇x(t) →
(
∂2Υ(t, 0))

)−1
∂1∂1Υ(t, 0) = ζ̇0(t)

uniformly on J , and hence that ∥ζx − ζ0∥C1(J) → 0 by (6.68).
Note that [0, τ ] can be covered by finitely many neighborhoods of form J . We arrive at

∥ζx − ζ0∥C1 → 0, in particular, ∥ζx − ζ0∥1,2 → 0. Then for ε > 0 small enough, the orthogonal
decomposition H = (Rζ0)⊕H⊥ of Hilbert spaces implies a direct sum decomposition of Banach
spaces H = (Rζx)+̇H⊥. From this, (6.66) and (6.46) we may deduce that dĽλ(x) = 0 because
TxBH⊥(0, ε) = T0BH⊥(0, ε) = H⊥.

6.5 Strengthening of Theorems 1.23, 1.24, 1.25, 1.26 for Lagrangian systems
on Rn

When M is an open subset U of Rn and Ig is an orthogonal matrix E of order n which
maintains U invariant, Assumption 1.21 in Theorems 1.23, 1.24, 1.25, 1.26 can be replaced by
the following weaker:

Assumption 6.12. For an orthogonal matrix E of order n, and an E-invariant open subset
U ⊂ Rn let L : Λ×U ×Rn → R be a continuous function such that for each λ ∈ Λ the function
Lλ(·) = L(λ, ·) is C4 and partial derivatives

∂qLλ(·), ∂vLλ(·), ∂qvLλ(·), ∂qqLλ(·), ∂vvLλ(·)

depend continuously on (λ, q, v) ∈ Λ× U × Rn. Moreover, for each (λ, q) ∈ Λ× U , L(λ, q, v) is
convex in v, and satisfies

L(λ,Eq,Ev) = L(λ, q, v) ∀(λ, q, v) ∈ Λ× U × Rn. (6.71)

A nonconstant C2 map γ̄ : R → U satisfies (5.8) for each λ ∈ Λ (so γ̄ is C4), and the closure of
γ̄(R) has an E-invariant compact neighborhood U0 contained in U (thus there exists ν0 > 0 such
that Cl(γ̄(R)) + B̄n

ν0(0) ⊂ U0). For some real ρ > supt | ˙̄γ(t)| and each (λ, q) ∈ Λ× U , L(λ, q, v)
is strictly convex in v in Bn

ρ (0).
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In fact, taking an orthogonal matrix Ξ such that Ξ−1EΞ is equal to the right side of (6.2)
and replacing Lλ and γ̄ by

(Ξ−1U)× Rn → R, (x, v) 7→ Lλ(Ξx,Ξv)

and Ξ−1γ̄, respectively, we may assume E = diag(S1, · · · , Sσ) ∈ Rn×n as in (6.3).
Take ι = ν0/3 and define ϕγ̄ : R × Bn

3ι(0) → U by ϕγ̄(t, x) = γ̄(t) + x, which is clearly C4.
Then ϕγ̄ gives rise to a C∞ coordinate chart around γ̄ on the C∞ Banach manifold Xτ (U,E),

Φγ̄ : X 1(Bn
2ι(0), E

T ) → X 1
τ (U,E)

given by Φγ̄(ξ)(t) = γ̄(t) + ξ(t). For any ξ ∈ X 1(Bn
2ι(0), E

T ) and γ ∈ X 1
τ (U,E) there holds

TξX 1(Bn
2ι(0), E

T ) = TγX 1
τ (U,E) = X := X 1(Rn, ET ).

Clearly, dΦγ̄(0) = idX. Since dϕγ̄(t, x)[(1, v)] = ˙̄γ(t) + v, we define

L⋆ : Λ× R×Bn
3ι(0)× Rn → R, (λ, t, x, v) 7→ L

(
λ, γ̄(t) + x, ˙̄γ(t) + v

)
.

It is continuous and satisfies (6.8) with Eγ̄ = E. Moreover, each L⋆
λ is C4. Take ρ0 > 3ι such

that ρ > ρ0 > supt | ˙̄γ(t)|. Then for a given subset Λ̂ ⊂ Λ which is either compact or sequential
compact, Lemma 6.1 yields a continuous function Ľ : Λ̂× R× B̄n

2ι(0)× Rn → R. Put

H := {ξ ∈W 1,2
loc (R;R

n) |E(ξ(t)) = ξ(t+ τ) ∀t ∈ R} and

U := {ξ ∈W 1,2
loc (R;B

n
2ι(0)) |E(ξ(t)) = ξ(t+ τ) ∀t ∈ R}, UX := U ∩X.

Define Ľλ : U → R as in (6.12), and Ľ⊥
λ : U ∩H⊥ → R as in (6.14), where

H⊥ := {x ∈ H | ( ˙̄γ, x)1,2 = 0} and X⊥ := X ∩H⊥.

The other arguments are same, except that “C6” is replaced by “C4”, Ig by E, etc. Actually,
the proof of Proposition 3.11 are much simpler in this situation.

7 Proofs of Theorems 1.29, 1.30, 1.31

Following the paragraph above (3.2) we take a path γ ∈ EC7(Sτ ;M) such that

distg(γµ(t), γ(t)) < ι ∀t ∈ R. (7.1)

We first assume:

dg(γλ(t), γ(t)) < ι, ∀(λ, t) ∈ Λ× R. (7.2)

(For cases of Theorems 1.29, 1.31, by contradiction we may use nets to prove that (7.2) is
satisfied after shrinking Λ toward µ.) Then (7.1) and (7.2) imply

dg(γλ(t), γµ([0, τ ])) ≤ dg(γλ(t), γµ(t)) < 2ι, ∀(λ, t) ∈ Λ× R. (7.3)

By Claim A.2 we have a unit orthogonal parallel C5 frame field R → γ∗TM, t 7→ (e1(t), · · · , en(t))
to satisfy

(e1(τ ± t), · · · , en(τ ± t)) = (e1(t), · · · , en(t)) ∀t ∈ R. (7.4)
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Let Bn
2ι(0) := {x ∈ Rn | |x| < 2ι} and exp denote the exponential map of g. Then

ϕγ : R×Bn
2ι(0) →M, (t, x) 7→ expγ(t)

(
n∑

i=1

xiei(t)

)

is a C5 map and satisfies

ϕγ(τ ± t, x) = ϕγ(t, x) and
d

dt
ϕγ(τ ± t, x) = ±(ϕγ)

′
1(τ ± t, x) (7.5)

for any (t, x) ∈ R × Bn
2ι(0). By [48, Theorem 4.3], we have a C2 coordinate chart around γ on

the C4 Banach manifold EC1(Sτ ;M),

Φγ : EC1(Sτ ;B
n
2ι(0)) = {ξ ∈ C1(Sτ ;Rn) | ∥ξ∥C0 < 2ι} → EC1(Sτ ;M) (7.6)

given by Φγ(ξ)(t) = ϕγ(t, ξ(t)), and

dΦγ(0) : EC
1(Sτ ;Rn) → TγEC

1(Sτ ;M), ξ 7→
n∑

j=1

ξjej .

It is easy to proved that

Φγ(EC
1(Sτ ;B

n
2ι(0))) = U(γ, 2ι) := {γ ∈ EC1(Sτ ,M) | d∞(γ, γ) < 2ι},

where d∞(γ1, γ2) = maxt∈Sτ distg(γ1(t), γ2(t)) for γi ∈ EC1(Sτ ,M), i = 1, 2.
Since the injectivity radius of g at each point on γ(Sτ ) is at least 2ι, by (7.2) there exists a

unique map uλ : R → Bn
ι (0) such that

γλ(t) = ϕγ(t,uλ(t)) = expγ(t)

(
n∑

i=1

ui
λ(t)ei(t)

)
∀t ∈ R,

Note that γ is even and τ -periodic. From (7.4) we derive

γλ(τ ± t) = expγ(τ±t)

(
n∑

i=1

ui
λ(τ ± t)ei(τ ± t)

)
= expγ(t)

(
n∑

i=1

ui
λ(τ ± t)ei(t)

)
.

Hence uλ ∈ EC1(Sτ ;B
n
ι (0)) ∩ C2(Sτ ;B

n
ι (0)). By Lemma 3.1, 3.2 we also see that

(λ, t) 7→ uλ(t), (λ, t) 7→ u̇λ(t) and (λ, t) 7→ üλ(t)

are continuous maps from Λ× R to Rn.
Define L∗

λ : R×Bn
2ι(0)× Rn → R by

L∗
λ(t, x, v) = Lλ

(
t, ϕγ(t, x), (ϕγ)

′
1(t, x) + (ϕγ)

′
2(t, x)[v]

)
. (7.7)

Then it follows from (7.5) that L∗
λ(τ + t, x, v) = L∗

λ(t, x, v) and

L∗
λ(τ − t, x,−v) = Lλ

(
τ − t, ϕγ(τ − t, x), (ϕγ)

′
1(τ − t, x) + (ϕγ)

′
2(τ − t, x)[−v]

)
= Lλ

(
τ − t, ϕγ(t, x),−(ϕγ)

′
1(t, x)− (ϕγ)

′
2(t, x)[v]

)
= Lλ

(
t, ϕγ(t, x), (ϕγ)

′
1(t, x) + (ϕγ)

′
2(t, x)[v]

)
= L∗

λ(t, x, v) ∀(t, x, v) ∈ R×Bn
2ι(0)× Rn. (7.8)
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As before we also define L̃∗ : Λ× R×Bn
ι (0)× Rn → R by

L̃∗(λ, t, q, v) = L̃∗
λ(t, q, v) = L∗(λ, t, q + uλ(t), v + u̇λ(t)). (7.9)

It satisfies Proposition 3.3 after the interval [0, τ ] is replaced by R. Moreover, (7.8) leads to

L̃∗(λ, τ − t, q,−v) = L∗(λ, τ − t, q + uλ(τ − t),−v + u̇λ(τ − t))

= L∗(λ, τ − t, q + uλ(t),−v − u̇λ(t))

= L∗(λ, t, q + uλ(t), v + u̇λ(t))

= L̃∗(λ, t, q, v)

because uλ(τ − t) = uλ(t) implies −u̇λ(τ − t) = u̇λ(t).
Now we have a family of C2 functionals

L̃E
λ : EC1(Sτ ;B

n
ι (0)) → R, x 7→

∫ τ

0
L̃∗
λ(t, x(t), ẋ(t))dt, λ ∈ Λ

(see the proof of the first claim in [35, Proposition 4.2]). For ξ ∈ EC1(Sτ ;B
n
ι (0)), since

d

dt
Φγ(ξ + uλ)(t) = (ϕγ)

′
1(t, ξ(t) + uλ(t)) + (ϕγ)

′
2(t, ξ(t) + uλ(t))[ξ̇(t) + u̇λ(t)] ∀t ∈ R, (7.10)

we deduce
L̃E
λ (ξ) = LE

λ (Φγ(ξ + uλ)) ∀ξ ∈ EC1(Sτ ;B
n
ι (0)) (7.11)

and therefore that

m−
τ (L̃E

λ , 0) = m−
τ (LE

λ , γλ) and m0
τ (L̃E

λ , 0) = m0
τ (LE

λ , γλ).

For the function L̃∗ in (7.9), a positive number ρ0 > 0 and a subset Λ̂ ⊂ Λ which is either
compact or sequential compact, as in Lemma 3.8 using Lemma 2.4, 2.7 we can construct a
continuous function Ľ : Λ̂ × R × Bn

3ι/4(0) × Rn → R satisfying the properties (L0)-(L6) in

Lemma 3.8 on Λ̂× R×Bn
3ι/4(0)× Rn and the following equality

Ľ(λ,−t, q,−v) = Ľ(λ, t, q, v) = Ľ(λ, τ + t, q, v)

for all (λ, t, q, v) ∈ Λ̂× R×Bn
3ι/4(0)× Rn. Let us write

H :=W 1,2(Sτ ;Rn), X := C1(Sτ ;Rn),

U :=W 1,2(Sτ ;B
n
ι/2(0), UX := U ∩X = EC1

(
Sτ ;B

n
ι/2(0)

)
,

He := EW 1,2(Sτ ;Rn) = {x ∈W 1,2(Sτ ;Rn) |x(−t) = x(t) ∀t}, Xe := EC1(Sτ ;Rn),

Ue :=
{
u ∈W 1,2

(
Sτ ;B

n
ι/2(0)

) ∣∣u(−t) = u(t) ∀t
}
,

UX
e := U ∩X =

{
u ∈ C1

(
Sτ ;B

n
ι/2(0)

) ∣∣u(−t) = u(t) ∀t
}
.

For each λ ∈ Λ̂ define functionals

Ľλ : U → R, x 7→
∫ τ

0
Ľλ(t, x(t), ẋ(t))dt and ĽE

λ : Ue → R, x 7→
∫ τ

0
Ľλ(t, x(t), ẋ(t))dt.

Clearly, Ľλ|Ue = ĽE
λ . As a special case, {(Ľλ,U ,UX) |λ ∈ Λ̂} has the same properties as

{(Ěλ,U ,UX) |λ ∈ Λ̂} in Section 4.2. By the arguments in [29], {(ĽE
λ ,Ue,UX

e ) |λ ∈ Λ̂} has also
the same properties. (In fact, from the expression of ∇Ľλ it is not hard to prove that ∇Ľλ(x) is
even for each x ∈ Ue. Therefore ∇ĽE

λ (x) = ∇Ľλ(x) for each x ∈ Ue.) This implies that for each
x ∈ Ue the operator Bλ(x) ∈ Ls(H) defined by (6.24) maps He into He. Almost repeating the
proofs in Section 3 we can obtain the required results. Of course, the next section also provides
a way.
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8 An alternate method for bifurcations of Lagrangian systems
on open subsets in Rn

In this section, we will show that for the main results in Section 1, except for Theorems 1.23, 1.24,
1.25, 1.26, all others, when restricting to Lagrangian systems on open subsets in Rn, may be
almost derived from bifurcation results for Hamiltonian systems in [37].

Assumption 8.1. Let Assumption 2.2, 2.5 be satisfied and let E be a real orthogonal matrix of
order n such that (EU) ∩ U ̸= ∅. Consider the Lagrangian boundary value problem (2.5)-(2.6)
on U . Suppose that each xλ in Assumption 2.5 also satisfies (2.6).

Then C1
E([0, τ ];U) is a nonempty open subset in C1

E([0, τ ];Rn) [cf. (4.3)],

Lλ : C1
E([0, τ ];U) → R, x 7→

∫ τ

0
Lλ(t, x(t), ẋ(t))dt (8.1)

is a C2 functional, each xλ ∈ C2
E([0, τ ];U) satisfies dLλ(xλ) = 0, and the second variation at xλ

is given by

L′′
λ(xλ)[y, z] =

∫ τ

0

[
(Pλẏ + Qλy) · ż + QT

λ ẏ · z + Rλy · z
]
dt (8.2)

for all y, z ∈ C1
E([0, τ ];Rn), where Pλ(t) = ∂vvLλ (t, xλ(t), ẋλ(t)) and

Qλ(t) = ∂xvLλ (t, xλ(t), ẋλ(t)) , Rλ(t) = ∂xxLλ (t, xλ(t), ẋλ(t)) . (8.3)

The form L′′
λ(xλ) can be extended into a continuous symmetric bilinear form onW 1,2

E ([0, τ ];Rn),
whose Morse index and nullity are called the Morse index and nullity of Lλ at xλ, denoted
by

m−
τ (Lλ, xλ) and m0

τ (Lλ, xλ) (8.4)

respectively. Both are finite because Pλ(t) is positive definite.
For a given compact or sequential compact subset Λ̂ ⊂ Λ let L̂ : Λ̂× [0, τ ]×Bn

δ (0)×Rn → R
be given by (2.14). Define

L̂λ : C1
E([0, τ ];B

n
δ (0)) → R, x 7→

∫ τ

0
L̂λ(t, x(t), ẋ(t))dt. (8.5)

It is C2 because L̂λ(x) = Lλ(x + xλ) for all x ∈ C1
E([0, τ ];B

n
δ (0)). It is clear that x0 : [0, τ ] →

Rn, t 7→ 0, satisfies the following boundary value problem:

d
dt

(
∂vL̂λ(t, x(t), ẋ(t))

)
− ∂qL̂λ(t, x(t), ẋ(t)) = 0, (8.6)

E(x(0)) = x(τ) and (ET )−1
[
∂vL̂λ(0, x(0), ẋ(0))

]
= ∂vL̂λ(τ, x(τ), ẋ(τ)). (8.7)

Therefore dL̂λ(x
0) = 0, L̂′′

λ(x
0) = L′′

λ(xλ) and

m−
τ (L̂λ, x

0) = m−
τ (Lλ, xλ) and m0

τ (L̂λ, x
0) = m0

τ (Lλ, xλ). (8.8)

The following is easily proved.

Claim 8.2. For λ ∈ Λ̂, a curve x ∈ C2([0, τ ], U) satisfies (2.5)-(2.6) and ∥x−xλ∥C1 < ρ0−ρ00 if
and only if x−xλ ∈ C2([0, τ ],Rn) is a solution of (8.6)–(8.7) satisfying ∥x−xλ−x0∥C1 < ρ0−ρ00.
Specially, the bifurcation problem (2.5)–(2.6) around (µ, xµ) with respect to the trivial branch
{(λ, xλ) |λ ∈ Λ} is equivalent to that of the corresponding problem (8.6)–(8.7) around (µ, x0)
with respect to the trivial branch {(λ, x0) |λ ∈ Λ̂}.
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For each (λ, t, q) ∈ Λ̂×[0, τ ]×Bn
δ (0), by [12, Exercise 1.3.4]), (2.15) implies that v 7→ L̂λ(t, q, v)

is superlinear, and therefore the associated Legendre transform

Lλ,t,q : Rn → (Rn)∗ ≡ Rn, v 7→ ∂vL̂λ(t, q, v)

is a C1 diffeomorphism ([12, Corollary 1.4.7]). (Here the dual space (Rn)∗ of Rn is naturally
identified with Rn.) Since

Λ̂× [0, τ ]×Bn
δ (0)× Rn → Rn, (λ, t, q, v) 7→ ∂vL̂λ(t, q, v)

is continuous, we derive from [12, Lemma 2.7.2] that

L : Λ̂× [0, τ ]×Bn
δ (0)× Rn → Λ̂× [0, τ ]×Bn

δ (0)× Rn, (λ, t, q, v) 7→ (λ, t, q, ∂vL̂λ(t, q, v))

is a homeomorphism. Similarly, for each λ ∈ Λ̂, the Legendre transform

Lλ : [0, τ ]×Bn
δ (0)× Rn → [0, τ ]×Bn

δ (0)× Rn, (t, q, v) 7→ (t, q, ∂vL̂λ(t, q, v)),

is a C1 diffeomorphism, and (λ, t, q, v) 7→ (t, q, ∂vL̂λ(t, q, v)) is continuous by the implicit function
theorem. Hence for (λ, t, q, p) ∈ Λ̂ × [0, τ ] × Bn

δ (0) × Rn we have a unique v ∈ Rn such that

∂vL̂λ(t, q, v) = p. Define Ĥ : Λ̂× [0, τ ]× Rn ×Bn
δ (0) → R by

Ĥ(λ, t, p, q) = (p, v)Rn − L̂λ(t, q, v). (8.9)

Claim 8.3. Ĥ is continuous, each Ĥ(λ, t, ·) is C2 and all possible partial derivatives of it depend
continuously on (λ, t, p, q) ∈ Λ̂ × [0, τ ] × Rn × Bn

δ (0). For λ ∈ Λ̂, if a curve x ∈ C2([0, τ ], U)
satisfies (2.5)-(2.6) and ∥x− xλ∥C1 < ρ0 − ρ00, then

[0, τ ] ∋ t 7→ zλ(t) :=

(
yλ(t)

x(t)− xλ(t)

)
∈ R2n

where yλ(t) := ∂vL̂λ(t, x(t)− xλ(t), ẋ(t)− ẋλ(t)) = ∂vLλ(t, x(t), ẋ(t)), satisfies

ż(t) = J∇Ĥλ,t(z(t)) and Ez(0) = z(τ) (8.10)

write E =

 E 0
0 E

 (a symplectic orthogonal matrix of order 2n), and

∫ τ

0

[
1

2
(Jżλ(t), zλ(t))R2n + Ĥ(λ, t, zλ(t))

]
dt = −Lλ(x) = −

∫ τ

0
Lλ(t, x(t), ẋ(t))dt; (8.11)

in particular, for y0,λ(t) := ∂vL̂λ(t, 0, 0) = ∂vL̂λ(t, x
0, ẋ0) = ∂vLλ(t, xλ(t), ẋλ(t)), the curve

[0, τ ] ∋ t 7→ u0,λ(t) := (y0,λ(t)
T , 0)T ∈ R2n (8.12)

satisfies (8.10). Conversely, if z(t) = (p(t)T , x(t)T )T is a solution of (8.10) near u0,λ (which can
be required to be close in C1-topology by [37, Proposition 1.3]), then x+ xλ satisfies (2.5)-(2.6)
and

Lλ(x+ xλ) = L̂λ(x) = −
∫ τ

0

[
1

2
(Jżλ(t), zλ(t))R2n + Ĥ(λ, t, zλ(t))

]
dt. (8.13)
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Proof. Step 1[Prove the assertions for Ĥ]. Because of dependence on λ we cannot directly use
[12, Proposition 2.6.3]. But the proof is almost same as that of [12, Proposition 2.6.3]. By (8.9),
it holds that for any (λ, t, q, v) ∈ Λ̂× [0, τ ]×Bn

δ (0)× Rn,

Ĥ(λ, t, ∂vL̂λ(t, q, v), q) =

n∑
j=1

∂vj L̂λ(t, q, v)vj − L̂λ(t, q, v). (8.14)

Differentiating both sides with respect to the variable vi, we get

n∑
j=1

∂pjĤ(λ, t, ∂vL̂λ(t, q, v), q)∂vivj L̂λ(t, q, v) =
n∑

j=1

vj∂vivj L̂λ(t, q, v), i = 1, · · · , n.

(Note: hereafter we understand ∂vivjL = ∂vi(∂vjL). Otherwise, the desired result cannot be

derived.) But ∂vvL̂λ(t, q, v) is invertible. It follows that

∂pjĤ(λ, t, ∂vL̂λ(t, q, v), q) = vj , j = 1, · · · , n. (8.15)

Differentiating both sides of (8.14) with respect to the variable qi, and using (8.15) we obtain

∂qiĤ(λ, t, ∂vL̂λ(t, q, v), q) +
n∑

j=1

vj∂qivj L̂λ(t, q, v) =
n∑

j=1

vj∂qivj L̂λ(t, q, v)− ∂qiL̂λ(t, q, v)

and hence

∂qiĤ(λ, t, ∂vL̂λ(t, q, v), q) = −∂qiL̂λ(t, q, v), i = 1, · · · , n. (8.16)

Differentiating both sides of (8.14) with respect to the variable t and using (8.15) lead to

∂tĤ(λ, t, ∂vL̂λ(t, q, v), q) +

n∑
j=1

vj∂tvj L̂λ(t, q, v) =

n∑
j=1

vj∂tvj L̂λ(t, q, v)− ∂tL̂λ(t, q, v)

and so

∂tĤ(λ, t, p, q) = −∂tL̂λ(t, q, v). (8.17)

By the implicit function theorem we have a continuous map

v : Λ̂× [0, τ ]×Bn
δ (0)× Rn → Rn, (λ, t, q, p) 7→ v(λ, t, q, p),

such that the following holds:

(i) ∂vL̂λ(t, q, v(λ, t, q, p)) = p for all (λ, t, q, p) ∈ Λ̂× [0, τ ]×Bn
δ (0)× Rn;

(ii) v(λ, t, q, p) is C1 in (t, q, p), and ∂tv(λ, t, q, p), ∂qiv(λ, t, q, p) and ∂piv(λ, t, q, p) are contin-
uous (λ, t, q, p).

(iii) ∂qv(λ, t, q, p) = −[∂vvL̂λ(t, q, v(λ, t, q, p))]
−1∂qvL̂λ(t, q, v(λ, t, q, p)) and

∂pv(λ, t, q, p) = [∂vvL̂λ(t, q, v(λ, t, q, p))]
−1.



85

It follows from (8.15) and (8.16) and (8.17) that

∂pjĤ(λ, t, p, q) = vj(λ, t, q, p), (8.18)

∂qjĤ(λ, t, p, q) = −∂qj L̂λ(t, q, v(λ, t, q, p)), (8.19)

∂tĤ(λ, t, p, q) = −∂tL̂λ(t, q, v(λ, t, q, p)) (8.20)

for (λ, t, p, q) ∈ Λ̂× [0, τ ]× Rn ×Bn
δ (0) and j = 1, · · · , n. These imply that

∂tĤ(λ, t, p, q), ∂pjĤ(λ, t, p, q) and ∂qjĤ(λ, t, p, q)

are continuous in (λ, t, p, q) ∈ Λ̂× [0, τ ]× Rn ×Bn
δ (0), and C

1 in (p, q), and hence that

Ĥ is continuous, and C2 in (p, q) and and all its partial derivatives
depend continuously on (λ, t, p, q) ∈ Λ̂× [0, τ ]× Rn ×Bn

δ (0).

Step 2[Prove that zλ satisfies (8.10)-(8.11)]. Suppose a curve x ∈ C2([0, τ ], U) satisfies (2.5)-
(2.6) and ∥x−xλ∥C1 < ρ0−ρ00 By Claim 8.2, x−xλ ∈ C2

E([0, τ ],Rn) is a solution of (8.6)–(8.7)
satisfying ∥x− xλ∥C1 < ρ0 − ρ00. Put

yλ,i(t) = ∂viL̂λ(t, x(t)− xλ(t), ẋ(t)− ẋλ(t)), i = 1, · · · , n. (8.21)

Then vi(λ, t, x(t) − xλ(t), yλ(t)) = ẋλ,i(t) − ẋλ,i(t), i = 1, · · · , n. From (8.18), (8.19) and (8.6)
we derive

ẋi(t)− ẋλ,i(t) = ∂piĤ(λ, t, yλ(t), x(t)− xλ(t)), (8.22)

ẏλ,i(t) = −∂qiĤ(λ, t, yλ(t), x(t)− xλ(t), ) (8.23)

for i = 1, · · · , n, that is, zλ(t) := (yλ(t)
T , x(t)T − (xλ(t))

T )T satisfies the first equation in (8.10).
Moreover, that x − xλ satisfies (8.6)–(8.7) implies Eyλ(0) = (ET )−1yλ(0) = yλ(τ) by (8.21).
This and E(x(0)−xλ(0)) = x(τ)−xλ(0) show that zλ(t) satisfies the second equation in (8.10).

In order to prove (8.11), note that (8.14) and (8.21) yield

L̂λ(t, x(t)− xλ(t), ẋ(t)− ẋλ(t)) = (x(t)− xλ(t), yλ(t))Rn − Ĥλ(t, ẋ(t)− ẋλ(t), x(t)− xλ(t)).(8.24)

Since E is an orthogonal matrix, E(x(0)− xλ(0)) = x(τ)− xλ(0) and Eyλ(0) = yλ(τ), a direct
computation leads to∫ τ

0
(ẋ(t)− ẋλ(t), yλ(t))Rndt = −1

2

∫ τ

0
(Jżλ(t), zλ(t))R2ndt

as in [43, pages 36-37]. Then (8.11) follows from this and (8.24).
Step 3[Prove the converse part]. Suppose that z(t) = (p(t)T , x(t)T )T near u0,λ is a solution of

(8.10), i.e., Ez(0) = z(τ), and for i = 1, · · · , n it holds that

ẋi(t) = ∂piĤ(λ, t, p(t), x(t)) and ṗi(t) = −∂qiĤ(λ, t, p(t), x(t)). (8.25)

Then the former and (8.18) lead to ẋ(t) = v(λ, t, x(t), p(t)), and so

∂vL̂λ(t, x(t), ẋ(t)) = ∂vL̂λ(t, x(t), v(λ, t, x(t), p(t))) = p(t) (8.26)

by (i) below (8.17). From this, (8.25) and (8.19) we derive

d

dt

(
∂vL̂λ(t, x(t), ẋ(t))

)
= ṗ(t) = ∂qL̂λ(t, x(t), v(λ, t, x(t), p(t))) = ∂qL̂λ(t, x(t), ẋ(t)).
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Moreover, E is an orthogonal matrix, and Ez(0) = z(τ) if and only if

Ex(0) = x(τ) and E∂vL̂λ(0, x(0), ẋ(0)) = ∂vL̂λ(τ, x(τ), ẋ(τ))

by (8.26). Therefore x satisfies (8.7). By Claim 8.2 x + xλ satisfies (2.5)-(2.6). With the same
proof as (8.11) we may obtain (8.13).

Let P(λ, t, p, q) = ∂vvL̂λ (t, q, v), Q(λ, t, p, q) = ∂qvL̂λ (t, q, v) and R(λ, t, p, q) = ∂qqL̂λ (t, q, v).
with v = v(λ, t, q, p). It follows from (iii) in Step 1 and (8.18)-(8.19) that

∂qpĤ(λ, t, p, q) = ∂q(∂pĤ(λ, t, p, q)) = ∂qv(λ, t, q, p) = −[P(λ, t, p, q)]−1Q(λ, t, p, q),

∂ppĤ(λ, t, p, q) = ∂p(∂pĤ(λ, t, p, q)) = ∂pv(λ, t, q, p) = [P(λ, t, p, q)]−1,

∂pqĤ(λ, t, p, q) = ∂p(∂qĤ(λ, t, p, q)) = −Q(λ, t, p, q)T [P(λ, t, p, q)]−1,

∂qqĤ(λ, t, p, q) = [Q(λ, t, p, q)]T [P(λ, t, p, q)]−1Q(λ, t, p, q)− R(λ, t, p, q).

Therefore

Ĥ ′′
(p,q)(λ, t, p, q) =

 ∂ppĤ(λ, t, p, q) ∂qpĤ(λ, t, p, q)

∂pqĤ(λ, t, p, q) ∂qqĤ(λ, t, p, q)



=

(
[P(λ, t, p, q)]−1 −[P(λ, t, p, q)]−1Q(λ, t, p, q)

−[Q(λ, t, p, q)]T [P(λ, t, p, q)]−1 [Q(λ, t, p, q)]T [P(λ, t, p, q)]−1Q(λ, t, p, q)− R(λ, t, p, q)

)
.

(8.27)

By Claim 8.3, u0,λ(t) = (y0,λ(t)
T , 0)T satisfies (8.10). It follows that u0,λ is C2 and that

u0,λ(t), u̇0,λ(t) and ü0,λ(t) are continuous in (λ, t). These imply that the Hamiltonian H :

Λ̂× [0, τ ]× Rn ×Bn
δ (0) → R defined by

H(λ, t, z) = Hλ,t(z) := (Ju̇0,λ(t), z)R2n + Ĥλ(t, z + u0,λ(t)) (8.28)

is continuous and each Hλ,t(·) is C2 and all its partial derivatives depend continuously on (λ, t, z).
Clearly, (8.28) implies

∇Hλ,t(z) = Ju̇0,λ(t) +∇Ĥλ,t(z + u0,λ(t)), (8.29)

H ′′
λ,t(z) = Ĥ ′′

λ,t(z + u0,λ(t)). (8.30)

Recall that y0,λ(t) := ∂vL̂λ(t, 0, 0) = ∂vL̂λ(t, x
0, ẋ0) = ∂vLλ(t, xλ(t), ẋλ(t)). We have q = 0,

p = y0,λ(t) and v(λ, t, 0, y0,λ(t)) = 0, and hence

P(λ, t, y0,λ(t), 0) = ∂vvL̂λ (t, 0, 0) = ∂vvLλ(t, xλ(t), ẋλ(t)) = Pλ(t),

Q(λ, t, y0,λ(t), 0) = ∂qvL̂λ (t, 0, 0) = ∂qvLλ(t, xλ(t), ẋλ(t)) = Qλ(t),

R(λ, t, y0,λ(t), 0) = ∂qqL̂λ (t, 0, 0) = ∂qqLλ(t, xλ(t), ẋλ(t)) = Rλ(t).

by (8.3). These, (8.27) and (8.30) lead to

H ′′
λ,t(0) = Ĥ ′′

λ,t(u0,λ(t)) = Ĥ ′′
(p,q)(λ, t, y0,λ(t), 0)

=

(
Pλ(t)

−1 −Pλ(t)
−1Qλ(t)

−Qλ(t)
TPλ(t)

−1 Qλ(t)
TPλ(t)

−1Qλ(t)− Rλ(t)

)
. (8.31)

It follows from Claim 8.3 and (8.29) that

żλ(t)− u̇0,λ(t) = J∇Ĥλ,t(zλ(t))− u̇0,λ(t)
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= J∇Ĥλ,t

(
zλ(t)− u0,λ(t) + u0,λ(t)

)
− u̇0,λ(t)

= J
(
∇Hλ,t(zλ(t)− u0,λ(t))− Ju̇0,λ(t)

)
− u̇0,λ(t)

= J∇Hλ,t(zλ(t)− u0,λ(t)).

Hence we obtain:

Claim 8.4. For any λ ∈ Λ̂, by (8.29) the constant path z0 : [0, τ ] → R2n, t 7→ 0, satisfies

ż(t) = J∇Hλ,t(z(t)) and Ez(0) = z(τ); (8.32)

and (µ, xµ) is a bifurcation point of the problem (2.5)–(2.6) in Λ̂×C1
E([0, τ ];Rn) with respect to

the trivial branch {(λ, xλ) |λ ∈ Λ̂} if and only if (µ, z0) is that of (8.32) in Λ̂×C1
E([0, τ ];R2n) (or

equivalently Λ̂×W 1,2
E ([0, τ ];R2n)) with respect to the trivial branch {(λ, z0) |λ ∈ Λ̂}. Precisely,

if a sequence (λk, x
k) in Λ̂ × C2([0, τ ], U) converges to (µ, xµ) in Λ̂ × C1([0, τ ], U) and each xk

satisfies (2.5)-(2.6) with λ = λk, k = 1, 2, · · · , then

zk(t) :=

(
xk(t)− xλk(t)

∂vLλ(t, x
k(t), ẋk(t))

)
− u0,λk

(t) =

(
xk(t)− xλk

(t)
∂vLλ(t, x

k(t), ẋk(t))− y0,λk
(t)

)
satisfies (8.32) with λ = λk and

−
∫ τ

0

[
1

2
(Jżk(t), zk(t))R2n +H(λk, t, z

k(t))

]
dt = Lλ(x) =

∫ τ

0
Lλk

(t, xk(t), ẋk(t))dt

for each k ∈ N, and zk ̸= z0 (if xk ̸= xλk
), zk → z0 in C1

E([0, τ ];R2n) (by [37, Proposi-
tion 1.3]); conversely, if a sequence zk(t) = (pk(t)T , xk(t)T )T in C1

E([0, τ ];R2n) converges to z0

in C1
E([0, τ ];R2n) and each zk satisfies (8.32) with λ = λk, then xk + xλk

satisfies (2.5)-(2.6)
with λ = λk and

Lλk
(xk + xλk

) = −
∫ τ

0

[
1

2
(Jżk(t), zk(t))R2n +H(λk, t, z

k(t))

]
dt, (8.33)

pk(t) + y0,λk
(t) = ∂vL̂λk

(t, xk(t), ẋk(t)) = ∂vLλk
(t, xk(t) + xλk

(t), ẋk(t) + ẋλk
(t)).(8.34)

(The latter implies that pk = 0 if and only if xk = 0, and hence that zk = 0 if and only if
xk = 0.)

Let δ′ ∈ (0, δ) be close to δ. We can choose a C∞ function ϕ : Rn → [0, 1] such that it is equal
to 1 in Bn

δ′(0), has support supp(ϕ) ⊂ Bn
δ (0) and satisfies ϕ(q) = ϕ(|q|) for all q ∈ Rn. Clearly,

Claim 8.4 is still true if H is replaced by

Λ× [0, τ ]× Rn × Rn → R, (λ, t, p, q) 7→
{
ϕ(q)H(λ, t, p, q), q ∈ Bn

δ (0),
0, q ∈ Rn \Bn

δ (0).
(8.35)

Following the notations below (8.1) let Sλ(t) denote the matrix in (8.31). We have obtained
H ′′

λ,t(z
0(t)) = Ĥ ′′

λ,t(u0,λ(t)) = Sλ(t). Let Υλ : [0, τ ] → Sp(2n,R) be the fundamental solution of
the problem u̇(t) = JSλ(t)u. Then

m0
τ (Lλ, xλ) = m0

τ (L̂λ, x
0) = dimKer(Υλ(τ)− E) (8.36)

by [18, Lemma 3.1], and Υλ gives rise to a path of Lagrangian subspaces

[0, τ ] ∋ t 7→ Gr(Υλ)(t) := {(vT , (Υλ(t)v)
T )T | v ∈ R2n}
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in the symplectic vector space (F,Ω) := (R2n ⊕R2n, (−ω0)⊕ω0). (Recall that all vectors in Rm

are understand as column vectors.) Let L(F,Ω) denote the manifold of Lagrangian subspaces
of (F,Ω). Then Gr(E) ∈ L(F,Ω). Recall that the Cappell-Lee-Miller index µCLM characterized
by properties I-VI of [7, pp. 127-128] assigns an integer µCLM

F (Λ,Λ′) to every pair of Lagrangian
paths Λ,Λ′ : [a, b] → L(F,Ω).

Let Pτ (2n) = {Υ ∈ C([0, τ ], Sp(2n,R)) |Υ(0) = I2n}. As extensions of the Maslov-type
index (iτ (Υ), ντ (Υ)) of Υ ∈ Pτ (2n), Dong [10] and Liu [24] defined the Maslov type index of
Υ ∈ Pτ (2n) relative to P ∈ Sp(2n,R) via different methods, respectively denoted by

(iτ,P (Υ), ντ,P (Υ)) and (iPτ (Υ), νPτ (Υ)) (8.37)

for the sake of clearness (though both were written as (iP (Υ), νP (Υ)) in [10] and [24]), where

ντ,P (Υ) = dimKer(Υ(τ)− P ) = νPτ (Υ). (8.38)

Lemma 8.5. (i) m−
τ (Lλ, xλ) + dimKer(E − In) = µCLM

F (Gr(E),Gr(Υλ)).

(ii) iPτ (Υ) = µCLM
F (Gr(P ),Gr(Υ)) ∀(P,Υ) ∈ Sp(2n,R)× Pτ (2n).

(iii) iτ,P (Υ) = iPτ (Υ) ∀(P,Υ) ∈ Sp(2n,R)× Pτ (2n).

These three equalities come from [18, Theorem 1.2], [26, Theorem 5.18(2)] and [27], respec-
tively. Therefore from this lemma, (8.36) and (8.38) we derive

m0
τ (Lλ, xλ) = m0

τ (L̂λ, x
0) = ντ,E(Υλ),

m−
τ (Lλ, xλ) + dimKer(E − In) = iτ,E(Υλ).

}
(8.39)

Remark 8.6. (i) Under Assumptions 2.2, 2.5, suppose also that U is a symmetric open
neighborhood of the origin in Rn, and that for each (λ, t) the function L(λ, t, q, v) is even
in (q, v). If xλ = 0 ∀λ, then H defined by (8.28) can be required to be even in z. In
fact, by Lemma 2.4(vi) L̃(λ, t, q, v) can be chosen to be even in (q, v). Since xλ = 0 ∀λ,
the function L̂ defined by (2.14) is even in (q, v), and so ∂vL̂λ(t,−q,−v) = −∂vL̂λ(t, q, v).
(This implies y0,λ(t) = ∂vL̂λ(t, 0, 0) = 0 and hence u0,λ(t) = (y0,λ(t)

T , 0)T = 0.) Suppose

that ∂vL̂λ(t, q, v) = p. Then −p = ∂vL̂λ(t,−q,−v). By (8.9) we deduce that

Ĥ(λ, t,−p,−q) = (−p,−v)Rn − L̂λ(t,−q,−v)
= (p, v)Rn − L̂λ(t, q, v) = Ĥ(λ, t, p, q)

and therefore that H(λ, t, z) is even in z by (8.28).

(ii) We make the following assumption:

Assumption 8.7. Under Assumption 2.3 with E = In, suppose that L also satisfies

L(λ,−t, q,−v) = L(λ, t, q, v) ∀(t, q, v) ∈ Λ× R× U × Rn. (8.40)

For each λ ∈ Λ, let xλ : R → U be a C2 map satisfying

d
dt

(
∂Lλ
∂v (t, x(t), ẋ(t))

)
− ∂Lλ

∂q (t, x(t), ẋ(t)) = 0 ∀t ∈ R
x(−t) = x(t) = x(t+ τ) ∀t ∈ R

}
(8.41)

and such that maps Λ× R ∋ (λ, t) → xλ(t) ∈ U and Λ× R ∋ (λ, t) 7→ ẋλ(t) ∈ Rn are also
continuous. Moreover, for any compact or sequential compact subset Λ̂ ⊂ Λ there exists
ρ > 0 such that sup{|ẋλ(t)| | (λ, t) ∈ Λ̂ × [0, τ ]} < ρ and that Λ̂ × [0, τ ] × U × Bn

ρ (0) ∋
(λ, t, q, v) 7→ Lλ(t, q, v) is strictly convex with respect to v.
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Then we have a corresponding result to Lemma 2.4, in which [0, τ ] is replaced by R and
L̃ : Λ× R× U × Rn → R is defined by

L̃(λ, t, q, v) = L(λ, t, q, v) + ψρ0,ρ1(|v|2) (8.42)

as in (2.8). Clearly, it is τ -periodic in t and (8.40) implies

L̃(λ,−t, q,−v) = L̃(λ, t, x, v) ∀(λ, t, q, v) ∈ Λ× R× U × Rn. (8.43)

As in (2.14) we define L̂ : Λ× R×Bn
δ (0)× Rn → R by

L̂(λ, t, q, v) 7→ L̃(λ, t, q + xλ(t), v + ẋλ(t)). (8.44)

By Assumption 8.7 and (8.43) it is τ -periodic and

L̂(λ,−t, q,−v) = L(λ,−t, q + xλ(−t),−v − ẋλ(t))

= L(λ, t, q + xλ(t), v + ẋλ(t)) = L̂(λ, t, q, v) (8.45)

for any (λ, t, q, v) ∈ Λ× R×Bn
δ (0)× Rn. Thus ∂vL̂(λ,−t, q,−v) = −∂vL̂(λ, t, q, v). Let

v : Λ× R×Bn
δ (0)× Rn → Rn, (λ, t, q, p) 7→ v(λ, t, q, p)

be the unique solution of

∂vL̂λ(t, q, v(λ, t, q, p)) = p ∀(λ, t, q, p) ∈ Λ× R×Bn
δ (0)× Rn (8.46)

obtained by the implicit function theorem as in (8.46). Then we have

v(λ,−t, q,−p) = −v(λ, t, q, p) ∀(λ, t, q, p) ∈ Λ× R×Bn
δ (0)× Rn. (8.47)

As in (8.9) we define Ĥ : Λ× R× Rn ×Bn
δ (0) → R by

Ĥ(λ, t, p, q) = (p, v)Rn − L̂λ(t, q, v),

where (λ, t, q, v) ∈ Λ× R×Bn
δ (0)× Rn satisfies ∂vL̂λ(t, q, v) = p, that is,

Ĥ(λ, t, p, q) = (p, v(λ, t, q, p))Rn − L̂λ(t, q, v(λ, t, q, p)). (8.48)

Then from (8.45) and (8.47) we derive

Ĥ(λ,−t,−p, q, ) = (−p, v(λ,−t, q,−p))Rn − L̂λ(−t, q, v(λ,−t, q,−p))
= (p, v(λ, t, q, p))Rn − L̂λ(−t, q,−v(λ, t, q, p))
= (p, v(λ, t, q, p))Rn − L̂λ(t, q, v(λ, t, q, p))

= Ĥ(λ, t, p, q) (8.49)

for any (λ, t, p, q) ∈ Λ× R× Rn ×Bn
δ (0). Let us define H : Λ× R× Rn ×Bn

δ (0) → R by

H(λ, t, z) := (Ju̇0,λ(t), z)R2n + Ĥλ(t, z + u0,λ(t)) (8.50)

as in (8.28), where z = (qT , pT )T and u0,λ(t) = (0, y0,λ(t)
T )T with y0,λ(t) = ∂vL̂λ(t, 0, 0). It

is clear thatH(λ, t+τ, z) = H(λ, t, z). Because y0,λ(−t) = ∂vL̂λ(−t, 0, 0) = −∂vL̂λ(t, 0, 0) =
−y0,λ(t) we have u0,λ(−t) = −u0,λ(t) and hence

H(λ,−t,Nz) = (Ju̇0,λ(−t), Nz)R2n + Ĥλ(−t,Nz + u0,λ(−t))
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= H(λ, t, z) (8.51)

by (8.49), where N =

(
−In 0
0 In

)
.According to (8.35) we modify this H to get a new

function on Λ× R× Rn × Rn, also denoted by H, which satisfies

H(λ,−t,Nz) = H(λ, t, z) = H(λ, t+ τ, z), ∀(λ, t, z) ∈ Λ× R× R2n. (8.52)

By (8.31) we have H ′′
λ,t(0) = Sλ(t). Let Υλ : [0, τ ] → Sp(2n,R) be as above (8.36), and let

Υλ(τ/2) =

 Aλ Bλ

Cλ Dλ

, where Aλ, Bλ, Cλ, Dλ ∈ Rn×n. For U1 = {0} × Rn, Long, Zhang

and Zhu [28] used the Cappell-Lee-Miller index µCLM to define

µ1,τ (Υλ) = µCLM
R2n (U1,ΥλU1, [0, τ/2]) and ν1,τ (Υλ) = dimKer(Bλ). (8.53)

The author and Wang proved in [41, Theorem 3.4]:

m−
τ (L̂E

λ , 0) = m−
τ (LE

λ , xλ) = µ1,τ (Υλ) and m0
τ (L̂E

λ , 0) = m0
τ (LE

λ , xλ) = ν1,τ (Υλ),

where for x ∈ EC1(Sτ ;U) and y ∈ EC1(Sτ ;B
n
ι (0)),

LE
λ (x) =

∫ τ

0
Lλ(t, x(t), ẋ(t))dt and L̂E

λ (y) =

∫ τ

0
L̂λ(t, y(t), ẏ(t))dt.

Corresponding to Claim 8.4, we have: For any λ ∈ Λ̂, the constant path z0 : [0, τ ] →
R2n, t 7→ 0, satisfies

ż(t) = J∇Hλ,t(z(t)), z(t+ τ) = z(t) and z(−t) = Nz(t), t ∈ R; (8.54)

and (µ, xµ) is a bifurcation point of the problem (8.41) in Λ̂×EC1(Sτ ;Rn) with respect to
the trivial branch {(λ, xλ) |λ ∈ Λ̂} if and only if (µ, z0) is that of (8.54) in Λ̂×C1(Sτ ;R2n)
(or equivalently Λ̂×W 1,2(Sτ ;R2n)) with respect to the trivial branch {(λ, z0) |λ ∈ Λ̂}.

For the bifurcation problem of (2.5)–(2.6), using the above arguments the following results can
directly be derived from Theorems 1.4, 1.7 in [37] about bifurcations for Hamiltonian systems
respectively.

Theorem 8.8 (Necessary condition). Under Assumption 8.1, suppose for some µ ∈ Λ that (µ, xµ)
is a bifurcation point along sequences of the problem (2.5)–(2.6) with respect to the trivial branch
{(λ, xλ) |λ ∈ Λ}. Then m0

τ (Lµ, xµ) > 0.

Theorem 8.9 (Sufficient condition). Under Assumption 8.1, let Λ be first countable. Suppose
for some µ ∈ Λ that there exist two sequences in Λ converging to µ, (λ−k ) and (λ+k ), such that
for each k ∈ N,

[m−
τ (Lλ−

k
, xλ−

k
),m−

τ (Lλ−
k
, xλ−

k
)+m0

τ (Lλ−
k
, xλ−

k
)]∩[m−

τ (Lλ+
k
, xλ+

k
),m−

τ (Lλ+
k
, xλ+

k
)+m0

τ (Lλ+
k
, xλ+

k
)] = ∅

and either m0
τ (Lλ+

k
, xλ+

k
) = 0 or m0

τ (Lλ−
k
, xλ−

k
) = 0. Let Λ̂ := {µ, λ+k , λ

−
k | k ∈ N}. Then (µ, xµ)

is a bifurcation point of the problem (2.5)–(2.6) in Λ̂ × C1
E([0, τ ];U) with respect to the trivial

branch {(λ, xλ) |λ ∈ Λ} (and thus a bifurcation point along sequences of the problem (2.5)–(2.6)
in Λ× C1

E([0, τ ];U)).
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Theorem 8.10 (Existence for bifurcations). Under Assumptions 2.2, 2.5, let Λ be path-connected.
Suppose that there exist two points λ+, λ− ∈ Λ such that

[m−
τ (Lλ− , xλ−),m−

τ (Lλ− , xλ−) +m0
τ (Lλ− , xλ−)] ∩ [m−

τ (Lλ+ , xλ+),m−
τ (Lλ+ , xλ+) +m0

τ (Lλ+ , xλ+)]

is empty, and either m0
τ (Lλ+ , xλ+) = 0 or m0

τ (Lλ− , xλ−) = 0. Then there exists µ ∈ Λ such
that (µ, xµ) is a bifurcation point along sequences of the problem (2.5)–(2.6) in Λ×C1

E([0, τ ];U)
with respect to the trivial branch {(λ, xλ) |λ ∈ Λ}, and µ is not equal to λ+ (resp. λ−) if
m0

τ (Lλ+ , xλ+) = 0 (resp. m0
τ (Lλ− , xλ−) = 0).

Theorem 8.11 (Alternative bifurcations of Rabinowitz’s type and of Fadell-Rabinowitz’s type).
Under Assumptions 2.2, 2.5 with Λ being a real interval, let m0

τ (Lµ, xµ) > 0 for some µ ∈
Int(Λ). Suppose that m0

τ (Lλ, xλ) = 0 for each λ ∈ Λ \ {µ} near µ, and that m−
τ (Lλ, xλ) take,

respectively, values m−
τ (Lµ, xµ) and m−

τ (Lµ, xµ) + m0
τ (Lµ, xµ) as λ ∈ Λ varies in two deleted

half neighborhoods of µ. Then one of the following alternatives occurs:

(i) The problem (2.5)–(2.6) with λ = µ has a sequence of solutions, xk ̸= xµ, k = 1, 2, · · · ,
which converges to xµ in C2([0, τ ], U).

(ii) For every λ ∈ Λ \ {µ} near µ there is a solution yλ ̸= xλ of (2.5)–(2.6) with parameter
value λ, such that ∥yλ − xλ∥C2 → 0 as λ→ µ.

(iii) For a given neighborhood W of xµ in C2([0, τ ], U), there is an one-sided neighborhood
Λ0 of µ such that for any λ ∈ Λ0 \ {µ}, (2.5)–(2.6) with parameter value λ has at least
two distinct solutions in W, y1λ ̸= xλ and y2λ ̸= xλ, which can also be chosen to satisfy
Lλ(y

1
λ) ̸= Lλ(y

2
λ) provided that m0

τ (Lµ, xµ) > 1 and (2.5)–(2.6) with parameter value λ
has only finitely many distinct solutions in W.

In addition, if we also assume that U is a symmetric open neighborhood of the origin in Rn,
xλ ≡ 0 ∀λ and each L(λ, t, ·) is even, then either (i) holds or the following occurs:

(iv) There exist left and right neighborhoods Λ− and Λ+ of µ in Λ and integers n+, n− ≥ 0,
such that n+ + n− ≥ m0

τ (Lµ, 0), and for λ ∈ Λ− \ {µ} (resp. λ ∈ Λ+ \ {µ}), (2.5)–(2.6)
with parameter value λ has at least n− (resp. n+) distinct pairs of nontrivial solutions,
{yiλ,−yiλ}, i = 1, · · · , n− (resp. n+), which converge to zero in C2([0, τ ], U) as λ→ µ.

Proof of Theorem 8.8. By the assumption (cf. Definition 1.3) there exists a sequence (λk) ⊂
Λ converging to µ and solutions xk ̸= xλk

of (2.5)–(2.6) with λ = λk such that xk → xµ in
C1([0, τ ],Rn). By Lemma 2.6(ii) we have also ∥xk−xλk

∥C2 → 0 as k → ∞. Let Λ̂ = {µ, λk | k ∈
N}. It is a compact and sequential compact subset of Λ. For this Λ̂ let L̂ be as above (8.5).
By Claim 8.4 (µ, z0) is a bifurcation point of (8.32) in Λ̂ × C1

E([0, τ ];R2n) with respect to the

trivial branch {(λ, z0) |λ ∈ Λ̂}. We conclude ντ,E(Υλ) > 0 by [37, Theorem 1.4(I)], and hence
m0

τ (Lµ, xµ) > 0 by (8.39).

Proof of Theorem 8.9. Note that Λ̂ = {µ, λ+k , λ
+
k | k ∈ N} is first countable, and not only

compact but also sequential compact in Λ. For this Λ̂ let L̂ be as above (8.5). Under the
assumptions of Theorem 8.9, from (8.39) we deduce that for each k ∈ N,

[iτ,E(Υλ−
k
), iτ,E(Υλ−

k
) + ντ,E(Υλ−

k
)] ∩ [iτ,E(Υλ+

k
), iτ,E(Υλ+

k
) + ντ,E(Υλ+

k
)]

= [m−
τ (Lλ−

k
, xλ−

k
) + dimKer(E − In),m

−
τ (Lλ−

k
, xλ−

k
) + dimKer(E − In) +m0

τ (Lλ−
k
, xλ−

k
)]

∩[m−
τ (Lλ+

k
, xλ+

k
) + dimKer(E − In),m

−
τ (Lλ+

k
, xλ+

k
) + dimKer(E − In) +m0

τ (Lλ+
k
, xλ+

k
)]
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= ∅

and either ντ,E(Υλk+) = m0
τ (Lλ+

k
, xλ+

k
) = 0 or ντ,E(Υλ−

k
) = m0

τ (Lλ−
k
, xλ−

k
) = 0. By [37, Theo-

rem 1.4(II)] we get that (µ, z0) is a bifurcation point of (8.32) in Λ̂ × C1
E([0, τ ];R2n) (or equiv-

alently Λ̂ × W 1,2
E ([0, τ ];R2n)) with respect to the trivial branch {(λ, z0) |λ ∈ Λ̂}. Then the

required conclusion follows from Claim 8.4.

Proof of Theorem 8.10. Since Λ is path-connected, there exists a path α : [0, 1] → Λ from
λ+ = α(0) to λ− = α(1). Let Λ̂ = α([0, 1]), which is a compact and sequential compact subset
of Λ. For this Λ̂ let L̂ be as above (8.5). From the assumptions of Theorem 8.10 and (8.39) we
derive that

[iτ,E(Υλ−), iτ,E(Υλ−) + ντ,E(Υλ−)] ∩ [iτ,E(Υλ+), iτ,E(Υλ+) + ντ,E(Υλ+)]

= [m−
τ (Lλ− , xλ−) + dimKer(E − In),m

−
τ (Lλ− , xλ−) + dimKer(E − In) +m0

τ (Lλ− , xλ−)]

∩[m−
τ (Lλ+ , xλ+) + dimKer(E − In),m

−
τ (Lλ+ , xλ+) + dimKer(E − In) +m0

τ (Lλ+ , xλ+)]

= ∅

and either ντ,E(Υλ+) = m0
τ (Lλ+ , xλ+) = 0 or ντ,E(Υλ−) = m0

τ (Lλ− , xλ−) = 0. As above the
required conclusions follows from Claim 8.4 and [37, Theorem 1.4(III)].

Proof of Theorem 8.11. Since Λ is a real interval and µ ∈ Int(Λ) we can assume Λ = Λ̂ =
[µ− ε, µ+ ε] for some ε > 0, which is compact and sequential compact. For this Λ̂ let L̂ be as
above (8.5). It follows from the assumptions of Theorem 8.11 and (8.39) that

• ντ,E(Υµ) = m0
τ (Lµ, xµ) ̸= 0, ντ,E(Υλ) = m0

τ (Lλ, xλ) = 0 for each λ ∈ Λ \ {µ} near µ,

• as λ ∈ Λ varies in two deleted half neighborhoods of µ, iτ,E(Υλ) = m−
τ (Lλ, xλ)+dimKer(E−

In) take, respectively, values m
−
τ (Lµ, xµ) + dimKer(E − In) = iτ,E(Υµ) and

m−
τ (Lµ, xµ)+m

0
τ (Lµ, xµ)+dimKer(E−In) = iτ,E(Υµ)+m

0
τ (Lµ, xµ) = iτ,E(Υµ)+ντ,E(Υµ).

Hence by [37, Theorem 1.7] one of the following assertions holds:

(A) The problem (8.32) with λ = µ has a sequence of distinct nontrivial solutions converging
to z0 in C1

E([0, τ ];R2n), zk(t) = (pk(t)T , xk(t)T )T , k = 1, 2, · · · .

(B) For every λ ∈ Λ \ {µ} near µ there is a solution zλ ̸= z0 of (8.32) with parameter value λ,
such that zλ converges to zero in C1

E([0, τ ];R2n) as λ→ µ.

(C) For a given neighborhood V of z0 in C1
E([0, τ ];R2n) there is an one-sided neighborhood Λ0

of µ such that for any λ ∈ Λ0 \{µ}, (8.32) with parameter value λ has at least two distinct
solutions z1λ ̸= z0 and z2λ ̸= z0 in V, which can also be required to satisfy∫ τ

0

[
1

2
(Jż1λ(t), z1λ(t))R2n +H(λ, t, z1λ(t))

]
dt

̸=
∫ τ

0

[
1

2
(Jż2λ(t), z2λ(t))R2n +H(λ, t, z2λ(t))

]
dt

provided that ντ,E(Υµ) > 1 and (8.32) with parameter value λ has only finitely many
solutions in V.
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Moreover, if all H(λ, t, ·) are even, then either (A) holds or the following occurs:

(D) There exist left and right neighborhoods Λ− and Λ+ of µ in Λ and integers n+, n− ≥ 0,
such that n+ + n− ≥ ντ,E(Υµ), and for λ ∈ Λ− \ {µ} (resp. λ ∈ Λ+ \ {µ}), (8.32)
with parameter value λ has at least n− (resp. n+) distinct pairs of nontrivial solutions,
{ziλ,−ziλ}, i = 1, · · · , n− (resp. n+), which converge to zero in C1

E([0, τ ];R2n) as λ→ µ.

In the case of (A), Claim 8.4 shows that xk + xµ ̸= xµ satisfies (2.5)-(2.6) with λ = µ and

Lµ(x
k + xµ) = −

∫ τ

0

[
1

2
(Jżk(t), zk(t))R2n +H(µ, t, zk(t))

]
dt, k ∈ N.

Hence (i) of Theorem 8.11 occurs.
In the case of (B), let zλ(t) = (pλ(t)T , xλ(t)T )T . By Claim 8.4, xλ ̸= 0, xλ + xλ satisfies

(2.5)-(2.6), and ∥xλ−xλ∥C2 → 0 as λ→ µ because of Lemma 2.6. Namely, (ii) of Theorem 8.11
occurs.

In the case of (C), for a given neighborhood W of xµ in C2([0, τ ], U), by Lemma 2.6 we can

choose a neighborhood Λ∗ of µ and a positive number ϵ > 0 such that if x ∈ C1
E([0, τ ];Rn) satisfies

∥x∥C1 < ϵ and x+ xλ solves (2.5)–(2.6) with parameter value λ ∈ Λ∗ then x+ xλ ∈ W. Let us
take the above neighborhood V of z0 in C1

E([0, τ ];R2n) as V = {z ∈ C1
E([0, τ ];R2n) | ∥z∥C1 < ϵ}.

We can require that the corresponding Λ0 is contained in Λ∗. Let ziλ(t) = (piλ(t)T , xiλ(t)T )T ,
i = 1, 2. Since (8.34) implies that x1λ = x2λ if and only if p1λ = p2λ, we obtain x1λ ̸= x2λ.
Clearly, for i = 1, 2, ∥xiλ∥C1 < ϵ and xiλ + xλ solves (2.5)–(2.6) with parameter value λ ∈ Λ∗,
and therefore xiλ + xλ ∈ W,

Lλ(x
iλ + xλ) = −

∫ τ

0

[
1

2
(Jżiλ(t), ziλ(t))R2n +H(λ, t, ziλ(t))

]
dt.

Suppose m0
τ (Lµ, xµ) > 1, which implies ντ,E(Υµ) > 1, and that (2.5)–(2.6) with some parameter

value λ ∈ Λ0 has only finitely many distinct solutions in W. Then by Lemma 2.6, (8.32) with
this parameter value λ has only finitely many distinct solutions in V. Hence Lλ(x

1λ + xλ) ̸=
Lλ(x

2λ + xλ). These show that (iii) of Theorem 8.11 occurs.
When U is a symmetric open neighborhood of the origin in Rn, xλ ≡ 0 ∀λ and each

L(λ, t, ·) is even, it has been proved in Remark 8.6(i) that all H(λ, t, ·) are even. Let ziλ(t) =
(piλ(t)T , xiλ(t)T )T , i = 1, · · · , n− (resp. n+), be as in (D). As above, using Claim 8.4 we deduce
that {xiλ,−xiλ}, i = 1, · · · , n− (resp. n+), satisfy (iv) of Theorem 8.11.

Clearly, Theorems 8.8, 8.9, 8.11, 8.11 imply Theorems 3.5, 3.5(II.3), 3.6(iii), 3.7, respectively.
Similarly, Under Assumption 8.7, by Remark 8.6(ii) some corresponding bifurcation results

of the problem (8.41) may follow from Theorems 1.23, 1.24, 1.26 in [37] directly.
For Lagrangian systems on Rn we may use [37, Theorem 1.14] to derive the following strength-

ening version of Theorem 1.20.

Theorem 8.12 (Alternative bifurcations of Fadell-Rabinowitz’s type and of Rabinowitz’s type).
Under Assumption 2.3 with Λ being a real interval, suppose also that L is independent of t, the
orthogonal matrix E satisfies El = In for some l ∈ N. Let

Λ ∋ λ→ xλ ∈ U ∩Ker(E − In) be continuous and
∂qLλ(xλ, 0) = 0 ∀λ ∈ Λ.

}
(8.55)

Suppose that for some µ ∈ Int(Λ) and τ > 0,
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(a) ∂vvLµ (xµ, 0) is positive definite;

(b) ∂qqLµ (xµ, 0) y = 0 and Ey = y have only the zero solution in Rn;

(c) m0
τ (Lµ, xµ) ̸= 0, m0

τ (Lλ, xλ) = 0 for each λ ∈ Λ \ {µ} near µ, and m−
τ (Lλ, xλ) take,

respectively, values m−
τ (Lµ, xµ) and m−

τ (Lµ, xµ) + m0
τ (Lµ, xµ) as λ ∈ Λ varies in two

deleted half neighborhoods of µ.

Then one of the following alternatives occurs for the problem:

d
dt

(
∂vLλ(x(t), ẋ(t))

)
− ∂qLλ(x(t), ẋ(t)) = 0 ∀t ∈ R

Ex(t) = x(t+ τ) ∀t ∈ R.

}
(8.56)

(i) Equation (8.56) with λ = µ has a sequence of R-distinct solutions, xk, k = 1, 2, · · · , which
are R-distinct with xµ and converges to xµ in X 2

τ (Rn, E).

(ii) There exist left and right neighborhoods Λ− and Λ+ of µ in Λ and integers n+, n− ≥ 0,
such that n++n− ≥ m0

τ (Lµ, xµ)/2, and for λ ∈ Λ− \{µ} (resp. λ ∈ Λ+ \{µ}), (8.56) with
parameter value λ has at least n− (resp. n+) R-distinct solutions solutions, xiλ /∈ R · xλ,
i = 1, · · · , n− (resp. n+) such that all xiλ − xλ converge to zero in X 2

τ (Rn, E) as λ→ µ.

Moreover, if m0
τ (Lµ, xµ) ≥ 3, then (ii) may be replaced by the following alternatives:

(iii) For every λ ∈ Λ \ {µ} near µ there is a solution yλ /∈ R ·xλ of (8.56) with parameter value
λ, such that yλ − xλ converges to zero in X 2

τ (Rn, E) as λ→ µ.

(iv) For a given ε > 0 there is an one-sided neighborhood Λ0 of µ in Λ such that for any
λ ∈ Λ0 \{µ}, (8.56) with parameter value λ has either infinitely many R-distinct solutions
ȳkλ /∈ R · xλ such that ∥ȳkλ|[0,τ ] − xλ|[0,τ ]∥C2 < ε, k = 1, 2, · · · , or at least two R-distinct
solutions y1λ /∈ R · xλ and y2λ /∈ R · xλ such that ∥yiλ|[0,τ ] − xλ|[0,τ ]∥C2 < ε, i = 1, 2, and that
Lλ(y

1
λ) ̸= Lλ(y

2
λ).

Proof of Theorem 8.12. Take a small ε > 0 so that Λ̂ = [µ−ε, µ+ε] ⊂ Λ. By Assumption 2.3,
∂vvLλ (x, v) continuously depends on (λ, x, v) ∈ Λ × U × Rn. Because of this, (8.55) and the
condition (a), by shrinking ε > 0 and U toward xµ, we can assume that there exists some small
real ρ > 0 such that L(λ, q, v) is strictly convex in v in Bn

ρ (0) for each (λ, q) ∈ Λ× U .

Since El = In implies El = I2n, where E is as in (8.10), each solution of (8.56) is lτ -periodic.
Note that all solutions of (8.56) near xµ sit in a compact neighborhood of xµ ∈ Rn. We have
the corresponding Lagrangian

L̂ : Λ×Bn
δ (0)× Rn → R, (λ, q, v) 7→ L̃(λ, q + xλ, v)

as in (2.14). By Lemma 2.4 and (8.55), for any (λ, q, v) ∈ Λ×Bn
δ (0)× Rn it holds that

L̂(λ,Eq,Ev) = L̃(λ,Eq + xλ, Ev) = L̃(λ,E(q + xλ), Ev) = L̃(λ, q + xλ, v) = L̂(λ, q, v).

This shows that ∂vL̂λ(Eq,Ev) = E∂vL̂λ(q, v) because E is an orthogonal matrix. Obverse that
for (λ, p, q) ∈ Λ×Rn×Bn

δ (0) we have a unique v = v(λ, q, p) ∈ Rn such that ∂vL̂λ(q, v(λ, q, p)) =

p. It follows that v(λ,Eq,Ep) = Ev(λ, q, p). Let us define Ĥ : Λ× Rn ×Bn
δ (0) → R by

Ĥ(λ, p, q) = (p, v(λ, q, p))Rn − L̂λ(q, v(λ, q, p))
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as in (8.9). Clearly, Ĥ(λ,Ep,Eq) = Ĥ(λ, p, q) since E is an orthogonal.
Note that (8.55) implies the constant path xλ to satisfy (8.56) for each λ ∈ Λ. By Claim 8.3

u0,λ := (yT0,λ, 0)
T with y0,λ := ∂vL̂λ(0, 0) = ∂vLλ(xλ, 0) satisfies (8.10). As in (8.28) we get a

corresponding Hamiltonian H : Λ× Rn ×Bn
δ (0) → R,

H(λ, z) = Hλ(z) := Ĥλ(z + u0,λ). (8.57)

From Ey0,λ = E∂vLλ(xλ, 0) = ∂vLλ(Exλ, 0) = ∂vLλ(xλ, 0) = y0,λ, it follows that Eu0,λ = u0,λ
and H(λ,Ez) = H(λ, z) for all (λ, z) ∈ Λ× Rn ×Bn

δ (0).
By (a corresponding result of) Claim 8.4, for any λ ∈ Λ, z0 : R → R2n, t 7→ 0, satisfies

ż(t) = J∇Hλ(z(t)) and Ez(t) = z(t+ τ) ∀t ∈ R; (8.58)

and x ∈ X 2
τ (Rn, E) near xµ satisfies (8.56) if and only if

z(t) := ((∂vLλ(t, x(t), ẋ(t)))
T , x(t)T − xTλ )

T

satisfies (8.58). As in (8.31) we have also

(Hµ)
′′(z0) = (Ĥµ)

′′(u0,λ) = Sµ =

(
P−1
µ −P−1

µ Qµ

−QT
µP

−1
µ QT

µP
−1
µ Qµ −Rµ

)
,

where Pµ = ∂vvLµ (xµ, 0) and Qµ = ∂qvLµ (xµ, 0) and Rµ = ∂qqLµ (xµ, 0). We claim

Ker(E− I2n) ∩Ker((Hµ)
′′(z0)) = {0}.

Indeed, suppose that (uT , vT )T belongs to the left side. Then

Eu = u, Ev = v, P−1
µ u− P−1

µ Qµv = 0, −QT
µP

−1
µ u+QT

µP
−1
µ Qµv −Rµv = 0.

The latter two equations imply Rµv = 0. By the assumption (b) we get v = 0 and so u = 0.
Let Υλ(t) = exp(tJH ′′

λ(z
0)) for t ∈ R. By (8.36), (8.38) and the assumption (c), we get

ντ,E(Υµ|[0,τ ]) = m0
τ (Lµ, xµ) ̸= 0 and ντ,E(Υλ|[0,τ ]) = m0

τ (Lλ, xλ) = 0

for each λ ∈ Λ\{µ} near µ. As in the proof of Theorem 8.11 we may also derive from (8.39) that
iτ,E(Υλ|[0,τ ]) takes, respectively, values iτ,E(Υµ|[0,τ ]) and iτ,E(Υµ|[0,τ ]) + ντ,E(Υµ|[0,τ ]) as λ ∈ Λ

varies in two deleted half neighborhoods of µ. By Claim 8.4, a solution xλ near xµ ∈ X 2
τ (Rn, E)

of (8.56) gives rise to a solution

zλ(t) :=

(
xλ(t)− xλ

∂vLλ(t, x
λ(t), ẋλ(t))− y0,λ(t)

)
=

(
xλ(t)− xλ

∂vLλ(t, x
λ(t), ẋλ(t))− ∂vLλ(xλ, 0)

)
of (8.58) near z0 ∈ X 1

τ (R2n,E). Clearly, R-different xλ corresponds to R-different zλ and vice
versa. Using these [37, Theorem 1.14] may lead to the required conclusions.

Assumption 8.13. Let Assumption 2.2, 2.5 be satisfied and let V0, V1 be two linear subspaces
in Rn. Consider the boundary value problem on U :

d
dt

(
∂vLλ(t, x(t), ẋ(t))

)
− ∂qLλ(t, x(t), ẋ(t)) = 0,

∂vLλ(0, x(0), ẋ(0))[v0] = 0 ∀v0 ∈ V0,
∂vLλ(τ, x(τ), ẋ(τ))[v1] = 0 ∀v1 ∈ V1.

 (8.59)

Suppose that each xλ in Assumption 2.5 also satisfies (8.59).
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The cotangent space T ∗Rn of the vector space Rn is naturally identified with the symplectic
space R2n = (R2n(p, q), ω0), where the standard symplectic form ω0 = dp ∧ dq is given by

ω0 [(p1, q1) , (p2, q2)] := (p1, q2)Rn − (p2, q1)Rn .

If V is a linear subspace of Rn, and V ⊥ is the orthogonal complementary of V in Rn with respect
to the standard inner product, then the conormal space N∗V of V is the linear subspace of R2n

defined by N∗V := V ⊥ × V via the above T ∗Rn ≡ R2n. N∗V is a Lagrangian subspace of R2n.

Let the Hamiltonian H : Λ̂× [0, τ ]×Rn ×Bn
δ (0) → R be as in (8.28). We have the following

analogue of Claim 8.4.

Claim 8.14. Under Assumption 8.13, for any λ ∈ Λ̂, the constant path z0 : [0, τ ] → R2n, t 7→ 0,
satisfies

ż(t) = J∇Hλ,t(z(t)), z(0) ∈ N∗V0 and z(τ) ∈ N∗V1; (8.60)

and (µ, xµ) is a bifurcation point of the problem (8.59) in Λ̂×C1
V0×V1

([0, τ ];Rn) with respect to the

trivial branch {(λ, xλ) |λ ∈ Λ̂} if and only if (µ, z0) is that of (8.60) in Λ̂×C1
N∗V0×N∗V1

([0, τ ];R2n)

(or equivalently Λ̂×W 1,2
N∗V0×N∗V1

([0, τ ];R2n)) with respect to the trivial branch {(λ, z0) |λ ∈ Λ̂}.

Under Assumption 8.13, each xλ is a critical point of the functional

Eλ : C1
V0×V1

([0, τ ];Rn) → R, γ 7→
∫ τ

0
Lλ(t, γ(t), γ̇(t))dt. (8.61)

Let m−(Eλ, xλ) and m0(Eλ, xλ) be the Morse index and nullity of Eλ at xλ. Let Υλ : [0, τ ] →
Sp(2n,R) be as above (8.36). We have the (N∗V0, N

∗V1)-index of it(
iN

∗V1
N∗V0

(Υλ), ν
N∗V1
N∗V0

(Υλ)
)
∈ Z× {0, 1, · · · , 2n} (8.62)

introduced by Liu-Wang-Lin [25], where νN
∗V1

N∗V0
(Υλ) = dim(Υλ(τ)N

∗V0 ∩ N∗V1). According to
[25], [26, Theorem 5.18] and [7, 11] it holds that

m0(Eλ, xλ) = νN
∗V1

N∗V0
(Υλ) m−(Eλ, xλ) = iN

∗V1
N∗V0

(Υλ) + ℓ(V0, V1, n),

where ℓ(V0, V1, n) is an integer only depending on (V0, V1, n). Using these, under Assump-
tion 8.13, the corresponding results with Theorems 8.8, 8.9, 8.10, 8.11 may follow from Theo-
rems 1.33, 1.34 in [37].

Part II

Bifurcations of geodesics

As pointed out in Remark 1.32, bifurcations of geodesics on Riemannian manifolds may be
obtained as examples for those of solutions of Lagrangian systems in Part I; for instance, some
of them are listed in Section 14 for clearness. The focus in this part is to study bifurcations
of geodesics on Finsler manifolds. After reviewing some necessary definitions and preliminary
results on Finsler geometry in Section 9, by refining techniques in [31] we can directly derive some
bifurcation results of geodesics on Finsler manifolds in Sections 10, 11, 12, 13 from theorems in
Part I.
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9 Preliminaries for Finsler geometry

Without special statements, let (M, g) be as in “Basic assumptions and conventions” in Intro-
duction and let Ig be a C7 isometry on (M, g). Let P and Q be two connected C7 submanifolds
in M of dimension less than n = dimM and without boundary. For an integer 2 ≤ ℓ ≤ 6, a Cℓ

Finsler metric on M is a continuous function F : TM → R satisfying the following properties:

(i) F is Cℓ and positive in TM \ 0TM , where 0TM is the zero section of TM .

(ii) F (x, tv) = tF (x, v) for every t > 0 and any (x, v) ∈ TM .

(iii) L := F 2 is fiberwise strongly convex, that is, for any (x, v) ∈ TM \ 0TM the symmetric
bilinear form (the fiberwise Hessian operator)

gFv : TxM × TxM → R, (u,w) 7→ 1

2

∂2

∂s∂t
[L(x, v + su+ tw)]

∣∣∣
s=t=0

(9.1)

is positive definite. (gFv is called the fundamental tensor of F at v.)

A Finsler metric F is said to be reversible (or absolute homogeneous) if F (x,−v) = F (x, v) for
all (x, v) ∈ TM . We say a differentiable curve γ : [a, b] → M to be admissible (or regular)
if γ̇(t) ∈ TM \ 0TM for all t. Such an admissible curve γ = γ(t) in (M,F ) is said to have
constant speed if F (γ(t), γ̇(t)) is constant along γ. The length of an admissible piecewise C1

curve γ : [a, b] → M with respect to F is defined by lF (γ) =
∫ b
a F (γ(t), γ̇(t))dt. According to

[4, Proposition 5.1.1(a)], an admissible piecewise C1 curve γ is called a F-geodesic in (M,F )
if it minimizes the length between two sufficiently close points on the curve (hence C1). The
distance between any pair of points p, q ∈M is defined by

dF (p, q) = inf{lF (γ) | γ : [a, b] →M is a piecewise C1 curve from p to q}.

Let W 1,2([0, τ ],M) denote the space of absolutely continuous curves γ from [0, τ ] to M such
that

∫ τ
0 ⟨γ̇(t), γ̇(t)⟩dt < ∞, where ⟨u, v⟩ = gx(u, v) for u, v ∈ TxM . By [48, Theorem 4.3],

W 1,2([0, τ ],M) is a C4 Riemannian–Hilbert manifold. A C7 submanifoldN ⊂M×M determines
a Riemannian–Hilbert submanifold of W 1,2([0, τ ],M),

ΛN(M) := {γ ∈W 1,2([0, τ ],M) | (γ(0), γ(τ)) ∈ N}

with tangent space TγΛN(M) =W 1,2
N (γ∗TM) = {ξ ∈W 1,2(γ∗TM) | (ξ(0), ξ(τ)) ∈ T(γ(0),γ(τ))N}.

We also consider the C4 Banach manifold

Cτ,N(M) = {γ ∈ C1([0, τ ],M) | (γ(0), γ(τ)) ∈ N},

which is equal to C1
P×Q([0, τ ];M) [resp. C1

Ig([0, τ ];M)] if N is the product P × Q (resp. the

graph of the isometry Ig). It has the following open subset

Cτ,N(M)reg = {γ ∈ Cτ,N(M) | γ is admissible, i.e., γ̇(t) ̸= 0 ∀t ∈ [0, τ ]}. (9.2)

Claim 9.1 ([8, 23, 44]). For a Cℓ Finsler metric F on M with 3 ≤ ℓ ≤ 6, a curve γ ∈ ΛN(M)
is a constant (non-zero) speed F -geodesic satisfying the boundary condition

gFγ̇(0)(u, γ̇(0)) = gFγ̇(τ)(v, γ̇(τ)) ∀(u, v) ∈ T(γ(0),γ(τ))N (9.3)

if and only if it is a (nontrivial) critical point of the C2−0 energy functional of F given by

L : ΛN(M) → R, γ 7→
∫ τ

0
F 2(γ(t), γ̇(t))dt. (9.4)

(In this case γ must be Cℓ.)
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Therefore under Claim 9.1 a curve γ ∈ ΛN(M) is a constant (non-zero) speed F -geodesic
satisfying the boundary condition (9.3) if and only if it belongs to Cτ,N(M)reg and is a critical
point of the following C2 functional

EN : Cτ,N(M)reg → R, γ 7→
∫ τ

0
F 2(γ(t), γ̇(t))dt.

We may denote the Morse index and nullity of E at a critical point γ ∈ Cτ,N(M)reg by

m−(EN, γ) and m0(EN, γ), (9.5)

respectively. (See the explanations above Assumption 1.2 [resp. (1.16)] for N = P × Q [resp.
N = Graph(Ig)].) In particular, for N = P ×Q we write EN as

EP,Q : C1
P×Q([0, τ ];M)reg → R, γ 7→

∫ τ

0
[F (γ(t), γ̇(t))]2dt, (9.6)

whose critical point γ corresponds to a Cℓ constant (non-zero) speed F -geodesic with boundary
condition {

gFγ̇(0)(u, γ̇(0)) = 0 ∀u ∈ Tγ(0)P,

gFγ̇(τ)(v, γ̇(τ)) = 0 ∀v ∈ Tγ(τ)Q
(9.7)

(cf. [6, Chap.1, §1], [8, Proposition 2.1] and [20, Prop. 3.1, Cor.3.7]). (Such geodesics are said
to be gγ̇-orthogonal (or perpendicular) to P and Q.) When ℓ = 6, the geodesic γ, m−(EP,Q, γ)
and m0(EP,Q, γ) have direct geometric explanations. See the second half of this section.

Assumption 9.2. {Fλ |λ ∈ Λ} is a family of Cℓ Finsler metrics on M with 3 ≤ ℓ ≤ 6 parame-
terized by a topological space Λ, such that Λ× TM ∋ (λ, x, v) → Fλ(x, v) ∈ R is a continuous,
and that all partial derivatives of each Fλ of order less than three depend continuously on
(λ, x, v) ∈ Λ× (TM \ 0TM ).

Assumption 9.3. Under Assumption 9.2 with an integer 4 ≤ ℓ ≤ 6, for each λ ∈ Λ let
γλ : [0, τ ] →M be a constant (non-zero) speed Fλ-geodesic satisfying the boundary condition

gFλ

γ̇λ(0)
(u, γ̇λ(0)) = gFλ

γ̇λ(τ)
(v, γ̇λ(τ)) ∀(u, v) ∈ T(γλ(0),γλ(τ))N, (9.8)

where N ⊂M ×M is a C7 submanifold. (Therefore γλ is Cℓ by Claim 9.1.) It is also required
that the maps Λ × [0, τ ] ∋ (λ, t) → γλ(t) ∈ M and Λ × [0, τ ] ∋ (λ, t) 7→ γ̇λ(t) ∈ TM are
continuous.

Let m−(Eλ,N, γλ) and m0(Eλ,N, γλ) denote the Morse index and nullity at γλ of the C2 func-
tional

Eλ,N : Cτ,N(M)reg → R, γ 7→
∫ τ

0
[Fλ(γ(t), γ̇(t))]

2dt. (9.9)

For conveniences, a constant (non-zero) speed Fλ-geodesic satisfying the boundary condition
(9.8) is called a constant (non-zero) speed (Fλ,N)-geodesic.

Definition 9.4. Under Assumptions 9.2, 9.3, constant (non-zero) speed (Fλ,N)-geodesics with
a parameter λ ∈ Λ is said bifurcating at µ ∈ Λ along sequences with respect to the branch
{γλ |λ ∈ Λ} if there exists an infinite sequence {(λk, γk)}∞k=1 in Λ × C1([0, τ ],M) \ {(µ, γµ)}
converging to (µ, γµ), such that each γk ̸= γλk

is a constant (non-zero) speed (Fλk
,N)-geodesic,

k = 1, 2, · · · . (Actually it is not hard to prove that γk → γµ in C2([0, τ ],M).)
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Here are the problems we study and answers:

• For a constant (nonzero) speed F -geodesic γ which is perpendicular to P at γ(0), we shall
provide where γ bifurcates and depict a rough bifurcation diagram near it.

• Under Assumptions 9.2, 9.3, using the Morse index m−(Eλ,N, γλ), the nullity m0(Eλ,N, γλ)
and critical groups C∗(Eλ,N, γλ;K), we give the conditions under which constant (non-zero)
speed (Fλ,N)-geodesics with a parameter λ ∈ Λ bifurcate at some µ ∈ Λ along sequences
with respect to the branch {γλ |λ ∈ Λ}, characterize the location of such a parameter µ,
and depict the bifurcation diagram near µ.

Our ideas are suitably modifying Fλ and converting the above questions into those studied
in Part 1. Firstly, suitably modifying the proof of [31, Proposition 2.2] we have:

Proposition 9.5. Under Assumption 9.2 let Lλ := (Fλ)
2. Suppose that

αg := inf
λ∈Λ

inf
(x,v)∈TM, |v|x=1

inf
u̸=0

gFλ
v (u, u)

gx(u, u)
and βg := sup

λ∈Λ
sup

(x,v)∈TM, |v|x=1
sup
u̸=0

gFλ
v (u, u)

gx(u, u)

are positive numbers, and that for some constant C1 > 0,

|v|2x ≤ Lλ(x, v) ≤ C1|v|2x ∀(λ, x, v) ∈ Λ× TM. (9.10)

Hereafter |v|x =
√
gx(v, v). For each λ ∈ Λ define Cℓ functions L⋆

λ : TM → R by

L⋆
λ(x, v) = ψε,δ(Lλ(x, v)) + ϕµ,b(|v|2x)− b (9.11)

and by L∗
λ(x, v) = (L⋆

λ(x, v)− ϱ0)/κ, where ψε,δ, ϕµ,b and κ, ϱ, ϱ0, b are as in Lemma 2.1. Then
for a given c > 0 we can choose κ > 0 so large that these L∗

λ satisfy the following:

(i) L∗
λ(x, v) = Lλ(x, v) if Lλ(x, v) ≥ 2c

3C1
,

(ii) L∗
λ attains the minimum, and L∗

λ(x, v) = minL∗
λ ⇐⇒ v = 0,

(iii) L∗
λ(x, v) ≤ Lλ(x, v) for all (x, v) ∈ TM ,

(iv) ∂vvL
∗
λ(x, v)[u, u] ≥ min{2µ

κ ,
1
2αg}|u|2x.

(v) If Fλ is reversible, i.e. Fλ(x,−v) = Fλ(x, v) ∀(x, v) ∈ TM , so is L∗
λ.

(vi) If Fλ is Ig-invariant for a g-isometry Ig : M → M , (i.e., it satisfies Fλ(Ig(x), Ig∗(u)) =
Fλ(x, u) for all (x, u) ∈ TM), so is L∗

λ.

Moreover, Λ × TM ∋ (λ, x, v) → L∗
λ(x, v) ∈ R is continuous and all partial derivatives of each

L∗
λ of order less than three depend continuously on (λ, x, v) ∈ Λ× TM .

Proof. By the assumptions, for any (x, v) ∈ TM \ {0} and (x, u) ∈ TM we have

αg|u|2x ≤ gFλ
v (u, u) ≤ βg|u|2x, ∀λ ∈ Λ. (9.12)

Suppose that (2.4) is satisfied and that κ ≥ µ. Since ϕ′′µ,b ≤ 0, ϕ′′µ,b(|v|2x) = 0 for |v|2x ≥ 2c
3C1

, and

ϕ′′µ,b(|v|2x) is bounded for |v|2x ∈ [ δ
3C1

, 2c
3C1

], we may choose κ > 0 so large that

2καg +
8c

3C1
ϕ′′µ,b(|v|2x) ≥

1

2
καg.
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By the proof of [31, Proposition 2.2], L⋆
λ satisfies [31, Proposition 2.2] and therefore L∗

λ meets
conditions (i)-(iv) in Proposition 9.5. Clearly, (9.11) implies (v)-(vi).

Since Λ × TM ∋ (λ, x, v) → Fλ(x, v) ∈ R is a continuous, by (9.11) we see that Λ × TM ∋
(λ, x, v) → L∗

λ(x, v) ∈ R is continuous. Note that {(λ, x, v) ∈ Λ × TM |Lλ(x, v) < ε} is an
open neighborhood of Λ × 0TM in Λ × TM and that ψε,δ(Lλ(x, v)) = 0 for all (λ, x, v) in this
neighborhood. It follows from this and (9.11) that all partial derivatives of each L∗

λ of order
less than three depend continuously on (λ, x, v) ∈ Λ × TM because all partial derivatives of
each Fλ of order less than three depend continuously on (λ, x, v) ∈ Λ× (TM \ 0TM ). (Actually,
Λ× TM ∋ (λ, x, v) → L∗

λ(x, v) ∈ R is Cℓ in {(λ, x, v) ∈ Λ× TM |Lλ(x, v) < ε}.)

(Note: If M and Λ are compact, for any Riemannian metric g on M both αg and βg are
positive numbers, and (9.10) always holds if g is replaced by a small scalar multiple of g.)

Under Assumption 9.3, let Λ̂ ⊂ Λ be either compact or sequential compact. Since the map
Λ × [0, τ ] ∋ (λ, t) → γλ(t) ∈ M is continuous, the image of Λ̂ × [0, τ ] under it is a compact
subset of M and therefore there exists an open subset M̂ of M with compact closure such that
γλ([0, τ ]) ⊂ M̂ for all λ ∈ Λ̂. Then the conditions in Proposition 9.5 can be satisfied. By
Assumption 9.3 Λ̂ × [0, τ ] ∋ (λ, t) 7→ Fλ(γλ(t), γ̇λ(t)) is continuous and positive. Therefore we
have c > 0 such that

[Fλ(γλ(t), γ̇λ(t))]
2 >

2c

C1
, ∀(λ, t) ∈ Λ̂× [0, τ ], (9.13)

where C1 > 0 is as in Proposition 9.5. Let L∗
λ : TM̂ → R, λ ∈ Λ̂, be given by Proposition 9.5

with (M,Λ) = (M̂, Λ̂). Then the C2 functional

E∗
λ,N : Cτ,N(M̂) → R, γ 7→

∫ τ

0
L∗
λ(γ(t), γ̇(t))dt (9.14)

and the functional Eλ,N in (9.9) coincide in the following open subset of Cτ,N(M̂)reg,

Cτ,N(M̂, {Fλ |λ ∈ Λ̂}, c/C1) :=

{
α ∈ Cτ,N(M̂)

∣∣∣∣∣ min
(λ,t)∈Λ̂×[0,τ ]

[Fλ(α(t), α̇(t))]
2 > 2c/C1

}
. (9.15)

Since {γλ |λ ∈ Λ̂} ⊂ Cτ,N(M̂, {Fλ |λ ∈ Λ̂}, c/C1) by (9.13), they are critical points of E∗
λ,N and

m−(Eλ,N, γλ) = m−(E∗
λ,Nγλ) and m0(Eλ,N, γλ) = m0(E∗

λ,N, γλ), (9.16)

Cm(Eλ,N, γλ;K) = Cm(E∗
λ,Nγλ;K) ∀m ∈ Z (9.17)

for any Abel group K.

Claim 9.6. Under Assumption 9.3, if γ : [0, τ ] →M is a constant (non-zero) speed Fλ-geodesic
(hence Cℓ) with boundary condition (9.8) is close to γλ in C1([0, τ ];M) then it is a critical point
of

Cτ,N(M̂) ∋ γ 7→ E∗
λ,N(γ) =

∫ τ

0
L∗
λ(γ(t), γ̇(t))dt. (9.18)

Conversely, if γ ∈ Cτ,N(M̂) near γλ is a critical point of E∗
λ,N then it is a Cℓ constant (non-zero)

speed Fλ-geodesic with boundary condition (9.8) and is near γλ in C2([0, τ ];M).

Proof. If dEλ,N(γ) = 0 and γ is close to γλ in C1-topology then γ ∈ Cτ,N(M̂, {Fλ |λ ∈ Λ̂}, c/C1)
and therefore dE∗

λ,N(γ) = 0. Conversely, we only need to prove that γ is also near γλ in

C2([0, τ ];M). This may follow from Lemma 2.6(ii) by localization arguments.
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Geometric characteristics of F -geodesics and their Morse indexes and nullities.
Without special statements, from now on we always assume ℓ = 6, i.e., F is a C6-Finsler
metric on M . In this case the Christoffel symbols of the Chern connection ∇ (on the pulled-
back tangent bundle π∗TM) with respect to a coordinate chart (Ω, xi) on M are C3 functions
Γi
jm : TΩ \ 0TΩ → R such that

∇∂xi
∂xj (v) =

∑
m

Γi
jm(v)∂xm , i, j ∈ {1, · · · , n} (9.19)

(cf. [38]); and there exist C2 functions Ri
jkl : TΩ \ 0TΩ → R, 1 ≤ i, j, k, l ≤ n, such that the

trilinear map Rv from Tπ(v)M × Tπ(v)M × Tπ(v)M to Tπ(v)M given by

Rv(ξ, η)ζ =
∑
i,j,k,l

ξkηlζjR i
j kl(v)∂xi |π(v) (9.20)

defines the Chern curvature tensor (or [4, (3.3.2) & Exercise 3.9.6]) RV on Ω ⊂M (cf. [38]).
For a curve c ∈ W 1,2([a, b],M) and r ∈ {0, 1} let W r,2(c∗TM) denote the space of all W r,2

vector fields along c. Then ċ ∈ L2(c∗TM) :=W 0,2(c∗TM). Let (xi, yi) be the canonical coordi-
nates around ċ(t) ∈ TM . Write ċ(t) = ċi(t)∂xi |c(t) and ζ(t) = ζi(t)∂xi |c(t) for ζ ∈ W 1,2(c∗TM).
Call ξ ∈ C0(c∗TM) admissible if ξ(t) ∈ TM \0TM for all t ∈ [a, b]. The Chern connection induces
a covariant derivative of ζ along c (with this admissible ξ as reference vector) is defined by

Dξ
ċζ(t) :=

∑
m

(
ζ̇m(t) +

∑
i,j

ζi(t)ċj(t)Γm
ij (c(t), ξ(t))

)
∂xm |c(t). (9.21)

Clearly, Dξ
ċζ belongs to L2(c∗TM), and sits in Cmin{1,r}(c∗TM) provided that c is of class Cr+1,

ζ ∈ Cr+1(c∗TM) and ξ ∈ Cr(c∗TM) for some 0 ≤ r ≤ 6; Dξ
ċζ(t) depends only on ξ(t), ċ(t) and

behavior of ζ near t. If c, ξ and ζ are C3, C1 and C2, respectively, then Dξ
ċζ is C1 and Dξ

ċD
ξ
ċζ is

well-defined and is C0. It may be proved that a C2 admissible curve γ in (M,F ) is a F -geodesic
of constant speed if and only if Dγ̇

γ̇ γ̇(t) ≡ 0. In this case γ must be C6.

For the above C7 submanifolds P and Q, define the normal bundle of P in (M,F ) by

TP⊥ := {v ∈ TM \ 0TM | π(v) ∈ P, gFv (v, w) = 0 ∀w ∈ Tπ(v)P}

(though it is not a vector bundle over P ). In fact, it is only an n-dimensional C6 submanifold
of TM and the restriction π : TP⊥ → P is a submersion ([20, Lemma 3.3]). For v ∈ TP⊥

with π(v) = p, there exists a splitting TpM = TpP ⊕ (TpP )
⊥
v , where (TpP )

⊥
v is the subspace

of TpM consisting of gv-orthogonal vectors to TpP . Notice that v ∈ (TpP )
⊥
v and that each

u ∈ TpM has a decomposition tanPv (u)+norPv (u), where tan
P
v (u) ∈ TpP and norPv (u) ∈ (TpP )

⊥
v .

Let S̃P
v : TpP → TpP be the normal second fundamental form (or shape operator) of P in the

direction v. Then (9.7) implies γ̇(0) ∈ TP⊥ and γ̇(τ) ∈ TQ⊥. In terms of these the Hessian of
EP,Q at γ is given by

D2EP,Q(γ)[V,W ] =

∫ τ

0

(
gγ̇(Rγ̇(γ̇, V )γ̇,W ) + gγ̇(D

γ̇
γ̇V,D

γ̇
γ̇W )

)
dt

+gγ̇(0)

(
S̃P
γ̇(0)(V (0)),W (0)

)
− gγ̇(τ)

(
S̃Q
γ̇(τ)(V (τ)),W (τ)

)
(9.22)

for V,W ∈ C1
P×Q(γ

∗M) = TγC
1([0, τ ];M,P,Q). (Here we use the equality Rγ(γ̇, V )γ̇ =

Rγ̇(γ̇, V )γ̇ in [20, page 66].) The right side of (9.22) can be extended into a continuous symmet-

ric bilinear form IγP,Q on W 1,2
P×Q(γ

∗TM), called as the (P,Q)-index form of γ. Since all Ri
jkl are
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C2 it can be proved that V ∈ W 1,2
P×Q(γ

∗TM) belongs to Ker(IγP,Q) if and only if it is C4 and
satisfies

Dγ̇
γ̇D

γ̇
γ̇V −Rγ̇(γ̇, V )γ̇ = 0,

tanPγ̇(0)

(
(Dγ̇

γ̇V )(0)
)
= S̃P

γ̇(0)(V (0)), tanQγ̇

(
(Dγ̇

γ̇V )(τ)
)
= S̃Q

γ̇(τ)(V (τ)).

}
(9.23)

Let γ : [0, τ ] →M be a F -geodesic of (nonzero) constant speed. (It is C6.) A C2 vector field
J along γ is said to be a Jacobi field if it satisfies the so-called Jacobi equation

Dγ̇
γ̇D

γ̇
γ̇J −Rγ̇(γ̇, J)γ̇ = 0. (9.24)

(Jacobi fields along γ must be C4 because each Ri
jkl is C

2.) The set Jγ of all Jacobi fields along
γ is a 2n-dimensional vector space. For 0 ≤ t1 < t2 ≤ τ if there exists a nonzero Jacobi field
J along γ|[t1,t2] such that J vanishes at γ(t1) and γ(t2), then γ(t1) and γ(t2) are said to be
mutually conjugate along γ|[t1,t2]. Suppose that the geodesic γ orthogonally starts at P . That

is, γ(0) ∈ P and γ̇(0) is gFγ̇(0)-orthogonal to P . A Jacobi field J along γ is called a P -Jacobi if

J(0) ∈ Tγ(0)P and tanPγ̇(0)

(
(Dγ̇

γ̇J)(0)
)
= S̃P

γ̇(0)(J(0)). (9.25)

An instant t0 ∈ (0, τ ] is called P -focal if there exists a non-null P -Jacobi field J such that
J(t0) = 0; and γ(t0) is said to be a P -focal point along γ. The dimension of the space JPγ of all

P -Jacobi fields along γ is equal to n = dimM . The dimension µPγ (t0) of

JPγ (t0) :=
{
J ∈ JPγ

∣∣ J(t0) = 0
}

is called the (geometrical) multiplicity of γ(t0). For convenience we understand µPγ (t0) = 0 if
γ(t0) is not a P -focal point along γ. Then the claim near (9.23) implies that for any t ∈ (0, τ ],

Ker(IγtP,γ(t)) = JPγt(t) with γt = γ|[0,t]. (9.26)

In particular, Ker(IγP,q) = JPγ (τ) with q = γ(τ). If γ is gFγ̇ -orthogonal to Q at γ(τ), elements in

J
P,Q
γ := Ker(IγP,Q) are called (P,Q)-Jacobi fields along γ. Then with q = γ(τ) we have

m0(EP,q, γ) = dim JPγ (τ) and m0(EP,Q, γ) = dim JP,Qγ . (9.27)

For a constant (nonzero) speed F -geodesic γ : [0, τ ] → M orthogonally starting at P , (9.26)
shows that an instant t0 ∈ (0, τ ] is P -focal if and only if it is a P -focal point along the Euler-
Lagrange curve γ of L = F 2 and their multiplicities are same, i.e., νPγ (t0) = µPγ (t0). Therefore
Theorem 3.14 with q = γ(τ) gives:

Corollary 9.7. Under the above assumptions it holds that

Index(IγP,q) = m−(EP,q, γ) =
∑

t0∈(0,τ)

νPγ (t0) =
∑

t0∈(0,τ)

µPγ (t0). (9.28)

Moreover, if γ is also perpendicular to Q at q = γ(τ), and {X(τ) |X ∈ JPγ } ⊇ Tγ̇(τ)Q (the
latter may be satisfied if γ(τ) is not a P -focal point), [38, Theorem 1.1(iii)] gives

Index(IγP,Q) = Index(IγP,q) + Index(Aγ) (9.29)

with q = γ(τ), where Aγ is the bilinear symmetric form on JPγ defined by

Aγ(J1, J2) = gγ̇(τ)

(
Dγ̇

γ̇J1(τ) + S̃Q
γ̇(τ)(J1(τ)), J2(τ)

)
.
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Remark 9.8. When M,F, P and Q are smooth Ioan Radu Peter [47] proved (9.28) and (9.29)
if the Morse index form, P -Jacobi field and the shape operator are introduced by the Cartan
connection. Recently, in [38] the author proved the Morse index theorem in the case of two
variable endpoints in conic Finsler manifolds by employing the Chern connection to introduce
the Morse index form, P -Jacobi field and the shape operator. (9.28) and (9.29) are included in
[38, Theorem 1.1(iii)].

Recall that the exponential map of a C6 Finsler matric F on M is expF : D ⊂ TM → M ,
where D is the set of vectors v in TM such that the unique geodesic γv satisfying γv(0) = π(v)
and γ̇v(0) = v is defined at least in [0, b) ⊃ [0, 1], and expF (v) = γv(1). D is a starlike open
neighborhood of the zero section 0TM of TM , expF is C1, C3 in TM \ 0TM , and D(expFp )(0p) :

TpM → TpM is the identity map at the origin 0p ∈ TpM for any p ∈ M , where expFp is the

restriction of expF to Dp := D ∩ TpM . For v ∈ Dp and w ∈ TpM , by [20, Proposition 3.15] or
[54, Lemma 11.2.2]) we have D expFp (v)[w] = J(1), where J is the unique Jacobi field on γv such
that J(0) = 0 and J ′(0) = w. It follows that D expp(v) : Tv(TpM) ≡ TpM → TpM is singular if
and only if γv(1) is a conjugate point of p along γv (cf. [4, Proposition 7.1.1]). Moreover, the
multiplicity (or order) of the conjugate point γv(1) is dimKer

(
DexpF (v)

)
.

More generally, let P ⊂ M and TP⊥ be as above, and let expFN be the restriction of expF

to D∩ (TP⊥ ∪ 0TM |P ), where 0TM |P is the restriction of the zero section 0TM of TM to P . We
say expFN to be the normal exponential map. Note that v ∈ D ∩ (TP⊥ ∪ 0TM |P ) if and only if
tv ∈ D∩ (TP⊥∪0TM |P ) for all 0 ≤ t ≤ 1. A point q = expFN (v) with v ∈ D∩ (TP⊥∪0TM |P ) is
a P -focal point along [0, 1] ∋ t 7→ γv(t) = expFN

π(v)(tv) if and only if it is a critical value of expFN ,

and in this case the multiplicity (or order) of the focal point q is equal to dimKer
(
DexpFN (v)

)
(by the definitions above (9.26) and [38, Proposition 3.4]). (See also Lemma 4.8 in [52, page 59]
for the case in Riemannian geometry.) Therefore, if v ∈ D ∩ (TP⊥ ∪ 0TM |P ) is such that
expFN (v) is not a focal point along [0, 1] ∋ t 7→ expFN (tv), and u ∈ D ∩ (TP⊥ ∪ 0TM |P ) is
sufficiently close to v, then expFN (u) can not be a focal point along [0, 1] ∋ t 7→ expFN (tu)
either. Moreover, applying Sard theorem to the C3 map expFN between n-dimensional C6

manifolds D ∩ (TP⊥ ∪ 0TM |P ) and M we obtain that the focal set of P (i.e., the set of all
P -focal points) has measure zero in M .

10 Bifurcations points along a Finsler geodesic

Assumption 10.1. Let M be a n-dimensional, connected C7 submanifold of RN , and let P
be a C7 submanifold in M of dimension less than n. For a Cℓ Finsler metric F on M with
3 ≤ ℓ ≤ 6 let γ : [0, τ ] →M be a constant (nonzero) speed F -geodesic which is perpendicular to
P at γ(0), i.e., gFγ̇(0)(γ̇(0), u) = 0 ∀u ∈ Tγ(0)P . (Note that γ is Cℓ.)

Because of Definition 1.8 and [49, Definition 6.1] we introduce:

Definition 10.2. Under Assumption 10.1, γ(µ) with µ ∈ (0, τ ] is called a bifurcation point on
γ relative to P if there exists a sequence (tk) ⊂ (0, τ ] converging to µ and a sequence constant
(non-zero) speed F -geodesics γk : [0, tk] →M emanating perpendicularly from P such that

γk(tk) = γ(tk) for all k ∈ N, (10.1)

0 < ∥γk − γ|[0,tk]∥C1([0,tk],RN ) → 0 as k → ∞. (10.2)

Remark 10.3. As pointed out below Definition 1.8, using Lemma 2.6(ii) we can prove that the
limit in (10.2) is equivalent to one of the conditions: (1) γk(0) → γ(0) and γ̇k(0) → γ̇(0), (2)
∥γk − γ|[0,tk]∥C2([0,tk],RN ) → 0 as k → ∞.
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Theorem 10.4. Under Assumption 10.1, the following are true.

(i) There exists only finitely many P -focal points along γ.

(ii) If γ(µ) with µ ∈ (0, τ ] is a bifurcation point on γ relatively to P , then it is also a P -focal
point along γ.

(iii) If γ(µ) with µ ∈ (0, τ) is a P -focal point along γ, then it is a bifurcation point on γ relative
to P and one of the following alternatives occurs:

(iii-1) There exists a sequence of distinct Cℓ constant (non-zero) speed F -geodesics ema-
nating perpendicularly from P and ending at γ(µ), αk : [0, µ] → M , αk ̸= γ|[0,µ],
k = 1, 2, · · · , such that αk → γ|[0,µ] in C2([0, µ],RN ) as k → ∞.

(iii-2) For every λ ∈ (0, τ) \ {µ} near µ there exists a Cℓ constant (non-zero) speed F -
geodesics emanating perpendicularly from P and ending at γ(λ), αλ : [0, λ] → M ,
αλ ̸= γ|[0,λ], such that ∥αλ − γ|[0,λ]∥C2([0,λ],RN ) → 0 as λ→ µ.

(iii-3) For a given small ϵ > 0 there is an one-sided neighborhood Λ∗ of µ such that for
any λ ∈ Λ∗ \ {µ}, there exist at least two Cℓ constant (non-zero) speed F -geodesics
emanating perpendicularly from P and ending at γ(λ), βiλ : [0, λ] → M , βiλ ̸= γ|[0,λ],
i = 1, 2, to satisfy the condition that ∥βiλ − γ|[0,λ]∥C1([0,λ],RN ) < ϵ, i = 1, 2. Moreover,

the geodesics β1λ and β2λ can also be chosen to have distinct speeds (or lengths) if the
multiplicity of γ(µ) as a P -focal point along γ is greater than one and there exist only
finitely many Cℓ constant (non-zero) speed F -geodesics emanating perpendicularly
from P and ending at γ(λ), α1, · · · , αm, such that ∥αi − γ|[0,λ]∥C1([0,λ],RN ) < ϵ, i =
1, · · · ,m.

Proof. For any λ ∈ (0, τ ], γλ := γ|[0,λ] is a critical point of the C2-functional

EP,γ(λ) : C1
P×{γ(λ)}([0, λ];M)reg → R, α 7→

∫ λ

0
[F (α(t), α̇(t))]2dt.

Since γ([0, τ ]) is compact in M and the geodesics involved are near this compact subset we
may assume thatM is compact. Therefore there exists an Riemannian metric g onM and an
constant C1 > 0 such that |v|2x ≤ [F (x, v)]2 ≤ C1|v|2x for all (x, v) ∈ TM , where |v|x =

√
gx(v, v).

Clearly, there exists a constant c > 0 such that [F (γ(t), γ̇(t))]2 > 2c/C1 for all t ∈ [0, τ ]. As in
Proposition 9.5 we define L∗ : TM → R, (x, v) 7→ ψε,δ([F (x, v)]

2) + ϕµ,b(|v|2x) − b, which is Cℓ

and gives a family of C2-functionals

E∗
P,γ(λ) : C

1
P×{γ(λ)}([0, λ];M) → R, α 7→

∫ λ

0
L∗(α(t), α̇(t))dt, λ ∈ (0, τ ].

By Proposition 9.5(i), L∗(x, v) = L(x, v) if L(x, v) ≥ 2c
3C1

. Hence the functionals EP,γ(λ) and

E∗
P,γ(λ) agree on the following open subset of C1

P×{γ(λ)}([0, λ];M)reg containing γλ,

C1
P×{γ(λ)}([0, λ];M,F, c/C1) :=

{
α ∈ C1

P×{γ(λ)}([0, λ];M)
∣∣ min

t
[F (α(t), α̇(t))]2 > 2c/C1

}
.

Then each γλ is also a critical point of E∗
P,γ(λ) and the Hessians

D2EP,γ(λ)(γλ) = D2E∗
P,γ(λ)(γλ), ∀λ ∈ (0, τ ]. (10.3)
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By Assumption 10.1 we see that L∗ satisfies Assumption 1.7 with S0 = P and γ is a L∗-curve
emanating perpendicularly from P . From Theorem 1.9(i) and (10.3) there only exist finitely
many numbers 0 < s1 < · · · < sm ≤ τ such that

dimKer(D2EP,γ(si)(γsi)) = dimKer(D2E∗
P,γ(si)

(γsi)) > 0, i = 1, · · · ,m.

These and (9.27) lead to (i).

Suppose that γ(µ) with µ ∈ (0, τ ] is a bifurcation point on γ relatively to P . By Definition 10.2
it is easy to see that µ is a bifurcation instant for (P, γ) where γ is as a L∗-curve. Therefore
Theorem 1.9(ii) tells us dimKer(D2E∗

P,γ(µ)(γµ)) > 0. Combing the latter with (10.3) and (9.27)

we arrive at (ii).

Finally, let us assume that γ(µ) with µ ∈ (0, τ) is a P -focal point along γ. Then by (10.3) we
see that µ is a P -focal point along γ (as a L∗-curve relative P ). It follows from this result and
Theorem 1.9(iii) that µ is a bifurcation instant for (P, γ) and that one of Theorem 1.9(iii-k),
k = 1, 2, 3, holds after L is replaced by L∗. These and (10.3) easily yield the desired results
because

• we can take ϵ > 0 so small that for α ∈ C1
P×{γ(λ)}([0, λ];M) the inequality ∥α−γ|[0,λ]∥C1([0,λ],RN )

< ϵ implies α ∈ C1
P×{γ(λ)}([0, λ];M,F, c/C1), and

• relations ∫ λ

0
L(β1λ(t), β̇

1
λ(t))dt =

∫ λ

0
L∗(β1λ(t), β̇

1
λ(t))dt

̸=
∫ λ

0
L∗(β2λ(t), β̇

2
λ(t))dt =

∫ λ

0
L(β2λ(t), β̇

2
λ(t))dt

imply that β1λ and β2λ have different speeds since β1λ and β2λ have constant (nonzero) speeds.

Theorem 10.4 has the following deep geometrical consequence.

Theorem 10.5. Let M and P be as in Assumption 10.1, and let F be a C6 Finsler metric
on M . Suppose that v ∈ D ∩ (TP⊥ ∪ 0TM |P ) is a critical point of expFN . Then expFN is not
injective near v, precisely one of the following alternatives occurs:

(i) There exists a sequence (vk) of distinct points in D ∩ (TP⊥ ∪ 0TM |P ) \ {v} converging to
v, such that expFN (vk) = expFN (v) for each k = 1, 2, · · · .

(ii) For every λ ∈ R \ {1} near 1 there exists vλ ∈ D ∩ (TP⊥ ∪ 0TM |P ) \ {v} such that
expFN (λvλ) = expFN (λv) and vλ → v as λ→ 1.

(iii) Given a small neighborhood O of v in D∩(TP⊥∪0TM |P ) there is an one-sided neighborhood
Λ∗ of 1 in R such that for any λ ∈ Λ∗ \ {1}, there exist at least two points v1λ and v2λ in
O \ {v} such that expFN (λvkλ) = expFN (λv) for each k = 1, 2. Moreover the points v1λ
and v2λ above can also be chosen to satisfy F (v1λ) ̸= F (v2λ) if dimKer

(
DexpFN (v)

)
> 1 and

O\{v} only contains finitely many points, v1, · · · , vm, such that expFN (λvi) = expFN (λv),
i = 1, · · · ,m.
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Proof. Let γv(t) = expFN (tv). It is well-defined on [0, τ ] for some τ > 1 because D is a starlike
open neighborhood of the zero section 0TM of TM . By the last paragraph of Section 9 the
assumption about v implies that q = expFN (v) is a P -focal point along γv. Therefore q = γv(1)
is a bifurcation point on γv relatively to P by Theorem 10.4(iii).

Let (αk) be as in (iii-1) of Theorem 10.4 with µ = 1 and γ = γv. Then vk := (αk(0), α̇k(0)) →
(γv(0), γ̇v(0)) and all vk sit inD∩(TP⊥∪0TM |P ) by the definition ofD. Since αk(t) = expFN (tvk)
for t ∈ [0, 1], we have expFN (vk) = αk(1) = γv(1) = expFN (v) and vk ̸= v for all k. (i) is proved.

Similarly, let αλ be as in (iii-2) of Theorem 10.4 with µ = 1 and γ = γv. Then as λ → 1
we have vλ := (αλ(0), α̇λ(0)) → (γv(0), γ̇v(0)) = v because 0 < ∥αλ − γv|[0,λ]∥C2([0,λ],RN ) → 0
as λ → 1. Hence shrinking Λ∗ towards 1 (if necessary) we may assume that all geodesics αλ

are well-defined over [0, 1] (because γv is well-defined on [0, τ ] for some τ > 1). Therefore
vλ ∈ D ∩ (TP⊥ ∪ 0TM |P ) \ {v} and expFN (λvλ) = αλ(λ) = γv(λ) = expFN (λv) for all λ ∈ Λ∗.
(ii) is proved.

Finally, let us show how (iii-3) of Theorem 10.4 leads to (iii) of Theorem 10.5. Since γv is
well-defined on [0, τ ′] for some τ ′ > τ , we may take a neighborhood O of v in D∩(TP⊥∪0TM |P )
such that for each u ∈ O the geodesic t 7→ γu(t) := expFN (tu) is well-defined on [0, τ ].
By Remark 10.3, for a given small number δ ∈ (0, 1) there exists a small ϵ > 0 such that
(α(0), α̇(0)) ∈ O for any Cℓ constant (non-zero) speed F -geodesic α : [0, λ] → M ema-
nating perpendicularly from P and ending at γv(λ) with λ ∈ [1 − δ, 1 + δ] and satisfying
∥α − γv|[0,λ]∥C1([0,λ],RN ) < ϵ. Let Λ∗ and βiλ with λ ∈ Λ∗ be as in (iii-3) of Theorem 10.4
with µ = 1 and γ = γv. We may shrink Λ∗ towards 1 so that Λ∗ ⊂ [1− δ, 1+ δ]. Then the choice
of ϵ implies that

vjλ := (βjλ(0), β̇
j
λ(0)) ∈ O \ {v} and expFN (λvjλ) = expFN (λv) for j = 1, 2, and v1λ ̸= v2λ.

Suppose that dimKer
(
DexpFN (v)

)
> 1, i.e., the multiplicity of γv(1) as a P -focal point along

γv is greater than one by the last paragraph of Section 9, and that O \ {v} only contains
finitely many points, v1, · · · , vm, such that expFN (λvi) = expFN (λv), i = 1, · · · ,m. The second
assumption implies that there are no infinitely many Cℓ constant (non-zero) speed F -geodesics
emanating perpendicularly from P and ending at γv(λ), αi : [0, λ] → M , i = 1, 2, · · · , such
that ∥αi − γv|[0,λ]∥C1([0,λ],RN ) < ϵ, i = 1, 2, · · · . (Otherwise, by the choice of ϵ we have vi :=

(αi(0), α̇i(0)) ∈ O \ {v} and expFN (λvi) = expFN (λv) for each i = 1, 2, · · · .) Therefore there
exist only finitely many such α, saying α1, · · · , αk. In this case, by (iii-3) of Theorem 10.4 the
geodesics β1λ and β2λ above can also be chosen to have distinct speeds, i.e., F (v1λ) ̸= F (v2λ). The
proof of (iii) of Theorem 10.5 is complete.

11 Bifurcations of geodesics with two kinds of special boundary
conditions

Let (M, g), Ig and submanifolds P , Q be as at the beginning of Section 9. In order to use
the results in Section 1.1 conveniently, we write P and Q as S0 and S1, respectively. Then the
boundary condition (9.8) becomes{

gFλ

γ̇(0)(u, γ̇(0)) = 0 ∀u ∈ Tγ(0)S0,

gFλ

γ̇(1)(v, γ̇(τ)) = 0 ∀v ∈ Tγ(τ)S1
(11.1)

if N = S0 × S1, and

gFλ

γ̇(0)(u, γ̇(0)) = gFλ

γ̇(τ)(Ig∗u, γ̇(τ)) ∀u ∈ Tγ(0)M (11.2)
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if N = Graph(Ig). In these two cases the Morse index and nullity in (9.5) have more precise
explanations. See (9.27), (9.28) and (9.29) and [32, §6].

Theorem 11.1. Under Assumptions 9.2, 9.3 with N = S0 × S1 or Graph(Ig), for µ ∈ Λ such
that γµ(0) ̸= γµ(τ) in the case dimS0 > 0 and dimS1 > 0, there holds:

(I) (Necessary condition): Suppose that constant (non-zero) speed (Fλ,N)-geodesics with a
parameter λ ∈ Λ bifurcate at some µ ∈ Λ along sequences with respect to the branch
{γλ |λ ∈ Λ}. Then m0

τ (Eµ,N, γµ) ̸= 0.

(II) (Sufficient condition): Suppose that Λ is first countable and that there exist two sequences
in Λ converging to µ, (λ−k ) and (λ+k ), such that one of the following conditions is satisfied:

(II.1) For each k ∈ N, either γλ+
k
is not an isolated critical point of Eλ+

k ,N, or γλ−
k
is not an

isolated critical point of Eλ−
k ,N, or γλ+

k
(resp. γλ−

k
) is an isolated critical point of Eλ+

k ,N

(resp. Eλ−
k ,N) and Cm(Eλ+

k ,N, γλ+
k
;K) and Cm(Eλ−

k ,N, γλ−
k
;K) are not isomorphic for

some Abel group K and some m ∈ Z.
(II.2) For each k ∈ N, there exists λ ∈ {λ+k , λ

−
k } such that γλ is an either nonisolated or

homological visible critical point of Eλ,N , and

[m−(Eλ−
k ,N, γλ−

k
),m−(Eλ−

k ,N, γλ−
k
) +m0(Eλ−

k ,N, γλ−
k
)]

∩[m−(Eλ+
k ,N, γλ+

k
),m−(Eλ+

k ,N, γλ+
k
) +m0(Eλ+

k ,N, γλ+
k
)] = ∅.

}
(♠k)

(II.3) For each k ∈ N, (♠k) holds true, and either m0(Eλ−
k ,N, γλ−

k
) = 0 or m0(Eλ+

k ,N, γλ+
k
) =

0.

Then there exists a sequence (λk) ⊂ Λ̂ := {µ, λ+k , λ
−
k | k ∈ N} converging to µ and constant

speed Fλk
-geodesic γk : [0, τ ] → M satisfying the boundary condition (9.8) with λ = λk,

k = 1, 2, · · · , such that γk → γµ in C2([0, τ ];M). In particular, constant (non-zero) speed
(Fλ,N)-geodesics with a parameter λ ∈ Λ bifurcate at µ ∈ Λ along sequences with respect
to the branch {γλ |λ ∈ Λ}.

Proof. Step 1 [Prove (I)]. By Definition 9.4 there exists an infinite sequence {(λk, γk)}∞k=1 in
Λ × C1([0, τ ],M) \ {(µ, γµ)} converging to (µ, γµ), such that each γk ̸= γλk

is a Fλk
-geodesic

satisfying the boundary condition (9.8) with λ = λk, k = 1, 2, · · · . Let Λ̂ = {µ} ∪ {λk | k ∈ N}.
It is compact and sequential compact. (Note that all γm and γλ are Cℓ, 4 ≤ ℓ ≤ 6.) It is easy
to find an open subset M̂ of M with compact closure such that the closure

Cl
(
∪(λ,m)∈Λ̂×Nγλ([0, τ ]) ∪ γ

m([0, τ ])
)
⊂ M̂.

Then the conditions in Proposition 9.5 can be satisfied with (M,Λ) = (M̂, Λ̂). Therefore for
the constant C1 > 0 as in Proposition 9.5 with (M,Λ) = (M̂, Λ̂) we have c > 0 such that for all
(m,λ, t) ∈ N× Λ̂× [0, τ ],

[Fλ(γλ(t), γ̇λ(t))]
2 >

2c

C1
and [Fλm(γ

m(t), γ̇m(t))]2 >
2c

C1
.

Let L∗
λ : TM̂ → R, λ ∈ Λ̂, be given by Proposition 9.5 with (M,Λ) = (M̂, Λ̂). Then the

corresponding C2 functional E∗
λ,N given by (9.14) and the C2−0 functional Eλ,N in (9.9) coincide

in the open subset of Cτ,N(M̂)reg as in (9.15),

Cτ,N(M̂, {Fλ, Fλm | (λ,m) ∈ Λ̂× N}, c/C1) (11.3)
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consisting of all α ∈ Cτ,N(M̂) such that

min
(λ,t)∈Λ̂×[0,τ ]

[Fλ(α(t), α̇(t))]
2 > 2c/C1 and min

(m,t)∈N×[0,τ ]
[Fλm(α(t), α̇(t))]

2 > 2c/C1.

For any (m,λ) ∈ N × Λ̂, since γλ and γm belong to Cτ,N(M̂, {Fλ, Fλm | (λ,m) ∈ Λ̂ × N}, c/C1),
each γλ (resp. γm) is a critical point of E∗

λ,N (resp. E∗
λm,N) and we have also (9.16). Hence

when N = Graph(Ig) (resp. N = S0 × S1), (µ, γµ) is a bifurcation point of the problem (1.13)
[resp. (1.5)–(1.6)] with respect to the trivial branch {(λ, γλ) |λ ∈ Λ̂} in C1([0, τ ];M). It follows
from Theorem 1.13(I) [resp. Theorem 1.4(I)] that m0(E∗

µ,N, γµ) > 0 and so m0(Eµ,N, γµ) > 0 by
(9.16).

Step 2 [Prove (II)]. Since Λ̂ = {µ, λ+k , λ
−
k | k ∈ N} is compact and sequential compact, as above

we can find an open subset M̂ of M with compact closure such that the closure

Cl
(
∪(λ,m)∈Λ̂×Nγλ([0, τ ]) ∪ γλ+

m
([0, τ ]) ∪ γλ−

m
([0, τ ])

)
⊂ M̂.

For the constant C1 > 0 as in Proposition 9.5 with (M,Λ) = (M̂, Λ̂) we have c > 0 such that
for all (m,λ, t) ∈ N× Λ̂× [0, τ ],

[Fλ(γλ(t), γ̇λ(t))]
2 >

2c

C1
and [Fλ±

m
(γλ±

m
(t), γ̇λ±

m
(t))]2 >

2c

C1
.

Let L∗
λ : TM̂ → R, λ ∈ Λ̂, be given by Proposition 9.5 with (M,Λ) = (M̂, Λ̂). As above, for all

(m,λ) ∈ N× Λ̂ we have

γλ, γλ+
m
, γλ−

m
∈ Cτ,N(M̂, {Fλ, Fλ+

m
, Fλ−

m
| (λ,m) ∈ Λ̂× N}, c/C1),

and (9.16) and (9.17) lead to

m−(Eλ±
m,N, γλ±

m
) = m−(E∗

λ±
m,N

, γλ±
m
) and m0(Eλ±

m,N, γλ±
m
) = m0(E∗

λ±
m,N

, γλ±
m
),

Ck(Eλ±
m,N, γλ±

m
;K) = Ck(E∗

λ±
m,N

, γλ±
m
;K) ∀(k,m) ∈ Z× N

for any Abel group K. By these we see that for N = S0 × S1 [resp. N = Graph(Ig)] the
conditions (II.1), (II.2) and (II.3) in Theorem 11.1, respectively, give rise to the corresponding
conditions (II.1), (II.2) and (II.3) in Theorem 1.4 (resp. Theorem 1.13). Hence there exists an
infinite sequence {(λk, γk)}∞k=1 in Λ̂ × C2([0, τ ], M̂) \ {(µ, γµ)} converging to (µ, γµ), such that
each γk ̸= γλk

satisfies

d

dt
(∂vL

∗
λ(t, γ(t), γ̇(t)))− ∂xL

∗
λ(t, γ(t), γ̇(t)) = 0 (11.4)

with λ = λk and the boundary condition (1.6) [resp. (1.13)] with λ = λk if N = S0 × S1 [resp.
N = Graph(Ig)], k = 1, 2, · · · . From these and Claim 9.6 we conclude that for each k large
enough, γk is a constant (nonzero) speed Fλk

-geodesic satisfying the boundary condition (11.1)
[resp. (11.2)] with λ = λk if N = S0 × S1 (resp. N = Graph(Ig)), k = 1, 2, · · · .

Theorem 11.2 (Existence for bifurcations). Under Assumptions 9.2, 9.3, let N = S0 × S1 or
Graph(Ig). Suppose that Λ is path-connected and there exist two points λ+, λ− ∈ Λ such that
one of the following conditions is satisfied:
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(i) Either γλ+ is not an isolated critical point of Eλ+,N, or γλ−,N is not an isolated critical
point of Eλ−,N, or γλ+,N (resp. γλ−,N) is an isolated critical point of Eλ+,N (resp. Eλ−,N)
and Cm(Eλ+,N, γλ+ ;K) and Cm(Eλ−,N, γλ− ;K) are not isomorphic for some Abel group K
and some m ∈ Z.

(ii) The intervals [m−(Eλ−,N, γλ−),m−(Eλ−,N, γλ−) +m0(Eλ−,N, γλ−)] and

[m−(Eλ+,N, γλ+),m−(Eλ+,N, γλ+) +m0(Eλ+,N, γλ+)]

are disjoint, and there exists λ ∈ {λ+, λ−} such that γλ is an either non-isolated or homo-
logical visible critical point of Eλ,N.

(iii) The intervals [m−(Eλ−,N, γλ−),m−(Eλ−,N, γλ−) +m0(Eλ−,N, γλ−)] and

[m−(Eλ+,N, γλ+),m−(Eλ+,N, γλ+) +m0(Eλ+,N, γλ+)]

are disjoint, and either m0(Eλ+,N, γλ+) = 0 or m0(Eλ−,N, γλ−) = 0.

Then for any path α : [0, 1] → Λ connecting λ+ to λ− such that γα(s)(0) ̸= γα(s)(τ) for any
s ∈ [0, 1] in the case N = S0×S1 and dimS0 dimS1 > 0, there exists a sequence (λk) ⊂ α([0, 1])
converging to some µ ∈ α([0, 1]), and constant (non-zero) speed Fλk

-geodesics γk : [0, τ ] → M
satisfying the boundary condition (9.8), k = 1, 2, · · · , such that 0 < ∥γk − γλk

∥C2([0,τ ];RN ) →
0 as k → ∞. Moreover, µ is not equal to λ+ (resp. λ−) if m0

τ (Eλ+,N, γλ+) = 0 (resp.
m0

τ (Eλ−,N, γλ−) = 0).

Proof. As above, since Λ̂ := α([0, 1]) is a compact and sequential compact subset in Λ we can

find an open subset M̂ ofM with compact closure such that the closure Cl
(
∪λ∈Λ̂×Nγλ([0, τ ])

)
⊂

M̂ . For the constant C1 > 0 as in Proposition 9.5 with (M,Λ) = (M̂, Λ̂) we have c > 0 such
that

[Fλ(γλ(t), γ̇λ(t))]
2 >

2c

C1
and [Fλ±(γλ±(t), γ̇λ±(t))]2 >

2c

C1
for all (λ, t) ∈ Λ̂× [0, τ ].

Let L∗
λ : TM̂ → R, λ ∈ Λ̂, be given by Proposition 9.5 with (M,Λ) = (M̂, Λ̂). As above, we

have γλ, γλ+ , γλ− ∈ Cτ,N(M̂, {Fλ, Fλ+ , Fλ− |λ ∈ Λ̂}, c/C1) for all λ ∈ Λ̂, and (9.16) and (9.17)
lead to

m−(Eλ±,N, γλ±) = m−(E∗
λ±,N, γλ±) and m0(Eλ±,N, γλ±) = m0(E∗

λ±,N, γλ±),

Ck(Eλ±,N, γλ± ;K) = Ck(E∗
λ±,N, γλ± ;K) ∀k ∈ Z

for any Abel group K. As above, for N = S0 × S1 [resp. N = Graph(Ig)] the corresponding
results may follow from these and Theorem 1.5 (resp. Theorem 1.14).

Theorem 11.3 (Alternative bifurcations of Rabinowitz’s type). Under Assumptions 9.2, 9.3 with
Λ being a real interval, suppose that N = S0 × S1 or Graph(Ig), and that µ ∈ Int(Λ) satis-
fies conditions: γµ(0) ̸= γµ(τ) (in the case dimS0 > 0 and dimS1 > 0), m0(Eµ,N, γµ) > 0,
m0(Eλ,N, γλ) = 0 for each λ ∈ Λ \ {µ} near µ, and m−(Eλ,N, γλ) take, respectively, values
m−(Eµ,N, γµ) and m−(Eµ,N, γµ)+m0(Eµ,N, γµ) as λ ∈ Λ varies in two deleted half neighborhoods
of µ. Then one of the following alternatives occurs:

(i) There exists a sequence Cℓ constant (non-zero) speed Fµ-geodesics γ
m ̸= γµ satisfying the

boundary condition (9.8) such that γm → γµ in C2([0, τ ],M).



110

(ii) For every λ ∈ Λ \ {µ} near µ there is a Cℓ constant (non-zero) speed Fλ-geodesic γ
′
λ ̸= γλ

satisfying the boundary condition (9.8) such that γ′λ−γγ converges to zero in C2([0, τ ],RN )
as λ→ µ.

(iii) For a given neighborhood W of γµ in C2([0, τ ],RN ), there is an one-sided neighborhood Λ0

of µ such that for any λ ∈ Λ0 \ {µ}, W contains at least two distinct Cℓ constant (non-
zero) speed Fλ-geodesics satisfying the boundary condition (9.8), γ1λ ̸= γλ and γ2λ ̸= γλ,
which can also be chosen to satisfy Fλ(γ

1
λ(t), γ̇

1
λ(t)) ̸= Fλ(γ

2
λ(t), γ̇

2
λ(t)) ∀t provided that

m0
τ (Eµ,N, γµ) > 1 and W only contains finitely many distinct constant (non-zero) speed

Fλ-geodesics satisfying the boundary condition (9.8).

Proof. Since Λ is a real interval and µ ∈ Int(Λ), for some real ρ > 0 the compact set Λ̂ :=
[µ−ρ, µ+ρ] is contained in Λ. The continuous map Λ̂× [0, τ ] ∋ (λ, t) → γλ(t) ∈M has compact
image set and therefore the latter is contained in an open subset M̂ of M with compact closure.
For the constant C1 > 0 as in Proposition 9.5 with (M,Λ) = (M̂, Λ̂) we have c > 0 such that

[Fλ(γλ(t), γ̇λ(t))]
2 >

2c

C1
, ∀(λ, t) ∈ Λ̂× [0, τ ].

Let L∗
λ : TM̂ → R, λ ∈ Λ̂, be given by Proposition 9.5 with (M,Λ) = (M̂, Λ̂). Then for all

λ ∈ Λ̂ we have γλ ∈ Cτ,N(M̂, {Fλ |λ ∈ Λ̂}, c/C1), and

m−(Eλ,N, γλ) = m−(E∗
λ,N, γλ) and m0(Eλ,N, γλ) = m0(E∗

λ,N, γλ).

By these and the assumptions of Theorem 11.3 we obtain that m0(E∗
µ,N, γµ) > 0, m0(E∗

λ,N, γλ) =

0 for each λ ∈ Λ̂ \ {µ} near µ, and m−(E∗
λ,N, γλ) take, respectively, values m−(E∗

µ,N, γµ) and

m−(E∗
µ,N, γµ) +m0(E∗

µ,N, γµ) as λ ∈ Λ̂ varies in two deleted half neighborhoods of µ. Hence the
desired results may follow from Theorems 1.15, 1.6 and Claim 9.6 as above.

12 Bifurcations of Ig-invariant geodesics

For an Ig-invariant Finsler metric F on M , a F -geodesic γ : R →M said to be Ig-invariant if
γ(t+1) = Ig(γ(t)) ∀t ∈ R. Clearly, s · γ is also an Ig-invariant F -geodesics for any s ∈ R, where
(s · γ)(t) = γ(t+ s) for t ∈ R. Two Ig-invariant F -geodesics γ1 and γ2 are said to be R-distinct if
there is no s ∈ R such that s · γ1 = γ2. If a F -geodesic γ : [0, 1] →M satisfies Ig∗(γ̇(0)) = γ̇(1),
then it may be extended into an Ig-invariant F -geodesic γ⋆ : R →M via

γ⋆(t) = I[t]g (γ(t− [t])) ∀t ∈ R, (12.1)

where [s] denotes the greatest integer at most s, called the corresponding (maximal) Ig-invariant
F -geodesic (determined by γ).

Assumption 12.1. Under Assumption 9.2 with ℓ = 6, all Fλ are also Ig-invariant, and γ̄ : R →
M is an Ig-invariant constant (non-zero) speed Fλ-geodesic for each λ ∈ Λ.

Under this assumption, each element in R · γ̄ := {γ̄(θ + ·) | θ ∈ R} (R-orbit) is also an Ig-
invariant constant (non-zero) speed Fλ-geodesic for each λ ∈ Λ. Because of this reason, similar
to Definition 1.22 we have:
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Definition 12.2. R-orbits of Ig-invariant constant (non-zero) speed Fλ-geodesics with a param-
eter λ ∈ Λ is said sequently bifurcating at µ with respect to the R-orbit R · γ̄ if there exists a
sequence (λk) ⊂ Λ converging to µ, and Ig-invariant constant (non-zero) speed Fλk

-geodesics
γk, k = 1, 2, · · · , such that: (i) γk /∈ R · γ̄ ∀k, (ii) all γk are R-distinct, (iii) γk|[0,1] → γ̄|[0,1] in
C1([0, 1];M). [Passing to a subsequence, (i) is implied in (ii).]

By definition of the fundamental tensor gFλ in (9.1), Ig-invariance of Fλ implies that

gFλ(Ig(x), Ig∗(v))[Ig∗(u)), Ig∗(w))] = gFλ(x, v)[u,w]

for all (x, v) ∈ TM \ 0TM and u,w ∈ TxM . The following claim easily follows from these and
the Ig-invariance of g.

Claim 12.3. For a given sequential compact subset Λ̃ ⊂ Λ and a given open neighborhood
M of γ̄([0, 1]) with compact closure, on the open submanifold M̃ := ∪k∈Z(Ig)k(M) of M the
corresponding numbers defined by Proposition 9.5 with (Λ,M) = (Λ̃, M̃),

α̃g := inf
λ∈Λ

inf
(x,v)∈TM̃, |v|x=1

inf
u̸=0

gFλ
v (u, u)

gx(u, u)
= inf

λ∈Λ
inf

(x,v)∈TM, |v|x=1
inf
u̸=0

gFλ
v (u, u)

gx(u, u)
and

β̃g := sup
λ∈Λ

sup
(x,v)∈TM̃, |v|x=1

sup
u̸=0

gFλ
v (u, u)

gx(u, u)
= sup

λ∈Λ
sup

(x,v)∈TM, |v|x=1
sup
u̸=0

gFλ
v (u, u)

gx(u, u)

are positive, and by scaling down or up g (if necessary) it holds that for some constant C1 > 0,

|v|2x ≤ Lλ(x, v) ≤ C1|v|2x ∀(λ, x, v) ∈ Λ̃× TM̃.

Moreover (since γ̄ is Ig-invariant) there exists c > 0 such that

[Fλ(γ̄(t), ˙̄γ(t))]
2 >

2c

C1
, ∀(λ, t) ∈ Λ̃× R. (12.2)

Claim 12.4. Under Claim 12.3 let L∗
λ : TM̃ → R, λ ∈ Λ̃, be given by Proposition 9.5 with

(Λ,M) = (Λ̃, M̃). Then there exists a neighborhood U of γ̄|[0,1] in C1([0, 1],M) such that if
γ : R →M is a constant (non-zero) speed Ig-invariant Fλ-geodesic whose restriction to [0, 1] sits
in U, where λ ∈ Λ̃, then it is C6, sits in M̃ and satisfies

d
dt

(
∂vL

∗
λ(γ(t), γ̇(t))

)
− ∂xL

∗
λ(γ(t), γ̇(t)) = 0 ∀t ∈ R,

Ig(γ(t)) = γ(t+ 1) ∀t ∈ R.

}
(12.3)

Conversely, for a solution γ of (12.3), which must be C6, if γ|[0,1] is in U, then γ is a constant
(non-zero) speed Ig-invariant Fλ-geodesic.

Proof. Since Λ̃ ⊂ Λ is sequential compact, it follows from (12.2) that there exists a neigh-
borhood U of γ̄|[0,1] in C1([0, 1],M) such that if the restriction of an Ig-invariant C1 curve

γ : R → M to [0, 1] belongs to U then [Fλ(γ(t), γ̇(t))]
2 > 2c

3C1
for all (λ, t) ∈ Λ̃ × R. Therefore

for an Ig-invariant C2 curve γ : R →M , if γ|[0,1] is in U then γ satisfies

d

dt

(
∂vL

∗
λ(γ(t), γ̇(t))

)
− ∂xL

∗
λ(γ(t), γ̇(t)) =

d

dt

(
∂vLλ(γ(t), γ̇(t))

)
− ∂xLλ(γ(t), γ̇(t))

by Proposition 9.5(i) with (Λ,M) = (Λ̃, M̃). These imply the desired conclusions.
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Let X 1
τ (M̃, Ig) be the C4 Banach manifold defined in (1.20), which may be identified with

C1
Ig([0, 1]; M̃). Define functionals

Eλ,Ig : X 1
τ (M̃, Ig) → R, γ 7→

∫ 1

0
[Fλ(γ(t), γ̇(t))]

2dt,

E∗
λ,Ig : X 1

τ (M̃, Ig) → R, γ 7→=

∫ 1

0
L∗
λ(γ(t), γ̇(t))dt.

Clearly, they agree on the open subset

C1(R; M̃, Ig, {Fλ |λ ∈ Λ̃}, c/C1) :=

{
α ∈ X 1

τ (M̃, Ig)
∣∣∣ min
(λ,t)∈Λ̃×[0,1]

[Fλ(α(t), α̇(t))]
2 > 2c/C1

}

of X 1
τ (M̃, Ig) containing γ̄, and their critical points on X 1

τ (M̃, Ig) near γ̄ correspond, respectively,
to constant speed Ig-invariant Fλ-geodesics near γ̄ in M̃ and solutions of (12.3) near γ̄ in M̃ .
For each λ ∈ Λ̃ we write

m−(Eλ,Ig , γ̄) := m−(Eλ,Ig , γ̄|[0,1]) and m0(Eλ,Ig , γ̄) := m0(Eλ,Ig γ̄|[0,1]),
m−(E∗

λ,Ig , γ̄) := m−(E∗
λ,Ig , γ̄|[0,1]) and m0(E∗

λ,Ig , γ̄) := m0(E∗
λ,Ig , γ̄|[0,1]).

Then m−(E∗
λ,Ig , γ̄) = m−(Eλ,Ig , γ̄) and m0(E∗

λ,Ig , γ̄) = m0(Eλ,Ig , γ̄).

Theorem 12.5 (Necessary condition). Under Assumptions 12.1, if R-orbits of Ig-invariant con-
stant (non-zero) speed Fλ-geodesics with a parameter λ ∈ Λ sequently bifurcate at µ with respect
to the R-orbit R · γ̄, then m0(Eµ,Ig , γ̄) ≥ 2.

Proof. By the assumption there exists a sequence (λk) ⊂ Λ converging to µ ∈ Λ, and constant
(non-zero) speed Ig-invariant Fλk

-geodesics γk : R → M (which must be C6), k = 1, 2, · · · ,
such that these γk are R-distinct each other and satisfy γk|[0,1] → γ̄|[0,1] in C1([0, 1];M). Let

Λ̃ = {µ, λk | k ∈ N}, which is sequential compact. Choose M̃ as in Claim 12.3, and L∗
λ : TM̃ → R,

λ ∈ Λ̃, as in Claim 12.4. Since γk|[0,1] → γ̄|[0,1] in C1([0, 1];M), for the neighborhood U of γ̄|[0,1]
in C1([0, 1],M) in Claim 12.4, we can assume that all γk|[0,1] belong to U. By Claim 12.4 each γk

is C6, sits in M̃ and satisfies (12.3) with λ = λk. Then Theorem 1.23 concludes m0(E∗
λ,Ig , γ̄) ≥ 2

and so m0(Eλ,Ig , γ̄) ≥ 2.

Theorem 12.6 (Sufficient condition). Under Assumption 12.1 suppose the following conditions
hold.

(a) γ̄ is periodic, and m0(Eµ,Ig , γ̄) ≥ 2.

(b) There exist two sequences in Λ converging to µ, (λ−k ) and (λ+k ), such that for each k ∈ N,

[m−
τ (Eλ−

k ,Ig , γ̄),m
−
τ (Eλ−

k ,Ig , γ̄) +m0
τ (Eλ−

k ,Ig , γ̄)− 1]

∩[m−
τ (Eλ+

k ,Ig , γ̄),m
−
τ (Eλ+

k ,Ig , γ̄) +m0
τ (Eλ+

k ,Ig , γ̄)− 1] = ∅

and either m0
τ (Eλ−

k ,Ig , γ̄) = 1 or m0
τ (Eλ+

k ,Ig , γ̄) = 1.

(c) For any constant (non-zero) speed Ig-invariant Fµ-geodesic γ : R → M , if there exists a
sequence (sk) of reals such that sk · γ converges to γ̄ on any compact interval I ⊂ R in
C1-topology, then γ is periodic. (Clearly, this holds if (Ig)l = idM for some l ∈ N.)



113

Then there exists a sequence (λk) ⊂ Λ̃ := {µ, λ+k , λ
−
k | k ∈ N} converging to µ and C6 constant

(non-zero) speed Ig-invariant Fλk
-geodesics γk : R → M , k = 1, 2, · · · , such that any two of

these γk are R-distinct and that γk|[0,1] → γ̄|[0,1] in C2([0, 1];M). In particular, R-orbits of
Ig-invariant constant (non-zero) speed Fλ-geodesics with a parameter λ ∈ Λ sequently bifurcate
at µ with respect to the R-orbit R · γ̄.

Proof. Since Λ̃ = {µ, λ+k , λ
−
k | k ∈ N} is compact and sequential compact, we may choose M̃ as

in Claim 12.3, and L∗
λ : TM̃ → R, λ ∈ Λ̃, as in Claim 12.4. Clearly, the assumptions (a) and

(b) lead to the corresponding conditions (a) and (b) in Theorem 1.24 with (M,Lλ) = (M̃, L∗
λ),

respectively.

For any solution γ of (1.23) with (M,Lλ) = (M̃, L∗
λ) and λ = µ, that is, a solution of (12.3)

with λ = µ, suppose that there exists a sequence (sk) of reals such that sk · γ converges to
γ̄ on any compact interval I ⊂ R in C1-topology. Then sk · γ|[0,1] → γ̄|[0,1] in C1([0, 1];M).
By Claim 12.4, for each k large enough, sk · γ and hence γ is a constant (non-zero) speed Ig-
invariant Fµ-geodesic. The assumption (c) assures that γ is periodic. Hence the condition (c)
in Theorem 1.24 with (M,Lλ) = (M̃, L∗

λ) is satisfied.

By Theorem 1.24 there exists a sequence (λk) ⊂ Λ̃ converging to µ and C6 solutions γk of
(12.3) with λ = λk, k = 1, 2, · · · , such that any two of these γk are R-distinct and that (γk)
converges to γ̄ on any compact interval I ⊂ R in C2-topology as k → ∞. By Claim 12.4, for
each k large enough γk is a constant (non-zero) speed Ig-invariant Fλk

-geodesic.

Theorem 12.7 (Existence for bifurcations). Under Assumption 12.1, suppose that Λ is path-
connected, (Ig)l = idM for some l ∈ N, and the following is satisfied:

(d) There exist two points λ+, λ− ∈ Λ such that

[m−
τ (Eλ−,Ig , γ̄),m

−
τ (Eλ−,Ig , γ̄) +m0

τ (Eλ−,Ig , γ̄)− 1]

∩[m−
τ (Eλ+,Ig , γ̄),m

−
τ (Eλ+,Ig , γ̄) +m0

τ (Eλ+,Ig , γ̄)− 1] = ∅

and either m0
τ (Eλ−,Ig , γ̄) = 1 or m0

τ (Eλ+,Ig , γ̄) = 1.

Then for any path α : [0, 1] → Λ connecting λ+ to λ− there exists a sequence (λk) in α([0, 1])
converging to µ ∈ α([0, 1]) ⊂ Λ, and C6 constant (non-zero) speed Ig-invariant Fλk

-geodesics,
k = 1, 2, · · · , such that any two of these γk are R-distinct and that (γk) converges to γ̄ on any
compact interval I ⊂ R in C2-topology as k → ∞. Moreover, this µ is not equal to λ+ (resp.
λ−) if m0

τ (Eλ+,Ig , γ̄) = 1 (resp. m0
τ (Eλ−,Ig , γ̄) = 1).

Proof. Since Λ̃ := α([0, 1]) is a compact and sequential compact subset in Λ we may choose
M̃ as in Claim 12.3, and L∗

λ : TM̃ → R, λ ∈ Λ̃, as in Claim 12.4. Then the assumption (d)
yields the corresponding condition (d) in Theorem 1.25 with (M,Lλ) = (M̃, L∗

λ). Hence there
exists a sequence (λk) in α([0, 1]) converging to µ ∈ α([0, 1]) ⊂ Λ, and C6 solutions γk of the
corresponding problem (1.23) on (M,Lλ) = (M̃, L∗

λ) with λ = λk, k = 1, 2, · · · , such that any
two of these γk are R-distinct and that (γk) converges to γ̄ on any compact interval I ⊂ R in
C2-topology as k → ∞. Moreover, this µ is not equal to λ+ (resp. λ−) if m0

τ (Eλ+,Ig , γ̄) = 1

(resp. m0
τ (Eλ−,Ig , γ̄) = 1). The required results easily follow from these as before.

Theorem 12.8 (Alternative bifurcations of Rabinowitz’s type). Under Assumption 12.1 with Λ
being a real interval, suppose

(a) µ ∈ Int(Λ), Ig = idM and γ̄ have least period 1;
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(b) m0(Eµ,Ig , γ̄) ≥ 2, m0(Eλ,Ig , γ̄) = 1 for each λ ∈ Λ \ {µ} near µ;

(c) m−(Eλ,Ig , γ̄) take, respectively, values m0(Eµ,Ig , γ̄) and m−(Eµ,Ig , γ̄) + m0(Eµ,Ig , γ̄) − 1 as
λ ∈ Λ varies in two deleted half neighborhoods of µ.

Then one of the following alternatives occurs:

(i) There exists a sequence C6 constant (non-zero) speed Ig-invariant Fµ-geodesic γ
k : R →M ,

k = 1, 2, · · · , such that these γk are R-distinct each other and converge to γ̄ on any compact
interval I ⊂ R in C2-topology as k → ∞.

(ii) For every λ ∈ Λ \ {µ} near µ there is a C6 constant (non-zero) speed Ig-invariant Fλ-
geodesic γλ, which is R-distinct with γ̄ and converges to γ̄ on any compact interval I ⊂ R
in C2-topology as λ→ µ.

(iii) For a given neighborhood W of γ̄ in C1(R;M, Ig), there exists an one-sided neighborhood
Λ0 of µ such that for any λ ∈ Λ0 \ {µ}, there exist at least two R-distinct C6 constant
(non-zero) speed Ig-invariant Fλ-geodesics, γ

1
λ /∈ R · γ̄ and γ2λ /∈ R · γ̄, which can also be

chosen to have different Fλ-speeds (i.e., Fλ(γ
1
λ(t), γ̇

1
λ(t)) ̸= Fλ(γ

2
λ(t), γ̇

2
λ(t)) ∀t) provided

that m0
τ (Eµ,Ig , γ̄) ≥ 3 and there exist only finitely many R-distinct C6 constant (non-zero)

speed Ig-invariant Fλ-geodesics in W which are R-distinct from γ̄.

Proof. As in the proof of Theorem 11.3 we have a number ρ > 0 such that the compact (and
sequential compact) set Λ̃ := [µ−ρ, µ+ρ] ⊂ Λ. Choose M̃ as in Claim 12.3, and L∗

λ : TM̃ → R,
λ ∈ Λ̃, as in Claim 12.4. Since m−(E∗

λ,Ig , γ̄) = m−(Eλ,Ig , γ̄) and m0(E∗
λ,Ig , γ̄) = m0(Eλ,Ig , γ̄)

for each λ ∈ Λ̃, the assumptions (b) and (c) imply that m0(E∗
µ,Ig , γ̄) ≥ 2, m0(E∗

λ,Ig , γ̄) = 1

for each λ ∈ Λ̃ \ {µ} near µ and that m−(E∗
λ,Ig , γ̄) take, respectively, values m0(E∗

µ,Ig , γ̄) and

m−(E∗
µ,Ig , γ̄) +m0(E∗

µ,Ig , γ̄) − 1 as λ ∈ Λ̃ varies in two deleted half neighborhoods of µ. Hence
the desired results may follow from Theorem 1.26 and Claim 12.4 as above.

Remark 12.9. As noted below Theorem 1.26, if M is an open subset U of Rn and Ig is an
orthogonal matrix E of order n which maintain U invariant, “Assumption 12.1” and all “C6” in
Theorem 12.5, 12.6, 12.8 can be replaced by “Assumption 12.1 with ℓ = 4” and “C4” respectively.

13 Bifurcations of reversible geodesics

For a reversible Finsler metric F on M , and any geodesic of F , γ : (−r, r) →M , the reverse
curve γ− : (−r, r) →M defined by γ−(t) = γ(−t) is a geodesic of F that coincide pointwise with
γ. (See [42, Remark 3.1]). The irreversibility of a Finsler metric is a very strong restriction that
excludes a lot of interesting examples, for instance Randers metrics, which are Finsler metrices
of form F = α+ β, where α is a Riemannian metric and β is a nonzero 1-form on M .

Assumption 13.1. Under Assumption 9.2, for each λ ∈ Λ suppose that Fλ is reversible and
that γλ : R → M is a 1-periodic Fλ-geodesic of constant (non-zero) speed, (which must be Cℓ

and satisfies γλ(−t) = γλ(t) for all t ∈ R). It is also required that the maps Λ × R ∋ (λ, t) →
γλ(t) ∈M and Λ× R ∋ (λ, t) 7→ γ̇λ(t) ∈ TM are continuous.

Definition 13.2. Under Assumption 13.1, 1-periodic Fλ-geodesics of constant (non-zero) speed
with a parameter λ ∈ Λ is said bifurcating at µ ∈ Λ along sequences with respect to the branch
{γλ |λ ∈ Λ} if there exists an infinite sequence {(λk, γk)}∞k=1 in Λ × EC1(S1,M) \ {(µ, γµ)}
converging to (µ, γµ), such that each γk ̸= γλk

is a 1-periodic Fλk
-geodesic of constant (non-

zero) speed, k = 1, 2, · · · . (Actually it is not hard to prove that γk → γµ in C2(S1,M).)
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Under Assumption 13.1 nonconstant critical points of the C2−0-functional

γ 7→ EE
λ (γ) =

∫ 1

0
[Fλ(γ(t), γ̇(t))]

2dt. (13.1)

on the Banach manifold EC1(S1;M) given by (1.27) correspond to 1-periodic Fλ-geodesics of
constant (non-zero) speed. Since EE

λ is C2 near such a critical point γ, the Morse index and
nullity m−(EE

λ , γ) and m
0(EE

λ , γ) are well-defined as before.

Theorem 13.3. Let Assumption 13.1 be satisfied, µ ∈ Λ.

(I) (Necessary condition): Suppose that 1-periodic Fλ-geodesics of constant (non-zero) speed
with a parameter λ ∈ Λ bifurcate at µ ∈ Λ along sequences with respect to the branch
{γλ |λ ∈ Λ}. Then m0(EE

µ , γµ) ≥ 1.

(II) (Sufficient condition): Let Λ be first countable. Suppose that there exist two sequences in Λ
converging to µ, (λ−k ) and (λ+k ), such that one of the following conditions is satisfied:

(II.1) For each k ∈ N, either γλ+
k
is not an isolated critical point of EE

λ+
k

, or γλ−
k
is not an

isolated critical point of EE
λ−
k

, or γλ+
k

(resp. γλ−
k
) is an isolated critical point of EE

λ+
k

(resp. EE
λ−
k

) and Cm(EE
λ+
k

, γλ+
k
;K) and Cm(EE

λ−
k

, γλ−
k
;K) are not isomorphic for some

Abel group K and some m ∈ Z.
(II.2) For each k ∈ N, there exists λ ∈ {λ+k , λ

−
k } such that γλ is an either nonisolated or

homological visible critical point of EE
λ , and

[m−(EE
λ−
k

, γλ−
k
),m−(EE

λ−
k

, γλ−
k
) +m0(EE

λ−
k

, γλ−
k
)]

∩[m−(EE
λ+
k

, γλ+
k
),m−(EE

λ+
k

, γλ+
k
) +m0(EE

λ+
k

, γλ+
k
)] = ∅.

}
(♣k)

(II.3) For each k ∈ N, (♣k) holds true, and either m0(EE
λ−
k

, γλ−
k
) = 0 or m0(EE

λ+
k

, γλ+
k
) = 0.

Then there exists a sequence (λk) ⊂ Λ̂ := {µ, λ+k , λ
−
k | k ∈ N} converging to µ, 1-periodic

Fλk
-geodesics γk ̸= γλk

of constant (non-zero) speed, k = 1, 2, · · · , such that γk → γµ
in C2(S1;M). In particular, 1-periodic Fλ-geodesics of constant (non-zero) speed with a
parameter λ ∈ Λ bifurcate at µ ∈ Λ along sequences with respect to the branch {γλ |λ ∈ Λ}.

Proof. Step 1 [Prove (I)]. By the assumptions there exists a sequence (λk) ⊂ Λ converging to
µ ∈ Λ such that for each k there exists a nonconstant reversible and 1-periodic Fλk

-geodesic
γk ̸= γλk

to satisfy γk → γµ in C1(S1;M). Let Λ̂ = {µ}∪{λk | k ∈ N}. It is sequential compact.
Then we can choose an open subset M̂ ofM with compact closure such that γλ(S1)∪γm(S1) ⊂ M̂
for all (λ,m) ∈ Λ̂ × N, and therefore the conditions in Proposition 9.5 can be satisfied with
(M,Λ) = (M̂, Λ̂). For the constant C1 > 0 as in Proposition 9.5 with (M,Λ) = (M̂, Λ̂) we have
c > 0 such that for all (m,λ, t) ∈ N× Λ̂× R,

[Fλ(γλ(t), γ̇λ(t))]
2 >

2c

C1
and [Fλm(γ

m(t), γ̇m(t))]2 >
2c

C1
.

Let L∗
λ : TM̂ → R, λ ∈ Λ̂, be given by Proposition 9.5 with (M,Λ) = (M̂, Λ̂). Then L∗

λ(x, v) =

L∗
λ(x,−v) for all (x, v) ∈ TM̂ , and on EC1(S1;M) the corresponding C2 functional EE∗

λ given
by (9.14) with τ = 1 and the C2−0 functional EE

λ in (9.9) with τ = 1 coincide in the open subset

EC1(S1, M̂ , {Fλ}, c/C1) := {α ∈ EC1(S1, M̂) | min
(λ,t)∈Λ̂×S1

[Fλ(α(t), α̇(t))]
2 > 2c/C1} (13.2)
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of EC1(S1;M). Moreover, at a critical point γ of them on EC1(S1, M̂ , {Fλ}, c/C1) it holds that
their Morse indexes and nullities satisfy m−(EE∗

λ , γ) = m−(EE
λ , γ) and m

0(EE∗
λ , γ) = m0(EE

λ , γ).
As in Step 1 of proof of Theorem 11.1 the desired conclusion may follow from Theorem 1.29(I).

Step 2 [Prove (II)]. Since Λ̂ = {µ, λ+k , λ
−
k | k ∈ N} is sequential compact, as above we can find

an open subset M̂ of M with compact closure such that γλ(S1)∪ γλ+
m
(S1)∪ γλ−

m
(S1) ⊂ M̂ for all

(λ,m) ∈ Λ̂ × N. For the constant C1 > 0 as in Proposition 9.5 with (M,Λ) = (M̂, Λ̂) we have
c > 0 such that for all (m,λ, t) ∈ N× Λ̂× R,

[Fλ(γλ(t), γ̇λ(t))]
2 >

2c

C1
and [Fλm(γλ±

m
(t), γ̇λ±

m
(t))]2 >

2c

C1
.

Let L∗
λ : TM̂ → R, λ ∈ Λ̂, be given by Proposition 9.5 with (M,Λ) = (M̂, Λ̂). As above, for all

(m,λ) ∈ N× Λ̂ we have γλ, γλ+
m
, γλ−

m
∈ EC1(S1, M̂ , {Fλ}, c/C1), and

m−(EE
λ±
m
, γλ±

m
) = m−(EE∗

λ±
m
, γλ±

m
) and m0(EE

λ±
m
, γλ±

m
) = m0(EE∗

λ±
m
, γλ±

m
),

Ck(EE
λ±
m
, γλ±

m
;K) = Ck(EE∗

λ±
m
, γλ±

m
;K) ∀(k,m) ∈ Z× N

for any Abel group K. The other reasoning may be derived from Theorem 1.29(II) as in Step 2
of proof of Theorem 11.1.

Theorem 13.4 (Existence for bifurcations). Under Assumption 13.1, suppose that Λ is path-
connected and there exist two points λ+, λ− ∈ Λ such that one of the following conditions is
satisfied:

(i) Either γλ+ is not an isolated critical point of EE
λ+, or γλ− is not an isolated critical point of

EE
λ−, or γλ+ (resp. γλ−) is an isolated critical point of EE

λ+ (resp. EE
λ−) and Cm(EE

λ+ , γλ+ ;K)
and Cm(EE

λ− , γλ− ;K) are not isomorphic for some Abel group K and some m ∈ Z.

(ii) The intervals [m−(EE
λ− , γλ−),m−(EE

λ− , γλ−) +m0(EE
λ− , γλ−)] and

[m−(EE
λ+ , γλ+),m−(EE

λ+ , γλ+) +m0(EE
λ+ , γλ+)]

are disjoint, and there exists λ ∈ {λ+, λ−} such that γλ is an either non-isolated or homo-
logical visible critical point of EE

λ .

(iii) The intervals [m−(EE
λ− , γλ−),m−(EE

λ− , γλ−) +m0(EE
λ− , γλ−)] and

[m−(EE
λ+ , γλ+),m−(EE

λ+ , γλ+) +m0(EE
λ+ , γλ+)]

are disjoint, and either m0(EE
λ+ , γλ+) = 0 or m0(EE

λ− , γλ−) = 0.

Then for any path α : [0, 1] → Λ connecting λ+ to λ− there exists a sequence (λk) in α([0, 1])
converging to some µ ∈ α([0, 1]), and 1-periodic Fλk

-geodesics γk of constant (non-zero) speed,
k = 1, 2, · · · , such that 0 < ∥γk − γλk

∥C2(S1;RN ) → 0 as k → ∞. Moreover, µ is not equal to λ+

(resp. λ−) if m0
τ (EE

λ+ , γλ+) = 0 (resp. m0
τ (EE

λ− , γλ−) = 0).

Proof. Since Λ̂ := α([0, 1]) is compact and sequential compact subset we can find an open

subset M̂ of M with compact closure such that the closure Cl
(
∪λ∈Λ̂×Nγλ(S1)

)
⊂ M̂ . For the

constant C1 > 0 as in Proposition 9.5 with (M,Λ) = (M̂, Λ̂) we have c > 0 such that

[Fλ(γλ(t), γ̇λ(t))]
2 >

2c

C1
for all (λ, t) ∈ Λ̂× S1.
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Let L∗
λ : TM̂ → R, λ ∈ Λ̂, be given by Proposition 9.5 with (M,Λ) = (M̂, Λ̂). Then L∗

λ(x, v) =

L∗
λ(x,−v) for all (x, v) ∈ TM̂ , and on EC1(S1;M) the corresponding C2 functional EE∗

λ given
by (9.14) with τ = 1 and the C2−0 functional EE

λ in (9.9) with τ = 1 coincide in the open subset

EC1(S1, M̂ , {Fλ}, c/C1) in (13.2), which contains {γλ |λ ∈ Λ̂}. Therefore

m−(EE
λ± , γλ±) = m−(EE∗

λ± , γλ±) and m0(EE
λ± , γλ±) = m0(EE∗

λ± , γλ±),

Ck(EE
λ± , γλ± ;K) = Ck(EE∗

λ± , γλ± ;K) ∀k ∈ Z

for any Abel group K. The desired results may follow from these and Theorem 1.30.

Theorem 13.5 (Alternative bifurcations of Rabinowitz’s type). Under Assumptions 13.1 with
Λ being a real interval, let µ ∈ Int(Λ) satisfy m0(EE

µ , γµ) ̸= 0. Suppose that m0(EE
λ , γλ) = 0

for each λ ∈ Λ \ {µ} near µ, and that m−(EE
λ , γλ) take, respectively, values m−(EE

µ , γµ) and

m−(EE
µ , γµ) +m0(EE

µ , γµ) as λ ∈ Λ varies in two deleted half neighborhoods of µ. Then one of
the following alternatives occurs:

(i) There exists a sequence of nonconstant 1-periodic Fµ-geodesics γ
k ̸= γµ, k = 1, 2, · · · , such

that γk → γµ in C2(S1;M).

(ii) For every λ ∈ Λ \ {µ} near µ there is a nonconstant 1-periodic Fλ-geodesic αλ ̸= γλ, such
that αλ − γλ converges to zero in C2(S1,RN ) as λ→ µ. (Recall M ⊂ RN .)

(iii) For a given neighborhood W of γµ in C2(S1,M), there exists an one-sided neighborhood
Λ0 of µ such that for any λ ∈ Λ0 \ {µ}, there exist at least two distinct 1-periodic Fλ-
geodesics of constant (non-zero) speed in W, γ1λ ̸= γλ and γ2λ ̸= γλ, which can also be
chosen to have different Fλ-speeds (i.e., Fλ(γ

1
λ(t), γ̇

1
λ(t)) ̸= Fλ(γ

2
λ(t), γ̇

2
λ(t)) ∀t) provided

that m0(EE
µ , γµ) > 1 and there exist only finitely many 1-periodic Fλ-geodesics of constant

(non-zero) speed in W.

Proof. As in the proof of Theorem 11.3 we have a number ρ > 0 such that the compact
set Λ̂ := [µ − ρ, µ + ρ] ⊂ Λ. Choose an open subset M̂ of M with compact closure such
that γλ(S1) ⊂ M̂ for all λ ∈ Λ̂. Then for the constant C1 > 0 as in Proposition 9.5 with
(M,Λ) = (M̂, Λ̂) we have c > 0 such that [Fλ(γλ(t), γ̇λ(t))]

2 > 2c/C1 for all (λ, t) ∈ Λ̂× R. Let
L∗
λ : TM̂ → R, λ ∈ Λ̂, be given by Proposition 9.5 with (M,Λ) = (M̂, Λ̂). The other reasoning

may be derived from Theorem 1.31 as in the proof of Theorem 11.3.

14 The Riemannian case

14.1. Let M and P be as in Assumption 10.1. For a Cℓ Riemannian metric h on M with
3 ≤ ℓ ≤ 6 let γ : [0, τ ] → M be a nonconstant h-geodesic which is perpendicular to P at γ(0),
i.e., h(γ̇(0), u) = 0 ∀u ∈ Tγ(0)P . (Note that γ is Cℓ.) Definition 1.8 directly yields the notion of
bifurcation points along the geodesic γ (cf. Definition 9.4). The notion of P -focal points along
γ can be founded in [52]. Applying either Theorem 1.9 to L(t, q, v) = hq(v, v) and S0 = P or
Theorem 10.4 to F = h1/2 we arrive at:

Theorem 14.1. Under the above assumptions, (i)-(iii) are still true after phrases “constant
(non-zero) speed F -geodesics” are changed into “h-geodesics”.

This result directly leads to the following deep geometrical consequence (a special case of
Theorem 10.5):
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Theorem 14.2. Theorem 10.5 also holds after “F” and “ expFN” therein are changed into “h”
and “ exphN”, respectively.

Example 14.3. Let M = S2 with the round metric h0 and P = S1 = {(x, y, 0) |x2 + y2 = 1}.
The cut locus of P is S0 = {e3,−e3}, where e3 = (0, 0, 1). For any given p ∈ P , if the norm
of v ∈ TpSn is equal to π/2, then expp(v) ∈ S0 is the north pole e3. Consider the geodesic

γv : [0,∞) → S2 given by γv(t) = exph0N
p (tv). e3 = γv(1) is the first P -focal point along γv and

so a bifurcation point on γv relative to P . It is easily seen that only (iii-1) in Theorem 14.1
for (M,h) = (S2, h0) (i.e., Theorem 10.4 for (M,F ) = (S2, h0)) with γ = γv and µ = 1 occurs.
Hence we have only (i) in Theorem 10.5 (i.e., Theorem 14.2 for expFN = exph0N ) with this v).

14.2. The following is a special case of Assumptions 1.1, 1.2 and 1.11.

Assumption 14.4. {hλ |λ ∈ Λ} is a family of Cℓ Riemannian metrics on M with 4 ≤ ℓ ≤
6 parameterized by a topological space Λ, such that Λ × TM ∋ (λ, x, v) → hλ(x, v) ∈ R
is a continuous, and that all partial derivatives of each hλ of order less than three depend
continuously on (λ, x, v) ∈ Λ × TM . For each λ ∈ Λ let γλ : [0, τ ] → M be a hλ-geodesic
satisfying the boundary condition

hλ(u, γ̇λ(0)) = hλ(v, γ̇λ(τ)) ∀(u, v) ∈ T(γλ(0),γλ(τ))N, (14.1)

where N ⊂M ×M is a C7 submanifold. (Therefore γλ is Cℓ by Claim 9.1.) It is also required
that the maps Λ × [0, τ ] ∋ (λ, t) → γλ(t) ∈ M and Λ × [0, τ ] ∋ (λ, t) 7→ γ̇λ(t) ∈ TM are
continuous.

Without occurring of confusions, we use Eλ,N to denote the functional

Cτ,N(M) → R, γ 7→
∫ τ

0
hλ(γ(t), γ̇(t))dt, (14.2)

and m−(Eλ,N, γλ) and m0(Eλ,N, γλ) to denote the Morse index and nullity at γλ of it. For
N = S0 × S1 [resp. Graph(Ig)], the following theorem may directly follow from Theorem 1.4
(resp. Theorem 1.13).

Theorem 14.5. Under Assumption 14.4 with N = S0×S1 or Graph(Ig), for µ ∈ Λ there holds:

(I) The phrase “constant (non-zero) speed (Fλ,N)-geodesics” in (I) of Theorem 11.1 is changed
into “(hλ,N)-geodesics”.
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(II) The phrases “constant speed Fλk
-geodesic γk : [0, τ ] →M satisfying the boundary condition

(9.8) with λ = λk” and “constant (non-zero) speed (Fλ,N)-geodesics” are changed into
“hλk

-geodesic γk : [0, τ ] → M satisfying the boundary condition (14.1) with λ = λk” and
“(hλ,N)-geodesics”, respectively.

For N = S0 × S1 [resp. N = Graph(Ig)] Theorem 1.5 (resp. Theorem 1.14) directly leads to:

Theorem 14.6 (Existence for bifurcations). The phrases “Assumptions 9.2, 9.3” and “ constant
(non-zero) speed Fλk

-geodesics γk : [0, τ ] → M satisfying the boundary condition (9.8)” in
Theorem 11.2 are changed into “Assumption 14.4” and “hλk

-geodesics γk : [0, τ ] →M satisfying
the boundary condition (14.1)”, respectively.

Similarly, for N = S0 × S1 [resp. N = Graph(Ig)] from Theorem 1.6 (resp. Theorem 1.15)
we directly derive:

Theorem 14.7 (Alternative bifurcations of Rabinowitz’s type). The phrase “Under Assump-
tions 9.2, 9.3” in Theorem 11.3 is changed into “Under Assumption 14.4”; and

• “constant (non-zero) speed Fµ-geodesics γ
m ̸= γµ satisfying the boundary condition (9.8)”

in (i) of Theorem 11.3 is changed into “hµ-geodesics γ
m ̸= γµ satisfying the boundary

condition (14.1)”;

• “constant (non-zero) speed Fλ-geodesic γ
′
λ ̸= γλ satisfying the boundary condition (9.8)” in (ii)

of Theorem 11.3 is changed into “hλ-geodesic γ
′
λ ̸= γλ satisfying the boundary condition

(14.1)”

• “constant (non-zero) speed Fλ-geodesics satisfying the boundary condition (9.8), γ1λ ̸= γλ
and γ2λ ̸= γλ, which can also be chosen to satisfy Fλ(γ

1
λ(t), γ̇

1
λ(t)) ̸= Fλ(γ

2
λ(t), γ̇

2
λ(t)) ∀t”

in (iii) of Theorem 11.3 is changed into “hλ-geodesics satisfying the boundary condition
(14.1), γ1λ ̸= γλ and γ2λ ̸= γλ, which can also be chosen to satisfy hλ(γ

1
λ(t), γ̇

1
λ(t)) ̸=

hλ(γ
2
λ(t), γ̇

2
λ(t)) ∀t”;

• “constant (non-zero) speed Fλ-geodesics satisfying the boundary condition (9.8)” in (iii) of
Theorem 11.3 is changed into “hλ-geodesics satisfying the boundary condition (14.1)”.

14.3. Replaceing Assumption 12.1 we make:

Assumption 14.8. {hλ |λ ∈ Λ} is a family of C6 Ig-invariant Riemannian metrics on M
parameterized by a topological space Λ, such that Λ× TM ∋ (λ, x, v) → hλ(x, v) ∈ R is a con-
tinuous, and that all partial derivatives of each hλ of order less than three depend continuously
on (λ, x, v) ∈ Λ× (TM \ 0TM ). γ̄ : R → M is an Ig-invariant nonconstant hλ-geodesic for each
λ ∈ Λ.

As consequences of results in Section 12 or Theorems 1.23, 1.24, 1.25, 1.26 we obtain:

Theorem 14.9. The following is true.

• In Theorem 12.5, “Assumptions 12.1” and “constant (non-zero) speed Fλ-geodesics” are
changed into “Assumptions 14.8” and “nonconstant speed hλ-geodesics”, respectively.

• In Theorem 12.6, “Assumption 12.1”, “constant (non-zero) speed Ig-invariant Fµ-geodesic”,
“ C6 constant (non-zero) speed Ig-invariant Fλk

-geodesics” “constant (non-zero) speed Fλ-
geodesics” are changed into “Assumption 14.8”, “nonconstant Ig-invariant hµ-geodesic”,
“ C6 nonconstant Ig-invariant hλk

-geodesics” “nonconstant hλ-geodesics”, respectively.
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• In Theorem 12.7, “Assumptions 12.1” and “constant (non-zero) speed Ig-invariant Fλk
-geodesics”

are changed into “Assumptions 14.8” and “nonconstant speed hλk
-geodesics”, respectively.

• In Theorem 12.8, “Assumption 12.1”, “constant (non-zero) speed Ig-invariant Fµ-geodesic”,
“constant (non-zero) speed Ig-invariant Fλ-geodesic”, “constant (non-zero) speed Ig-invariant
Fλ-geodesics”, “Fλ-speeds (i.e., Fλ(γ

1
λ(t), γ̇

1
λ(t)) ̸= Fλ(γ

2
λ(t), γ̇

2
λ(t)) ∀t)” are changed into

“Assumption 14.8”, “nonconstant Ig-invariant hµ-geodesic”, “nonconstant Ig-invariant
hλ-geodesic”, “nonconstant Ig-invariant hλ-geodesics”, “hλ-speeds (i.e., hλ(γ̇1λ(t), γ̇1λ(t)) ̸=
hλ(γ̇

2
λ(t), γ̇

2
λ(t)) ∀t)”, respectively.

A Proofs of some lemmas

Exponential map We begin with the standard knowledge from textbooks in Riemannian
geometry. Let M be a n-dimensional, Ck-smooth manifold. Its tangent bundle TM is a Ck−1-
smooth manifold of dimension 2n, whose points are denoted by (x, v), with x ∈ M and v ∈
TxM . Let g be a Ck−1 Riemannian metric on M . Let φ : U → φ(U) ⊂ Rn, q 7→ φ(q) =
(x1(q), · · · , xn(q)) be a coordinate chart on M , gij = g( ∂

∂xi ,
∂

∂xj ) and (gij) = (gij)
−1. Then the

Christoffel symbols

Γk
ij =

1

2
gkj
(
∂gli
∂xj

+
∂glj
∂xi

− ∂gij
∂xl

)
are Ck−2 and hence the exponential map exp : TM →M is a Ck−2 map. There exists a fibrewise
convex neighborhood U(0TM ) of the zero section of TM such that the map

F : U(0TM ) →M ×M, (q, v) 7→ (q, expq v) (A.1)

is a Ck−2 immersion.
For a H1-curve γ : [a, b] →M , a vector field V along γ and t ∈ γ−1(U) we can write

V (t) =
∑
j

vj(t)
∂

∂xj
|γ(t) and γ̇(t) =

∑
j

γ̇j(t)
∂

∂xj
|γ(t),

where γj(t) = xj(γ(t)). The covariant derivative of V along γ

DV

dt
=
∑
i

Dvi

dt

∂

∂xi
|γ(t) =

∑
i

(
dvi

dt
+ Γi

jk(γ(t))γ̇
j(t)vk(t)

)
∂

∂xi
|γ(t).

The vector field V is called parallel if DV
dt ≡ 0.

Let π : TM →M be the bundle projection and U = π−1(U). φ induces a chart on M ,

Φ : U → φ(U)× Rn, (q, v) 7→ (x1(q, v), · · · , xn(q, v), u1(q, v), · · · , un(q, v)), (A.2)

where xi(q, v) = xi(q) and ui(q, v) = dxi(q)[v] for i = 1, · · · , n, i.e., v =
∑n

i=1 u
1(q, v) ∂

∂xi |q. It is
computed in the standard textbooks in Riemannian geometry that

dF(q, 0)
[
∂

∂xi
(q, 0)

]
=

(
∂

∂xi
(q),

∂

∂xi
(q)

)
, dF(q, 0)

[
∂

∂ui
(q, 0)

]
=

(
0,

∂

∂xi
(q)

)
. (A.3)

Let {e1, · · · , en} be a parallel frame field and vi : [a, b] → R be C1 for each i = 1, · · · , n. Put
V (t) =

∑n
i=1 v

i(t)ei(t). Suppose that (γ(t), V (t)) ∈ U(0TM ) for all t. Define

Υ(V )(t) = expγ(t) V (t).
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Claim A.1. Let k > 2 and A(t) = (γ(t), V (t)). Suppose for some t̄ ∈ γ−1(U) that γ̇(t̄) = 0,
i.e., γ̇j(t̄) = 0, j = 1, · · · , n, and that |V (t̄)|g is so small that

dF(A(t̄)) : TA(t̄)U(0TM ) → Tγ(t̄)M × TΥ(V )(t̄)M

is an isomorphism by (A.3). Then d
dtΥ(V )(t)|t=t̄ = 0 if and only if v̇j(t̄) = 0, j = 1, · · · , n.

Proof. Then for t ∈ γ−1(U) it holds that

Ȧ(t) =
d

dt
x1(A(t))

∂

∂x1
(A(t)) + · · ·+ d

dt
xn(A(t))

∂

∂xn
(A(t))

+
d

dt
u1(A(t))

∂

∂u1
(A(t)) + · · ·+ d

dt
un(A(t))

∂

∂un
(A(t)).

For each i = 1, · · · , n, note that xi(A(t)) = xi(γ(t)) = γi(t) and

ui(A(t)) = dxi(γ(t))[V (t)] =
n∑

k=1

vk(t)dxi(γ(t))[ek(t)] =

n∑
k=1

vk(t)eik(t)

since ek(t) =
∑n

i=1 e
l
k(t)

∂
∂xl (γ(t)). We obtain d

dtx
i(A(t)) = γ̇i(t) and

d

dt
ui(A(t)) =

n∑
k=1

v̇k(t)eik(t) +
n∑

k=1

vk(t)ėik(t), i = 1, · · · , n.

Because {e1, · · · , en} is a parallel frame field along γ, that is,

d

dt
eil(t) + Γi

jk(γ(t))γ̇
j(t)ekl (t) = 0, i = 1, · · · , n,

we deduce that ėik(t̄) = 0 for i, k = 1, · · · , n and hence

Ȧ(t̄) = γ̇1(t̄)
∂

∂x1
(A(t̄)) + · · ·+ γ̇n(t̄)

∂

∂xn
(A(t̄))

+

(
n∑

k=1

v̇k(t̄)e1k(t̄)

)
∂

∂u1
(A(t̄)) + · · ·+

(
n∑

k=1

v̇k(t̄)enk(t̄)

)
∂

∂un
(A(t̄)).

Moreover E(A(t)) = (γ(t),Υ(V )(t)) implies(
γ̇(t̄),

d

dt
Υ(V )(t)

∣∣∣
t=t̄

)
= dE(A(t̄))[Ȧ(t̄)].

Since γ̇(t̄) = 0 it follows that

d

dt
Υ(V )(t)

∣∣∣
t=t̄

= 0 ⇔ Ȧ(t̄) = 0 ⇔ v̇j(t̄) = 0, j = 1, · · · , n.

Claim A.2. Let k > 2. For an even and τ -periodic Ck−2-curve γ : R → M , there exist unit
orthogonal parallel Ck−2 frame fields along γ, {e1, · · · , en}, such that for all t ∈ R,

(e1(−t), · · · , en(−t)) = (e1(t), · · · , en(t)), (A.4)

(e1(t+ τ), · · · , en(t+ τ)) = (e1(t), · · · , en(t)). (A.5)
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Proof. Starting with a unit orthogonal frame at Tγ(0)M and using the parallel transport along γ
with respect to the Levi-Civita connection of the Riemannian metric g we get a unit orthogonal
parallel C5 frame field R → γ∗TM, t 7→ (e1(t), · · · , en(t)).

Firstly, we prove that (A.4) is satisfied. In fact, let (U ;xj) be a local coordinate system
around a point in γ(R). Then we can write

ek(t) =

n∑
i=1

elk(t)
∂

∂xl
(γ(t)) ∀t ∈ γ−1(U), k = 1, · · · , n.

Since {e1, · · · , en} is a parallel frame field,

d

dt
eil(t) + Γi

jk(γ(t))γ̇
j(t)ekl (t) = 0, ∀t ∈ γ−1(U), i = 1, · · · , n.

Note that γ(−t) = γ(t) implies t ∈ γ−1(U) if and only if −t ∈ γ−1(U). We have

d

dt
(eil(−t)) = −ėil(−t) = Γi

jk(γ(−t))γ̇j(−t)ekl (−t)

= −Γi
jk(γ(−t))

d

dt
(γj(−t))ekl (−t)

= −Γi
jk(γ(t))

d

dt
(γj(t))ekl (−t).

It follows that {e1(−·), · · · , en(−·)} is also a parallel frame field along γ. Since ek(t) and ek(−t)
agree at t = 0, k = 1, · · · , n, by the theorem of existence and uniqueness of ODE we obtain
(A.4).

Next, we prove that for any k ∈ N there holds

(e1(kτ − t), · · · , en(kτ − t)) = (e1(t), · · · , en(t)) ∀t ∈ [0, kτ ]. (A.6)

Since for any t ∈ [0, kτ ] it holds that t ∈ γ−1(U) if and only if −t ∈ γ−1(U), as above we get

d

dt
(eil(kτ − t)) = −ėil(kτ − t) = Γi

jk(γ(kτ − t))γ̇j(kτ − t)ekl (kτ − t)

= −Γi
jk(γ(−t))

d

dt
(γj(kτ − t))ekl (kτ − t)

= −Γi
jk(γ(t))

d

dt
(γj(t))ekl (kτ − t), l = 1, · · · , n.

Hence [0, kτ ] → el(t) and [0, kτ ] → el(kτ − t) are parallel frame fields along γ|[0,kτ ] and have the
same value at t = kτ/2, we deduce that el(kτ − t) = el(t) for any t ∈ [0, kτ ] and l = 1, · · · , n.

Finally, we prove (A.5). For any t > 0, let us choose k ∈ N such that t < kτ . Then

el(τ + t) = el((k + 1)τ − (τ + t)) = el(kτ − t) = el(t).

If t < −τ , this and (A.4) lead to

el(τ + t) = el(−τ − t) = el(τ + (−τ − t)) = el(−t) = el(t).

If −τ ≤ t < 0 then 0 ≤ t+ τ < τ . By (A.6) and (A.4) we derive

el(τ + t) = el(τ − (τ + t)) = el(−t) = el(t).

Summarizing these (A.5) is proved.
Note: Since γ is even, as a loop γ : Sτ → M is contractible. Thus γ∗TM → Sτ has an

orthogonal trivialization. This can only lead to the existence of an unit orthogonal frame fields
along γ satisfying (A.4).
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Proof of Lemma 3.1. By Lemma 2.6 it suffices to prove the third and fourth assertions. Fol-
low the notations above Lemma 3.1.

Step 1(Prove that (λ, t) 7→ uλ(t) is continuous, and C
2 with respect to t). By (♠) in the first

paragraph in Section 3.1.1 and (3.2), for all t ∈ [0, τ ] we have

F

(
γ(t),

n∑
i=1

ui
λ(t)ei(t)

)
=

(
γ(t), expγ(t)

(
n∑

i=1

ui
λ(t)ei(t)

))
= (γ(t), γλ(t)) . (A.7)

By (3.4), (λ, t) 7→ γλ(t) is a continuous map from Λ× [0, τ ] into the open subset U3ι(γµ([0, τ ]))
of M . These and (♣) in the first paragraph in Section 3.1.1 imply the composition

Λ× [0, τ ] → TM, (λ, t) 7→
(
F|W(0TM )

)−1
(γ(t), γλ(t)) =

(
γ(t),

n∑
i=1

ui
λ(t)ei(t)

)

is continuous, and C2 with respect to t. Since g is a C6 Riemannian metric on M , we obtain

Λ× [0, τ ] → R, (λ, t) 7→ g

((
γ(t),

n∑
i=1

ui
λ(t)ei(t)

)
, (γ(t), ej(t))

)
= uj

λ(t)

is continuous, and C2 with respect to t, for each j = 1, · · · , n.
Step 2(Prove that (λ, t) 7→ u̇λ(t) is continuous). Fix a point t0 ∈ [0, τ ]. Let φ : U → φ(U) ⊂

Rn, q 7→ φ(q) = (x1(q), · · · , xn(q)) be a coordinate chart centered at γ(t0). For example, we
can take U = ϕγ(t0, B

n
2ι(0)) and φ = (ϕγ(t0, ·))−1. It has the induced chart (π−1(U),Φ) on TM

as in (A.2). Let J = (γ)−1(U), which is an open neighborhood of t0 in [0, τ ]. For each t ∈ J , we
have two basses of Tγ(t)M ,

e1(t), · · · , en(t) and
∂

∂x1
|γ(t), · · · ,

∂

∂xn
|γ(t).

Hence there exists a unique non-degenerate matrix (Aij(t)) of order n such that

ei(t) =
n∑

j=1

Aij(t)
∂

∂xj
|γ(t), i = 1, · · · , n.

Then

n∑
i=1

ui
λ(t)ei(t) =

n∑
i=1

ui
λ(t)

n∑
j=1

Aij(t)
∂

∂xj
|γ(t) =

n∑
j=1

(
n∑

i=1

ui
λ(t)Aij(t)

)
∂

∂xj
|γ(t).

Let φ(γ(t)) = (x1(γ(t)), · · · , xn(γ(t)). Then for each t ∈ J we have

Φ

(
γ(t),

n∑
i=1

ui
λ(t)ei(t)

)
=

(
x1(γ(t)), · · · , xn(γ(t),

n∑
i=1

ui
λ(t)Ai1(t), · · · ,

n∑
i=1

ui
λ(t)Ain(t)

)
.

It is clear that

φ× φ : U × U → Bn
2ι(0)×Bn

2ι(0), (x, y) 7→ (φ(x), φ(y)).

is a chart on M ×M centered at (γ(t0), γ(t0)). Take a small neighborhood J0 ⊂ J of t0 in [0, τ ]
such that dg(γ(t), γ(t0)) < ι for all t ∈ J0. Then (3.3) implies

dg(γλ(t), γ(t0)) < 2ι, ∀(λ, t) ∈ Λ× J0. (A.8)
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Hence {γλ(t) | (λ, t) ∈ Λ× J0} is contained in the chart (U,φ). Let

(φ× φ) (γ(t), γλ(t)) =
(
x1(γ(t)), · · · , xn(γ(t), x1(γλ(t)), · · · , xn(γλ(t))

)
.

By this, (A.7) and (A.8) we obtain

Φ ◦ (F)−1 ◦ (φ× φ)−1
(
x1(γ(t)), · · · , xn(γ(t), x1(γλ(t)), · · · , xn(γλ(t))

)
=
(
x1(γ(t)), · · · , xn(γ(t),

n∑
i=1

ui
λ(t)Ai1(t), · · · ,

n∑
i=1

ui
λ(t)Ain(t)

)
∀(λ, t) ∈ Λ× J0. (A.9)

Note that Ψ := Φ ◦
(
F|W(0TM )

)−1 ◦ (φ×φ)−1 is a C5 diffeomorphism onto its image set. Taking
the derivative of t for the equation in (A.9) we arrive at

DΨ
(
x1(γ(t)), · · · , xn(γ(t), x1(γλ(t)), · · · , xn(γλ(t))

)
[
d

dt
x1(γ(t)), · · · , d

dt
xn(γ(t),

d

dt
x1(γλ(t)),

· · · , d
dt
xn(γλ(t)]

=

(
d

dt
x1(γ(t)), · · · , d

dt
xn(γ(t),

n∑
i=1

ui
λ(t)

d

dt
Ai1(t), · · · ,

n∑
i=1

ui
λ(t)

d

dt
Ain(t)

)

+

(
d

dt
x1(γ(t)), · · · , d

dt
xn(γ(t),

n∑
i=1

d

dt
ui
λ(t)Ai1(t), · · · ,

n∑
i=1

d

dt
ui
λ(t)Ain(t)

)
∀(λ, t) ∈ Λ× J0. (A.10)

Since all Aij are C5, DΨ is C4, (λ, t) 7→ uλ(t) is continuous (by Step 1), and

(λ, t) 7→ x1(γλ(t)) and (λ, t) 7→ d

dt
x1(γλ(t))

are continuous in Λ× J0 (by Assumption 1.2), it follows from (A.10) that

Λ×J0 ∋ (λ, t) 7→

(
n∑

i=1

d

dt
ui
λ(t)Ai1(t), · · · ,

n∑
i=1

d

dt
ui
λ(t)Ain(t)

)
=

(
d

dt
u1
λ(t), · · · ,

d

dt
un
λ(t)

)
(Aij(t))

is continuous. Moreover, all (Aij(t)) are invertible. These lead to

Λ× J0 ∋ (λ, t) 7→
(
d

dt
u1
λ(t), · · · ,

d

dt
un
λ(t)

)
is continuous. Since t0 ∈ [0, τ ] is arbitrarily chosen, the required claim is proved.
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