
Computing distances on Riemann surfaces

Huck Stepanyants,1, 2 Alan Beardon,3 Jeremy Paton,1, 2 and Dmitri Krioukov1, 2, 4, 5

1Department of Physics, Northeastern University, Boston, Massachusetts 02115, USA
2Network Science Institute, Northeastern University, Boston, Massachusetts 02115, USA

3Department of Pure Mathematics and Mathematical Statistics,
University of Cambridge, Cambridge CB3 0WB, UK

4Department of Mathematics, Northeastern University, Boston, Massachusetts 02115, USA
5Department of Electrical and Computer Engineering,

Northeastern University, Boston, Massachusetts 02115, USA

Riemann surfaces are among the simplest and most basic geometric objects. They appear as key
players in many branches of physics, mathematics, and other sciences. Despite their widespread
significance, how to compute distances between pairs of points on compact Riemann surfaces is
surprisingly unknown, unless the surface is a sphere or a torus. This is because on higher-genus sur-
faces, the distance formula involves an infimum over infinitely many terms, so it cannot be evaluated
in practice. Here we derive a computable distance formula for a broad class of Riemann surfaces.
The formula reduces the infimum to a minimum over an explicit set consisting of finitely many
terms. We also develop a distance computation algorithm, which cannot be expressed as a formula,
but which is more computationally efficient on surfaces with high genuses. We illustrate both the
formula and the algorithm in application to generalized Bolza surfaces, which are a particular class
of highly symmetric compact Riemann surfaces of any genus greater than 1.

I. INTRODUCTION

Riemann surfaces [1] are one of the simplest ge-
ometric objects, with widespread applications in
physics, mathematics, network science, and other
areas. In physics, Riemann surfaces appear nat-
urally in dynamical systems. The simplest exam-
ple is billiards [2, 3], i.e., a freely moving ball con-
fined to a polygon-shaped table, and bouncing off
its sides. This system is equivalently formulated as
a particle moving along a straight line on a compact
Riemann surface. In particular, a particle moving
on the Bolza surface, a compact Riemann surface
of genus g = 2, is one of the simplest and earliest
chaotic systems studied in physics [4].
Riemann surfaces also appear in integrable sys-

tems [5, 6]. The trajectory of such a system in its
parameter space is effectively confined to a Riemann
surface. Elsewhere in mathematical physics, Rie-
mann surfaces are a part of string theory [7, 8], po-
tential theory [9, 10], and approximation theory [11–
13]. In quantum physics, Riemann surfaces appear
in the study of fractional quantum Hall states [14],
spin liquids [15], and quantum gravity [16, 17].
In network science, Riemann surfaces have been

used as latent spaces in some models of networks.
For example, networks embedded in hyperbolic
spaces are one of the first models that reproduce
a collection of the most basic properties common to
many real-world networks [18]. Yet our main mo-
tivation for this paper comes from [19, 20], where
the convergence of the Ollivier curvature [21] of ran-
dom geometric graphs [22, 23] to the Ricci curva-
ture of their underlying Riemannian manifolds was

proven. Vertices in such graphs are random points
in a Riemannian manifold, and pairs of vertices are
connected by edges if the distance between the two
vertices in the manifold is below a fixed threshold.
To build a random geometric graph in a manifold,
one thus needs to be able to compute distances be-
tween pairs of points in it.

Compact Riemann surfaces are two-dimensional
Riemannian manifolds. They can be equipped with
a metric which defines the distance between a pair of
points on the surface. Genus g = 0 (sphere), g = 1
(torus), and g ≥ 2 surfaces admit the spherical, eu-
clidean, and hyperbolic metrics, respectively. While
computing distances on the first two of these sur-
faces is trivial, the task is much more difficult on a
hyperbolic Riemann surface, where the distance is
given as an infimum over a countably infinite num-
ber of geodesics, i.e., locally minimal paths. There
are no formulas for the distance between points on
any genus g ≥ 2 surface which are computable in
finite time. To be precise, while it is known that
the mentioned infimum is actually a minimum since
only a finite set of geodesics needs to be considered
(Prop. 2.1, [24]), it is not known what this set actu-
ally is for any g ≥ 2 surface, which is surprising since
distance plays a crucial role in many applications of
these surfaces mentioned above.

Here we compute distances on Riemann surfaces
obtained by pairing the sides of a convex hyperbolic
polygon. We obtain an expression for a finite set
of geodesics whose minimum gives the correct dis-
tance between any two points on these surfaces. This
leads to a distance formula which can be evaluated
in finite time. We also develop a fast algorithm for
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FIG. 1. (a) The two geodesic paths connecting a given pair of points on a sphere. (b) A topological representation
of the 2D torus R2/Z2. The dashed lines are its “seams.” Cutting the torus along these seams produces the square
in (c). The colored solid lines indicate four of the infinitely many geodesic paths connecting the pair of points 1, 2.
(c) The corresponding points and geodesics in the R2 representation of the torus. The highlighted central square is
a fundamental domain of the torus and the arrows indicate its side pairing. The distance between point 1 and 2 on
the torus is between 2 and the image 1′ of point 1 on R2.

computing distances on these surfaces using a differ-
ent set of ideas. For illustrative purposes, we show
how the formula and the algorithm can be applied
to computing distances on generalized Bolza sur-
faces [25]. These are highly symmetric hyperbolic
Riemann surfaces of any genus g ≥ 2. We prove that
the time required to evaluate the formula in this case
is O

(
gα log g

)
, where α ≈ 1.52, and show experimen-

tally that the time required to run the algorithm
is O

(
g4
)
.

In Sec. II, we provide necessary background infor-
mation on Riemann surfaces, and a detailed intro-
duction to the distance problem. In Sec. III and IV,
we present and discuss our results, a formula and
an algorithm, respectively, for computing distances
on Riemann surfaces. In Sec. V, we apply our re-
sults to generalized Bolza surfaces, and evaluate the
resulting running times.

II. BACKGROUND AND DEFINITIONS

The distance between two points in a space is the
length of the shortest geodesic, or locally minimal
path, that connects them in the space. If the space
is a compact Riemann surface, then the number of
geodesics connecting a given pair of points depends
on its genus, which is the number of holes the sur-
face has. Given two points on the genus 0 sphere
(Fig. 1(a)), there are always two geodesics between
them, and thus the distance is simply a minimum of
two lengths. In contrast, the number of geodesics be-
tween two points on the torus R2/Z2 is infinite (four
are shown in Fig. 1(b)), which could make comput-
ing distances on the torus difficult. Nevertheless,

due to its symmetry, the distance d on the torus is
given by the simple formula:

d2 =

(
1

2
−

∣∣∣1
2
− |x1 − x2|

∣∣∣)2

+

(
1

2
−

∣∣∣1
2
− |y1 − y2|

∣∣∣)2

,

(1)

where (x1, y1) and (x2, y2) ∈ [−1/2,+1/2]
2
are the

coordinates of the representatives of two points on
the torus, which is the unit square with vertices
at (±1/2,±1/2) whose opposite sides are paired,
Fig. 1(c). For genus g > 1 (hyperbolic) surfaces, the
number of geodesic paths connecting two points is
also infinite. Yet there are no closed-form distance
formulas analogous to Eq. (1) for any of these sur-
faces.

Here, we address the distance problem for the hy-
perbolic Riemann surfaces known as quotient sur-
faces. A quotient surface is constructed by taking
the quotient of the hyperbolic plane H2 with respect
to a discrete subgroup of its isometries, or distance-
preserving transformations, called a Fuchsian group,
which we describe next.

We will use the Poincaré disk model of H2, which
is the complex unit disk equipped with the metric

ds2 =
4dzdz̄

(1− |z|2)2
. (2)

The group of orientation-preserving isometries of
the Poincaré disk is the projective special unitary
group PSU(1, 1), the quotient of the special unitary
group SU(1, 1) by its center {I,−I}. In matrix form,
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FIG. 2. Quotient surface obtained by pairing
the sides of a nonregular pentagon in the or-
der 1←→ 1, 2←→ 3, 4←→ 5. The generators of the
Fuchsian group Γ map the fundamental polygon P (dark
gray) to its edge-adjacent neighbors (light gray). To
compute the distance δ⋆(z, w) between a pair of points z
and w on the surface, the lengths δ(z, γw) of the infi-
nite number of geodesics between z (red dot) and all of
the images γw (blue dots) of w, ∀γ ∈ Γ, on the hyper-
bolic plane H2 must be considered. The shortest such
distance, between z and the circled image of w in the
figure, is then δ⋆(z, w).

these isometries are

γ =

[
a c
c a

]
, ∀a, c ∈ C : |a|2 − |c|2 = 1, (3)

which act on points z ∈ C via fractional linear trans-
formations, [

a c
c a

]
(z) =

az + c

cz + a
. (4)

A subgroup Γ of the isometry group PSU(1, 1)
is called Fuchsian if it acts discontinuously on H2.
This means that for any point z, the orbit Γz has no
accumulation points w, |w| < 1. An accumulation
point w is one for which there are elements of Γz
in any arbitrarily small punctured disk around w.
Every Fuchsian group defines a quotient surface,

S = H2
/
Γ. (5)

Points [z] on S are orbits of points z in H2 under

actions by Γ,

[z] = Γz. (6)

The distance δ⋆(z, w) between two points [z]
and [w] on S is a distance between orbits Γz and Γw
in H2. It is given by

δ⋆(z, w) = inf
γ1,γ2∈Γ

δ(γ1z, γ2w)

= inf
γ∈Γ

δ(z, γw),
(7)

where δ is the distance in H2. This formula cannot
be directly evaluated, since Γ has infinitely many ele-
ments. To find δ⋆(z, w), one must consider infinitely
many geodesics from z to γw. Every such geodesic
corresponds to a different minimal path between the
same pair of points on S, like those illustrated in
Fig. 1 for the sphere and torus, or in Fig. 6 for the
Bolza surface.

Here we will focus on surfaces S whose Fuchsian
groups Γ are finitely generated and of the first kind.
The latter means that any point on the boundary of
the unit disk, which is the boundary at infinity of
the hyperbolic plane H2, is an accumulation point
of some orbit of Γ. This guarantees that S is a com-
pact surface, and by Theorem 10.1.2 in [26], S has a
convex fundamental polygon P with a finite number
of sides. A fundamental polygon is one that con-
tains exactly one representative of each point on S,
see Fig. 2. It is known [26] that in such settings, the
generators of the group Γ pair sides of P by mapping
it to its edge-adjacent neighbors, shown in light gray
in Fig. 2. We will further assume that P does not
have any vertices at infinity.

Using the geometry of P , we develop two methods
for computing distances on S. In the next Sec. III,
we present a distance formula which reduces the in-
finities in Eq. (7) to finite sets. Then in Sec. IV, we
develop a more efficient algorithmic approach to the
problem.

III. DISTANCE FORMULA

Let S be a quotient surface obtained by pairing
the sides of a convex fundamental polygon P , and
let Γ denote its Fuchsian group. Let z and w be
representatives of two points on the surface. In this
section we obtain a computable version of Eq. (7),
where instead of minimizing δ(z, γw) over all γ ∈ Γ,
we minimize over a finite subset Γ0 ⊂ Γ. We will
derive a formula for Γ0 using the geometry of P .
Let us call a pair of images of P neighbors if they

share either a common edge or a common vertex.
Let T ⊂ Γ denote the subset of isometries from the
Fuchsian group which map P to all of its neighbors
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FIG. 3. Shells L0 = P (dark gray), L1 (medium gray),
and L2 (light gray).

and itself. Then we define the kth shell Lk, for k ≥ 1,
to be the difference⋃

γ∈Tk

γP

∖ ⋃
γ∈Tk−1

γP, (8)

and for k = 0, we define L0 = P , as illustrated in
Fig. 3.
We next compute an upper bound on the mini-

mum value of k, kmin, for which the correct value
of the distance δ⋆(z, w) is obtained by minimiz-
ing δ(z, γw) over ∀γ ∈ T k. Thus kmin is the mini-
mum positive integer k satisfying

δ⋆(z, w) = min
γ∈Tk

δ(z, γw) (9)

for all z and w. In other words, the finite sub-
set Γ0 ⊂ Γ mentioned above can be taken to be

Γ0 = T kmin . (10)

We bound kmin for an arbitrary surface by the ratio
of two distances: the surface diameter D, i.e., the
maximum possible distance between two points on
the surface, and the minimal distance T required to
traverse a shell. To traverse here means to cross
from the outer boundary of Lk to the outer boundary
of Lk+1 for k ≥ 0. In Appendix A, we show that
this distance does not depend on k, and satisfies the
inequality

T ≥ min(δ, 2ϵ), (11)

𝑚1

𝑚2

𝑚3

𝑚5

𝑚4

𝑣1

𝑣2

𝑣5

𝑣4

𝑣3

𝛿
𝜀

𝑷

𝑚1

𝑚2

𝑚3

𝑚5

𝑚4

𝑣1

𝑣2

𝑣5

𝑣4

𝑣3

𝑷

FIG. 4. Left: Shortest paths between nonadjacent sides
whose minimum gives δ. Right: Shortest paths from the
midpoint of a side to an adjacent edge whose minimum
gives ϵ.

where δ is the minimum distance between any pair
of non-adjacent sides of P , and ϵ is the minimum
distance from the midpoint of an side to any adjacent
side as illustrated in Fig. 4.

Then the distance required to cross from a start-
ing point in L0 = P to a point in Lk is lower-
bounded by (k − 1)T. Since D is the surface diame-
ter, then kmin must satisfy the inequality

(kmin − 1)T < D. (12)

But the surface diameter D is trivially upper
bounded by the diameter of its fundamental poly-
gon P , diam(P ):

D ≤ diam(P ) = max
ij

δ(vi, vj), (13)

where the vi are the vertices of P . Combining
Eqs. (11), (12), and (13) leads to an upper bound
on kmin in terms of geometric properties of P , which
we denote k⋆:

kmin ≤ k⋆ =

⌊
1 +

maxij δ(vi, vj)

min(δ, 2ϵ)

⌋
. (14)

Substituting this bound in Eq. (9) yields an explicit
computable formula for the distance between a pair
of points on the surface:

δ⋆(z, w) = min
γ∈Tk⋆

δ(z, γw). (15)
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IV. DISTANCE ALGORITHM

In this section, we present an algorithm to com-
pute δ⋆(z, w) by minimizing δ(z, γw) over an even
smaller subset of Γ. This subset depends on the lo-
cation of z and is unknown a priori—instead, it is
constructed via a search over the polygon tessella-
tion. As we will see in Sec. V, this method is gener-
ally more computationally efficient than evaluating
the distance formula in Sec. III.
Let N be the number of sides of P ,

and gi, i = 1, 2, . . . , N, be the generators of Γ
and their inverses. With these notations, the
algorithm is:

Algorithm 1 Distance calculation.

∆← {1}, γmin ← 1
while |∆| > 0 do

γ ← pop(∆)
if δ(z, γw) < δ(z, γminw) then

γmin ← γ
end if
for i = 1 : N do

if δ(z, γP ) < δ(z, γgiP ) < diam(P ) then
∆← push (γgi)

end if
end for

end while
return γmin

This algorithm is a depth-first search for an im-
age γw of w, γ ∈ Γ, that minimizes δ(z, γw), in
the polygon tessellation ΓP illustrated in Fig. 5.
We keep track of two variables: the list of isome-
tries ∆ ⊂ Γ corresponding to the polygons to be
searched next, and the current best solution γmin

that minimizes δ(z, γw) across all γ searched so
far. Both ∆ and γmin are initialized to the iden-
tity: ∆ = {1}, γmin = 1, corresponding to P itself.

At every step of the search, we set γ to
be the last element of ∆, and remove it
from ∆. If δ(z, γw) < δ(z, γminw), we update γmin

to γ. We then append to ∆ the group ele-
ments γgi, 1 ≤ i ≤ N , corresponding to polygons
that are edge-adjacent to the currently searched
polygon, but only if they are at a greater distance
from z:

δ(z, γP ) < δ(z, γgiP ) < diam(P ). (16)

Here, the distances δ(z, γP ) and δ(z, γgiP ) from z
to the polygons γP and γgiP are defined to be the
minimum distance from z to one of their sides, with
the exception δ(z, P ) = 0.
The reason to consider only those polygons that

increase the distance from z is as follows. Consider
a geodesic from z to γw, where γ ̸= 1. It intersects

𝒛

𝒘
𝑷

FIG. 5. Illustration of one branch of the depth-first
search algorithm. The search starts at the fundamen-
tal polygon P and progresses outward. At every step,
the distance from z to all edge-adjacent polygons (light
gray) of the last searched polygon (dark gray) are com-
puted, and those polygons are added to the list ∆ if and
only if they are at a greater the distance from z. The
branch terminates when this distance exceeds the diam-
eter of P .

an edge-adjacent polygon of γP . This edge-adjacent
polygon is closer to z than γP . Continuing in this
way, we construct a chain of edge-adjacent polygons
leading from γP to P along which the distance to z
is decreasing, which guarantees that γminP will be
reached in the search.

The reason not to search the polygons γP for
which δ(z, γP ) exceeds diam(P ) is this:

δ(z, γminP ) ≤ δ(z, γminw)

≤ D

≤ diam(P ),

(17)

where γmin is the group element we are looking for,
i.e., the one that minimizes δ(z, γw), and D is the
surface diameter.

Finally, the condition in Eq. (16) ensures that the
search terminates after a finite time. To see this,
let M denote the number of polygons within the
distance diam(P ) from z. Note that the number of
branches of the search cannot exceed the number of
sequences of such polygons ordered by increasing dis-
tance, which is 2M . Therefore, the number of poly-
gons searched does not exceed M · 2M . We also con-
sider a total of N nearest neighbors of γP at every
search step, even though not all of these neighbors
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FIG. 6. Top Left: A topological representation of the Bolza surface S2. The colored lines indicate its “seams,”
cutting which and unfolding the surface produces the octagon on the right. Top Right: The H2 representation of S2.
The colors indicate its side pairing, and arrows show the action of the generators γi, i = 0, 2, . . . , 7 on the fundamental
domain. Bottom Left: Four of the infinitely many geodesic paths connecting two points on S2. The dashed lines
are the seams at the top. Bottom Right: The corresponding points and geodesics in the H2 representation of S2.
The distance between points z and w on the surface is between z and the image w′′ of w on H2.

are added to ∆. Therefore the total number of steps
in the algorithm is O(NM · 2M ). In practice, how-
ever, we find that the number of steps is O(NM),
implying that most polygons are searched only O(1)
times, as discussed in the next section.

V. APPLICATION TO GENERALIZED
BOLZA SURFACES

In this section, we apply our general results to
the generalized Bolza surfaces [25], highly symmetric
surfaces of any genus g ≥ 2. We denote them by Sg.
S2 is known as the Bolza surface [27].
The generalized Bolza surface Sg has as its funda-

mental polygon P the regular 4g-gon with interior
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angles π/2g and vertices

vk = tanh(R/2) exp

((
k − 1

2

)
πi

2g

)
,

k = 0, 1, . . . , 4g − 1,

(18)

where R is the radius of P , which satisfies

coshR = cot2
(

π

4g

)
. (19)

The Fuchsian group Γg of Sg is generated by the
following 2g isometries (Fig. 6), which pair opposite
sides of the fundamental polygon:

γk =

[
1 tanh

(
s
2

)
e

kπi
2g

tanh
(
s
2

)
e−

kπi
2g 1

]
,

k = 0, 1, . . . , 2g − 1,

(20)

where s is the length of a side of P , which satisfies

cosh
(s
2

)
= cot

(
π

4g

)
. (21)

Applying the distance formula to these surfaces,
we observe that δ < 2ϵ (cf. Fig. 4), and then upper
bound δ using hyperbolic trigonometry to obtain

min{δ, 2ϵ} = δ < arccosh

(
2 cos

(
π

2g

))
. (22)

The diameter Dg of Sg is known [28],

Dg = arccosh

(
cot

(
π

4g

))
, (23)

and therefore we can substitute the actual diameter,
instead the upper bound in Eq. (13), into Eq. (14)
for k⋆ to obtain

k⋆ =

⌊
1 +

arccosh
(
cot

(
π
4g

))
arccosh

(
2 cos

(
π
2g

))⌋. (24)

The number of polygons in T k⋆

is upper bounded by
the number of sequences of 2k⋆ generators,

|T k⋆

| < (4g)2k
⋆

, (25)

and since k⋆ ≈ log g/arccosh 2 for large g, the
time required to evaluate the distance formula
is O

(
gα log g

)
, where α = 2/arccosh 2 ≈ 1.52.

For the Bolza surface S2, evaluating Eq. (24)
yields k⋆ = 2, but in Appendix B we compute kmin

exactly using different methods:

kmin = 1. (26)

FIG. 7. Distance algorithm running time t on generalized
Bolza surfaces Sg for g = 2, . . . , 100. The red line shows
the linear fit of the running times and has slope 3.94.

Therefore, the number of P ’s images one must search
through to compute the distance is |T kmin | = 49, cor-
responding to all polygons adjacent to P via either
a side or a vertex.

To apply the distance algorithm, we substitute the
diameter of the surface for diam(P ) in Algorithm 1,
and find experimentally in Fig. 7 that the algorithm
running time is O(g4). We cannot prove this obser-
vation because we cannot estimate the overcount—
the average number of times the same polygon is
searched. However, we can show that a maximum
of O(g4) polygons can intersect a hyperbolic circle of
radius R. Therefore, Fig. 7 indicates that each poly-
gon is searched O(1) times, so overcounting appears
to be minimal.

Appendix A: Lower bound on T

In this section, we prove an upper bound on the
shell-crossing distance T for any quotient surface S
obtained by pairing the sides of a convex polygon P .

This distance is

T = min

{
δ
(
∂Tn(P ), ∂Tn+1(P )

)
, n ≥ 0

}
,

where Ln = Tn(P ) is the nth shell, T ⊆ Γ is the set
consisting of all maps from P to an edge- or vertex-



8

I

II

III𝟒

𝟐

𝟏𝟑

𝟔

𝟕𝟓

𝟖

FIG. 8. Type I, II, and III segments (dotted black lines),
and edge labels (green).

adjacent polygon and the identity, and ∂Ln is the
boundary of Ln.

First, observe that for γ ∈ Tn we have

γ(P ) ⊆ γT (P ) ⊆ Ln+1.

Hence,

δ
(
∂γ(P ), ∂ (γT (P ))

)
≤ δ

(
∂γ(P ), ∂Ln+1

)
.

Since T is the minimum of the right hand side over
all n ≥ 0 and γ ∈ Tn, and the left hand side is equal

to δ
(
∂P, ∂ (T (P ))

)
, which is ≥ T by definition of T,

we conclude that

T = δ
(
∂P, ∂ (T (P ))

)
.

Next, we introduce edge labels, which are positive
integers modulo the number N of distinct (in the
quotient sense) sides of L0. First, the label 1 is as-
signed to an edge of L0 without loss of generality.
Then, the N − 1 edges to the left of this edge are
labeled 2, 3, . . . , N − 1 (Fig. 8). Finally, these labels
are copied onto all images of L0 via the elements of
the Fuchsian group F. Thus, edges are distinct in
the quotient sense if and only if they have different
labels. The process of filling in labels, which we call
label chasing, will be useful later.

Now we will prove the main result of this section:

T ≥ min
({

δij , |i− j| ≠ 0, 1
}⋃{

2ϵk
})

, (A1)

where δij denotes the distance between edges i and j
which are distinct and nonadjacent, and ϵk denotes
the minimal distance from the midpoint of edge k to
either of the adjacent edges k ± 1.

𝟏

𝟐𝒈 + 𝟐 𝟐

𝒗𝟐

𝒗𝟏

𝟐𝒈 + 𝟏

𝒑

𝒒

𝒒′

𝑰

𝟏

𝒂

𝒃

FIG. 9. Points p, q and image q′ in case (1) considered
in Appendix B. In this case, the geodesic pq crosses from
one polygon into another through the edge v1v2. The
intersection point is denoted by I. The figure shows
the relevant edges from both polygons, including their
common edge v1v2. Segment pI is a type I segment
while qI is a type II segment. Distances a = δ(q, v2)
and b = δ(p, v1) and edge labels are also shown.

Starting once more with arbitrary points p ∈ ∂L0

and q ∈ ∂L1, we break pq into smaller segments so
that each segment is contained in a polygon γ(P )
and has both endpoints on its boundary. For such
a segment, suppose the endpoints lie on edges with
labels i, j. We categorize a segment (see Fig. 8) as

1. type I if i− j = 1,

2. type II if j − i = 1, and

3. type III if |i− j| > 1.

The segments cannot be all type I, since this would
imply that pq circles around a vertex indefinitely
without ever reaching ∂L1, which cannot happen.
Similarly, the segments cannot all be type II. This
leaves two cases: there is either (1) a consecutive
pair of type I and type II segments in either order,
or (2) a type III segment. In the first case, we can
show using elementary geometry that a lower bound
on the combined length of the type I and type II
segments, yielding a lower bound on T, is

T ≥ min
{
2ϵk

}
. (A2)

In the second case, T is lower bounded by the mini-
mum length of a type III segment,

T ≥ min
{
δij , |i− j| ≠ 0, 1

}
. (A3)

Therefore, in either case, Eq. (A1) holds.
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𝒑

𝒒

𝒒′

𝒑′

𝒗𝟏

𝒗𝟐

𝒂

𝒃

𝒔

FIG. 10. Points p, q and images p′, q′ in case (2). In this
case, p and q are on the same polygon. Perpendicular
bisectors of pp′ (red) and qq′ (blue), vertices v1 and v2
nearest to p and q, distances a = δ(q, v1) and b = δ(p, v2),
and side length s are also shown.

Appendix B: kmin = 1 for the Bolza surface

In this section, we prove that kmin = 1 for the
Bolza surface.
For an arbitrary point z ∈ P , it suffices to show

that for any point w not in the first shell L1, de-
fined in Sec. III, there exists a group element γ such
that δ(z, γw) < δ(z, w). Equivalently, this means
that the Dirichlet polygon of z is contained inside L1.
We prove this by contradiction. Assume that

there exist points z ∈ P,w /∈ L1 that contradict the
above assertion: δ(z, w) ≤ δ(z, γw) for all γ. This
means that w is either inside the Dirichlet polygon
of z or on its boundary. Using the argument from
Appendix A, the geodesic zw must contain either

Case (1): a segment composed of a pair of type I
and type II segments in either order, or

Case (2): a type III segment.

Denote the endpoints of this segment p, q such that z
is closer to p than to q. Since the Dirichlet polygon
of z is convex, contains z and w, and z, p, q, w are
on a line, q must be in the interior of the Dirichlet
polygon of z. This implies that z is in the interior
of the Dirichlet polygon of q, and so by the same
argument p must lie in the interior of the Dirichlet
polygon of q. This means that

δ(p, q) < δ(p, γq) for ∀γ ̸= 1. (B1)

Consider now case (1) above, where p and q are
endpoints of a type I segment joined to a type II

𝟏

𝟑 𝟖 𝟏𝟒
𝟕

𝒗𝟏

𝒗𝟐

𝟓

𝟔

𝒑

𝒒

𝒒′′

𝒂

𝒃

𝒔

FIG. 11. Points p, q and image q′′ in case (2). Ver-
tices v1, v2, distances a, b, side length s, and edge labels
are also shown.

segment (Fig. 9). Assume without loss of generality
that q is on side 1. Let a = δ(q, v2) and b = δ(p, v1).
Label-chasing, we find that there must be an im-
age q′ of q located on the same side as p. Ap-
plying the triangle inequality to triangles △v1Ip
and △v2Iq, where I is the intersection between pq
and v1v2, gives

δ(p, q) = δ(p, I) + δ(q, I)

≥ |δ(v1, I)− b|+ |δ(v2, I)− a|
≥ |δ(v1, I)− b+ δ(v2, I)− a|
= |s− a− b|
= δ(p, q′),

(B2)

which is a contradiction with Eq. (B1).
In case (2), points p and q are endpoints of a

type III segment, so they lie on sides of the same
polygon. Consider the images p′, q′ of p, q located
on the opposite sides of the polygon, and draw the
perpendicular bisectors of pp′ and qq′ (Fig. 10). Ob-
serve that q must be closer to p than to p′ (on the
same side of the vertical perpendicular bisector as p),
and pmust be closer to q than to q′ (on the same side
of the horizontal perpendicular bisector as q). This
is only possible when p and q are exactly 2 edges
apart and lie in the same quarter-polygon, as shown
in Fig. 10.

Next, assume without loss of generality that q is
on side 1 (Fig. 11), and use label-chasing to de-
termine the location of another image of q, de-
noted q′′. Let a = δ(q, v1) and b = δ(p, v2). From
Fig. 10, we have 0 < {a, b} < s/2. Applying hyper-
bolic trigonometry to quadrilateral pqv1v2 and right
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triangle △pv2q
′′, one can show that

cosh(δ(p, q)) = cosh2
(s
2

)
cosh

(s
2
− b

)
× cosh

(s
2
− a

)
− sinh

(s
2

)
sinh(s− a− b),

(B3)

cosh(δ(p, q′′)) = cosh a cosh b. (B4)

Rearranging the first equation gives

cosh(δ(p, q))

cosh b
=sinh

(s
2

)
cosh

(s
2
− a

)
×
[
sinh

(s
2

)
tanh

(s
2
− a

)
+ cosh

(s
2

)
− cosh2

(s
2

)]
tanh b

+ C, (B5)

where C is a function of s and a only. The coeffi-
cient in front of tanh b is a decreasing function of a
and is negative at a = 0. It is therefore negative
for all 0 ≤ a ≤ s/2. It follows that as a function
of b, cosh(δ(p, q))/ cosh b is minimized at b = s/2. It
also follows from Eq. (B4) that cosh(δ(p, q′′))/ cosh b
does not depend on b. To obtain a contradiction, it
therefore suffices to show that

cosh(δ(p, q))

cosh b
≥ cosh(δ(p, q′′))

cosh b
(B6)

for 0 ≤ a ≤ s/2 and b = s/2. Plugging b = s/2 into

Eq. (B3) gives

cosh(δ(p, q))

cosh(s/2)
= cosh

(s
2

)
cosh

(s
2
− a

)
− tanh

(s
2

)
sinh

(s
2
− a

)
.

(B7)

Using cosh(s/2) > 1 in the last equation, we get

cosh(δ(p, q))

cosh(s/2)
≥ cosh

(s
2

)
cosh

(s
2
− a

)
− sinh

(s
2

)
sinh

(s
2
− a

)
= cosh a

=
cosh(δ(p, q′′))

cosh(s/2)
,

(B8)

which is a contradiction completing the proof.
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