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Abstract

In this paper, a novel adaptive finite element method is proposed to solve the Kohn-Sham equation based on
the moving mesh (nonnested mesh) adaptive technique and the augmented subspace method. Different from the
classical self-consistent field iterative algorithm which requires to solve the Kohn-Sham equation directly in each
adaptive finite element space, our algorithm transforms the Kohn-Sham equation into some linear boundary value
problems of the same scale in each adaptive finite element space, and then the wavefunctions derived from the linear
boundary value problems are corrected by solving a small-scale Kohn-Sham equation defined in a low-dimensional
augmented subspace. Since the new algorithm avoids solving large-scale Kohn-Sham equation directly, a significant
improvement for the solving efficiency can be obtained. In addition, the adaptive moving mesh technique is used to
generate the nonnested adaptive mesh for the nonnested augmented subspace method according to the singularity
of the approximate wavefunctions. The modified Hessian matrix of the approximate wavefunctions is used as the
metric matrix to redistribute the mesh. Through the moving mesh adaptive technique, the redistributed mesh is
almost optimal. A number of numerical experiments are carried out to verify the efficiency and the accuracy of
the proposed algorithm.
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1 Introduction

Density functional theory (DFT) is one of the major breakthroughs in quantum physics and quantum chemistry.
In the framework of density functional theory, the many-body problem can be simplified as the motion of electrons
without interaction in the effective potential field, which includes the Coulomb potential of the external potential
field, the Hartree potential generated by the interaction between electrons, and the exchange-correlation potential for
the nonclassical Coulomb interaction. For the exchange-correlation potential, it has always been a difficulty in density
functional theory. At present, there is no exact analytical expression for the exchange-correlation potential. Generally,
it is approximately described by the local density approximation (LDA), the local spin density approximation (LSDA)
and the generalized gradient approximation (GGA), etc. The Kohn-Sham equation is one of the most important
models in the calculation of electronic structure, which transforms the wavefunctions (in R*Y space) describing N
particle states into density function (in R? space), so as to reduce the degrees of freedom of equation and reduce the
computational work of numerical simulation. The idea of Kohn-Sham equation can be traced back to Thomas-Fermi
model in 1927. The model gave a primary description of the electronic structure of atoms. The strict theoretical
analysis was described by Hohenberg and Kohn in [26], which proved the correctness and feasibility of using single
electron orbit to replace the wavefunctions describing multiple electrons.

So far, lots of numerical methods for solving Kohn-Sham equation have been developed. For instance, plane-wave
method [10,35] is the most popular method in the computational quantum chemistry community. Since the basis



function is independent from the ionic position, plane-wave method has advantage in calculating intermolecular force.
Combined with the pseudopotential method, plane-wave method plays an important role in the study of the ground
and excited states calculations, and geometry optimization of the electronic structures. Although the plane-wave
method is the most popular one in the computational quantum chemistry community, it is inefficient in solving non-
periodic systems like molecules, nano-clusters, or materials systems with defects, etc. Furthermore, the plane-wave
method uses the global basis which significantly affect the scalability on parallel computing platforms. The atomic-
orbital-type basis sets [21,22] are also widely used for simulating materials systems such as molecules and clusters.
However, they are well-suited only for isolated systems with special boundary conditions. It is difficult to develop a
systematic basis-set for all materials systems. Thus over the past decades, more and more attentions are attracted
to develop efficient and scalable grid-based methods such as the finite element method for electronic structure
calculations. The advantages of grid-based methods include that it can use unstructured meshes and local basis sets,
hence owing high scalability on parallel computing platforms. So far, the applications of the finite element method
in solving Kohn-Sham equation have been studied systematically. We refer to [6,8,11,33,36,39,40,42,43,47-49] and
references therein for a comprehensive overview.

In this paper, we propose a nonnested augmented subspace method to solve the Kohn-Sham equation based on the
moving mesh adaptive technique and the augmented subspace method. Since the Coulomb potential and Hartree po-
tential have strong singularities, the adaptive mesh refinement is a competitive strategy to improve solving efficiency.
Adaptive methods mainly include h-adaptive method, p-adaptive method and r-adaptive method. The h-adaptive
method uses a posteriori error indicator for local refinement, p-adaptive method uses higher-order polynomials on
local mesh elements, r-adaptive method (moving mesh method) uses control function or metric tensor (also known
as metric matrix) for mesh redistribution. In this paper, we adopt the r-adaptive method to generate a series of
nonnested adaptive finite element spaces. The r-adaptive method uses the control function or metric matrix to guide
the mesh movement, which can improve the accuracy by moving the grid nodes to the area with large errors. This
method can be traced back to Alexander’s work in [3], and then Miller’s work [37,38] promoted the development of
r-adaptive method. In 2001, Li and Tang etc [31,32] proposed the moving mesh method based on harmonic mapping.
Later, Di and Li etc [18] applied the moving mesh method based on harmonic mapping to solve the incompressible
Navier-Stokes equation. More results about moving mesh method can be found in [19,20,53,54] and the references
therein.

Another technique adopted in this paper is the multilevel correction method (augmented subspace method)
[27,34,51,52]. The traditional multilevel correction method can only be performed on the nested multilevel space
sequence. In this paper, we develop a nonnested multilevel correction technique for Kohn-Sham equation on a
nonnested mesh sequence generated by the moving mesh technique. Different from the classical self-consistent
field iterative algorithm which requires to solve the Kohn- Sham equation directly in each adaptive finite element
space, our algorithm transforms the Kohn-Sham equation into some linear boundary value problems of the same
scale on each level of the adaptive refinement mesh sequence, and then the wavefunctions derived from the linear
boundary value problems are corrected by solving a small-scale Kohn-Sham equation defined in a low-dimensional
augmented subspace. Since the new algorithm avoids solving large-scale Kohm-Sham equation directly, a significant
improvement for the efficiency can be obtained. In addition, the adaptive mesh is produced using the moving mesh
technique according to the singularity of the wavefunctions, which can dramatically generate a high accuracy with
less computational work. In our algorithm, the approximate wavefunctions are used as the adaptive function, and
the modified Hessian matrix of the density function is used as the metric matrix to redistribute the mesh. Through
the moving mesh adaptive technique, the redistributed mesh is almost optimal. By combining the moving mesh
technique and the nonnested augmented subspace method, the solving efficiency for Kohn-Sham equation can be
significantly improved.

The remainder of this paper is as follows. Section 2 introduces Kohn-Sham equation and its finite element
discretization method. Section 3 introduces the nonnested augmented subspace method for Kohn-Sham equation by
using the moving mesh technique and the multilevel correction method. In Section 4, we propose the convergence
analysis and the estimate of computational work for the presented algorithm. In Section 5, a number of numerical
examples are demonstrated to verify the efficiency and accuracy of the proposed method.



2 Finite element method for Kohn-Sham equation

To describe the Kohn-Sham equation and its finite element discretization, we first introduce some notation. Following

[1], we use W*P(Q) to denote Sobolev spaces, and use || - ||sp.o and | - |sp.o to denote the associated norms and
seminorms, respectively. In case p = 2, we denote H*(Q) = W*2(Q) and H}(Q) = {v € HY(Q) : v|sq = 0}, where
v|pa = 0 is in the sense of trace, and denote || - ||s.o = || - ||s,2,0. For convenience, the symbols z1 S y1, z2 2 y2 and

x3 = ys are used to represent x7 < C1y1, To > coys2, and czzs < y3 < Csys, respectively, where Cy, co, c3, and Cs
denote some mesh-independent constants. In this paper, €2 is dropped from the subscript of the norm for simplicity.
Let H := (H(2))" be the Hilbert space with the inner product

(®,7) = /qwldx VO = (b1 bn) U= (1, ) € H, (2.1)

where ) C R3. For any ¥ € H and a subdomain w C Q, we define py = Zf\il |4;]? and

1/2
‘\I/st = (Z ||wz 3w> , s=0,1.

Let Q be a subspace of H with orthonormality constraints:

Q={VeH : "V =7"N} (2.2)

where ®TW = ( [, ¢iyjda),,_, € RNV,

We consider a molecular system consisting of M nuclei with charges {Z1, - -+, Zy} and locations {Ry, - -+, Ry},
respectively, and N electrons in the non-relativistic and spin-unpolarized setting. The general form of Kohn-Sham
energy functional can be demonstrated as follows

Bw) = [ ( DIV Vel )P\I/-FExc(P\If)) do+ 5D(py. pu) (2.3

for U = (1,9, ,¥n) € H. Here, Veyy is the Coulomb potential defined by Ve,s = — Zi\il Zy/lx— Rg|, D(pa, ps)

is the Hartree energy defined by
/fg*r dx—//f |dxdy, (2.4)

and E,.(t) is some real function over [0, 00) denoting the exchange-correlation energy.
The ground state of the system is obtained by solving the minimization problem:

inf{E(V): ¥ € Q}, (2.5)

and we refer to [10,16] for the existence of a minimizer under some conditions.
The Euler-Lagrange equation corresponding to the minimization problem (2.5) is the well-known Kohn-Sham
equation: Find (A, ¥) € RY x H such that

H\sz:Asz inQ, 7;:1,27...’]\]’

(2.6)
/ Yihidr = 05,
Q
where Hy is the Kohn-Sham Hamiltonian operator defined by
1
H\I/ - _iA + Vezt + VHar(p\I/) + Vmc(plll) (27)



with Virar(pw) = 771 % py, Vae(pe) = EL.(pw), A = (A1, ,Ax) and \; = (Hy);, ;). The variational form of the
Kohn-Sham equation can be described as follows: Find (A, ¥) € RY x H such that

(Hyti,v) = Ni(¥i,v), Vo€ HY(Q), i=1,2,---,N,
(2.8)
Q

Now, let us define the finite element discretization of (2.8). First we generate a shape regular decomposition
Tr, of the computing domain 2. Then, based on the mesh 7,, we construct the linear finite element space denoted
by S, C HY(Q). Define Vi, = (Sp)N C H. Then the discrete form of (2.8) can be described as follows: Find
(An, @) € RY x V, such that

(H\i/hd_)i,hvv) :j\i,h(dji,hav)a Yv € Shv 1= ]-7 7N7
/ Vi wthjnde = by,
Q

with \i , = (Hy, Yin, Yin)-

For simplicity and generality, some assumptions are given for the error analysis of the proposed algorithm in this
paper. We would like to mention that the following assumptions are satisfied by many practical physical models.
For detail of the assumptions, please refer to [9,10,14,15].

e Assumption A: [V (t)|+[tV/.(t)] € P(p1, (c1,c2)) for some p; € [0,2], where P(p, (c1,c2)) denotes the following
function set:

P(p,(c1,c2)) = {f : Jay, as € R such that ¢t + a1 < f(t) < cot? 4+ ag, Vit > O} (2.10)

with ¢; € R and ¢g, p € [0, 00).
e Assumption B: There exists a constant a € (0, 1] such that [V/.(¢)| + [tV (#)] S 1+t L.

e Assumption C: Let (A, ¥) be a solution of (2.8). When the mesh size h is small enough, the discrete solution
(A, ¥y) € RN x Vj, satisfies the following estimate

U —Wplly S 0n(¥), (2.11
O —=Wpllo+ A=Al < r(VR)¥ = Wnl, (2.12)

where 7(V},) < 1 and
Op(¥) := inf || — ®|;.
deVy,

3 Nonnested augmented subspace method for Kohn-Sham equation

In this section, we design the nonnested augmented subspace method for Kohn-Sham equation based on the moving
mesh adaptive technique and the augmented subspace method. In the first two subsections, we introduce some
computing techniques including the solving process for exchange-correlation potential and Hartree potential, and
the detailed process of moving mesh technique. Then next, we combine these techniques to generate the nonnested
augmented subspace method for Kohn-Sham equation.

3.1 The calculation of exchange-correlation potential and Hartree potential

The Kohn-Sham equation contains two nonlinear terms: the Hartree potential and the exchange-correlation potential.
In this subsection, we introduce the detailed form for exchange-correlation potential and the solving process for
Hartree potential.

Since there is no exact expression for the exchange-correlation potential, we use the local density approximation
(LDA) in our numerical simulations. The exchange-correlation potential can be treated as the variational derivative



of the exchange-correlation energy to the density function V,. = § ELP4 /5p. The exchange-correlation energy ELP4
is divided into two parts: exchange energy ELP4 and correlation energy ELP4, that is ELPA = ELPA 4 pLDA | For
the exchange energy, we use the following approximate form given by Kohn and Sham in [30]:

3 73\ /3
ELPA(py = —Z () / p(z)4/3dQ, (3.1)
4 ™ Q
with the exchange-correlation potential
30 1/3
vERap) = () (32

For the relatively complex correlation energy and correlation potential, we use the expression proposed by Perdew
and Zunger in [44]. The correlation energy per electron is:

Alnrg + B + Crglarg + Drg,  if ry <1,
cLDA _ ,
(14 B1y/Ts + Pars)’

The corresponding correlation potential is

if rg > 1.

1 2 1
Alnrg + (B — §A) + gCrslan + §(2D —Q)rs, if rg <1,

VEPA(p) = 7 4 (3.3)
14+ —B1V/Ts + 5 Bars
cLDA 6 3 it o, >1

© (L4 Pyt Bars)

with 7y = (3/(47p))/3, A = 0.0311, B = —0.048, 7 = —0.1423, 1 = 1.0529, 8> = 0.3334,C' = 0.0020, D = —0.0116.
The ground state energy of the molecular system can be calculated through:

N

1
E= Z )\’i - / <VHa7"tree + ch) P(l")dQ + Exc + Enn- (34)

i=1 o \2

The last term FE,,,, accounts for the interactions between the nuclei:
YAVAY
E,, = B LR 3.5
nn 1<k;<M |2 — @] 39
<k<j<

Next, we introduce the solving process for Hartree potential Vi, which is computed by solving the following
Poisson equation:
—AVyer = 4mp, in Q,
(3.6)
VHQT = Wp, on 0.

Because the Hartree potential decays with the rate N/r, where N is the electron number, the simple use of zero
Dirichlet boundary condition will introduce large truncation error on the boundary. To give the evaluation of the
Hartree potential on the boundary, a multipole expansion approximation is employed for the boundary values. In
our numerical simulations, the following approximation is used:

xt— 3(xt — ") (27 —2) — 6 jlx —x
tzw\BQN //‘/ x')dx" + Z p,~ u|3+ Z i |x — x"|3 .
i=1,2,3 4,j=1,2,3

//|2

, 3.7)

where
b= [ G~ 2, g = [ @ i
Q Q

In the above expressions, x” is chosen as X" = [, xp(x)dx/ [, p(x)dx



3.2 Moving mesh adaptive technique

The adaptive methods mainly include h-adaptive method, p-adaptive method and r-adaptive method. The h-adaptive
method uses a posteriori error indicator for local refinement, p-adaptive method uses higher-order polynomials on
local mesh elements, r-adaptive method uses control function or metric tensor (also known as metric matrix) for
mesh redistribution. In this subsection, we introduce the detailed process for the r-adaptive method which is used
for mesh adaptive refinement in this paper.

The moving mesh adaptive (r-adaptive) software packages mostly control mesh movement based on the control
function or metric tensor. Some well-known finite element software packages such as AFEPack [18,31,32] are based
on the control function. Other software packages such as BAMG [24], Mshmet and Mmg [17, 20] are based on
metric tensor. Essentially, the control function and the measurement matrix are consistent. From mathematical
point of view, they differ only by a constant factor. From the way of controlling the movement of the grid points,
the control function is based on the error equal distribution principle, and the measurement matrix is based on the
unit volume principle (BAMG) or the unit edge principle (mshmet and Mmg). Here, we use the three-dimensional
anisotropic adaptive software Mshmet and Mmg3d (three-dimensional module in Mmg) based on the M-unit side
length principle, in which the measurement used is the correction of the Hessian matrix H,(z) of the given adaptive
function u at the grid node z. The detailed form is as follows:

M(z) = RAR™, (3.8)

where z denotes the location of the grid node, & denotes an orthogonal matrix composed of the orthogonal eigen-
functions of the Hessian matrix H,(z), A is defined by

At
~ A2

An

To guarantee the positive definite of the measurement matrix, Xz is set to be

~ Ai 1 1
Ai = min (max (Cdi_ |7 B2 )7 h2 ) ’ (310)

max min

where ¢ is used to control the Pj-interpolation error in the sense of L°°-norm, \; denotes the eigenvalue of the Hessian
matrix Hy(2), hmae and N, represent the upper limit of the longest edge scale and the lower limit of the shortest
edge scale, respectively. In addition, the coefficient Cy is selected based on the following L —error estimate (see [2]):

Lemma 3.1. Let K be a mesh element (d-dimensional simplex) of mesh Tp, Ex is a set of all edges on K, and u
is a quadratic differentiable function. Then, we have the following L°° —interpolation error estimate

lu — pulloo,x < C’dgneal)((gé%f el|H,(y)le, VK €T, (3.11)
where
@:1(‘i>a|m$:3mm*, (3.12)
2\d+1
with [A] := diag{|A1], [ Az, - [Anl}.

The computation of the right term of (3.11) is nontrivial. Thus, we first assume that there exists a measurement

M(K), such that

max e'|H,(y)le < el M(K)e, Vec Ej. (3.13)
y

To derive ||u — Ipullo,x < &, it is sufficient to require that

Cie’ M(K)e=¢, Vec€ Ep, or Cy max e’ M(K)e =¢. (3.14)
ecEy



By defining the measurement M := (Cy/c)M, and based on (3.14), we know the measurement satisfies the following
M —unit edge length principle

e’ M(K)e=1, Vec Ej. (3.15)
That is, the length of side e of element K under M is 1, which is denoted by
KM(K)(e) =1, Vec L. (3.16)

In the actual calculation, M can be determined by (3.8)—(3.10). In fact, in the software package Mshmet, we
only need to adjust the parameters err(e), hmin(hmin), hmax(hp,q.) to control the edge length of mesh elements.
For more detailed introduction to the metric based adaptive mesh using the M —unit edge length principle, please
refer to [2,20]. For more discussion on metric matrices and control functions, please refer to [19,53,54].

Next, we introduce a fast interpolation algorithm between two nonnested meshes. Let 2y and €21 be two different
computing domains, 7;1(0) = UiKl-(O) and 771(1) = UiKZ-(l) be the corresponding mesh decompositions on these two
domains, respectively. The two decompositions are nonnested. Then, we briefly introduce the fast interpolation
algorithm proposed by the FreeFEM team to deal with nonnested meshes [23].

Let Vh(g) ={v e CO(’7;L(€))| V|, € P1}, £ = 0,1, be the finite element space defined on 7;1(0) and ’Th(l). For

fe Vh(o), the problem is to find g € Vh(l) such that:

9(q) = f(q), ¥ vertex g of T,. (3.17)

A fast interpolation algorithm is proposed in [23] which is of complexity O(NiIlnNg), where Ny is the number of

)

vertices of 771(0), Ny is the number of vertices of 771(1 . The detailed process is presented in Algorithm 1.

Algorithm 1: Fast interpolation algorithm in FreeFEM

Data: First a quadtree is built containing all the vertices of the mesh 7;1(0) such that in each terminal
element there are at least one, and at most 2¢ vertices.
Result: g(q')

1 for each vertez q' in 7;51) do

2 Find the terminal cell of the quadtree containing ¢';

3 Find the the nearest vertex q? to ¢! in that cell;

4 Choose one triangle Ki(o) € 'Th(o) which has q? for vertex;

5 Compute the barycentric coordinates {\; };ji% of ¢! in KZ.(O);

6 while Not all barycentric coordinates are positive do

7 if One barycentric coordinate \; is negative then

8 replace Ki(o) by the adjacent triangle opposite ¢?

9 else if two barycentric coordinates are negative then
10 take one of the two randomly and replace K i(o) by the adjacent triangle as above
11 end
12 Compute the barycentric coordinates {; }jli% of ¢! in Ki(o);
13 end
14 Calculate g(q') on quo) by linear interpolation of f: g(q¢') = Zjii Ajf(q§0));
15 end

3.3 Nonnested augmented subspace method for Kohn-Sham equation

In this subsection, we introduce the nonnested augmented subspace algorithm for Kohn-Sham equation. To simplify
the description, we define a nonlinear operator which is composed of the Kohn-Sham Hamiltonian operator and a
positive constant:

~ 1
Hy = —iA-‘rVezt+M+VHar<P\IJ)+V:1:c(p‘P)’ v eV, (3.18)



where p is a positive constant that can be used to guarantee the coercive property.

The essence of the nonnested augmented method is to transform the solution of the Kohn-Sham equation on the
fine mesh into solving the linear boundary value problems of the same scale and solving a small-scale Kohn-Sham
equation in a low-dimensional subspace. In order to describe the nonnested augmented subspace algorithm, we
generate a coarse mesh 7y and corresponding linear finite element space Sp. The traditional multilevel correction
method requires the multilevel finite element space sequence satisfies the nested relationship

Tag CThy C--- CThy, and Sy C Sp, C -+ C Shy- (3.19)

The nonnested augmented subspace method presented in this paper does not require the mesh and finite element
space to meet the above nested property, which guarantees that the augmented subspace method can be used in
moving mesh sequence. In Algorithm 2, the flowchart of the moving mesh adaptive algorithm for the Kohn-Sham
equation is given.

Algorithm 2: Moving mesh adaptive algorithm for Kohn-Sham equation

Data: A given electronic structure, and the initial guess of the ground state
Result: Ground state of the given electronic structure
1 Give Kgom, Kmaz € N with Kgem < Kmaz, tol € RT, and let k = 0;

2 repeat
3 Using the standard self-consistent field iteration method to solve the problem: Find
(Any, Uh,) € R x Vj,, such that

{ (H‘Ilhk wiyhk’vhk) = Aiw (Vi Un)s Yony € Spyy 1=1,-0 N, (3.20)

fgdji,hkwj,hkdx = 5ij~

4 Move the mesh grids according to the measurement (3.8) by using /ps, as the adaptive function;
5 Update the mesh from 7y, to Ty, ., and interpolate the wavefunctions into the new mesh;

6 k=k+1;

7 until k > K, or AE/E < tol;

8 while k < K4 and AE/E > tol do

9 Using Algorithm 3 to solve the above problem (3.20);
10 Move the mesh grids according to the measurement (3.8) by using \/ps, as the adaptive function;
11 Update the mesh from 7y, to Tp, , and interpolate the wavefunctions into the new mesh;
12 k=k+1,;
13 end

Next, we introduce the an augmented subspace method to solve the Kohn-Sham equation (3.20), which transforms
the large-scale nonlinear eigenvalue problem into some linear boundary value problems of the same scale and small-
scale Kohn-Sham equations defined in a low-dimensional augmented subspace. Through the augmented subspace
method, the total computational work is asymptotically optimal since the dimension of the augmented subspace is
small and fixed. The detailed process is described in Algorithm 3.

From Algorithm 3, we can find that the Kohn-Sham equation (3.22) is defined in a low-dimensional space Sy p, ,
thus a small-scale linear eigenvalue problem is needed to be solved in each nonlinear iteration step, which requires
little computational work. But the augmented subspace Sg 5, includes the basis functions \f/%jl) derived from the
fine mesh 7j, , so the matrices assembling should be performed on the fine mesh to keep the accuracy.

Next, we introduce the detailed process for solving the small-scale Kohn-Sham equation (3.22) in Sp,. For
simplicity, we use h, Vj, QZi,h to denote hy, Vi,, zzg,:el), respectively. Define Ny := dimSy and N := dimS),,. Let

{¥, H}jvjl be the basis functions for Si. When solving (3.22) by iteration method, a linear eigenvalue problem as
follows is required to be solved in each iteration step:

FaUp = M\ FpUy, (3.23)

Ag by > ( By cy > ( uy )
F = R F = s U = 5 3.24
! ( b 8 N i 7 7\ a (324

where



Algorithm 3: Augmented subspace method for Kohn-Sham equation

Data: The initial value (Ago , ,(33)

Result: The ground state (Agfk), U e))
1 Give Kz €N, and tol € RT, and let £ = 0;
2 repeat
3 Solve the following N problems: Find 1/)(“'1) € Sp,, such that

( W(f)zpffh*; v ) (M + 1) (B0 vm)s Yon, € iy i =10+, N, (3.21)
4 Solve the following small-scale Kohn-Sham equation in an augmented subspace
SH.h, = Su + span{\ffgfjl)}: Find (A Ezhtl ,wl(z,:cl ) € R x Sy p, such that
241 (e+1), (441 )
<H\Il§f:1>wl(”; )’vhk> Zf;)(lbz(ht-,)’q}hk)v vvhk eSth i=1,---,N, (3'22)

to get the new approximate eigenpair (A(Hl) \I/([Jrl))

5  Update the density function p(Hl) ZZ 1 wzz,;; Y,
6 Let £ =/ + 1
7 until ||p(é) phk )||o <tol or k> Kiaz;

b

with Ay, By € RNuXNu by ey € RVaXN 3 4 ¢ RVXN Here, Uy = (up,a)T is the eigenvector to be solved
in each iteration step, and dimUy = dimVy + N, N is the number of eigenpair to be solved. The mass matrix
By = ((gbz Hy 05, H)TH)l <ij<Nm remains unchanged during the nonlinear iteration, which can be assembled once at
the beginning of Algorithm 3. Hereafter, (-,-)7 denotes the L?-inner product on the mesh 7.

For the matrices cg = ((1/Jj,h7 %‘,H)Th) | <i<Ng1<j<N and v = ((wj’;“ 1/J¢$h)7-h) L<ij<N the involved basis functions
{;nt1<j<n are defined on the fine mesh 7. Thus, to keep the accuracy, these matrices assembling should be

performed on the fine mesh 7,. As we can see, the basis functions {{ﬁ\j,h}lgjg ~ remain unchanged during the
nonlinear iteration step, thus the matrices ¢y and ~ also can be assembled once at the beginning of Algorithm 3.
It is noted that, based on the above discussion, the mass matrix Fp only need to be assembled once at the
beginning of the nonlinear iteration in Algorithm 3. No updates are required during the iteration.
Next, we discuss the stiffness matrix F'4. Let us divide the stiffness matrix into linear and nonlinear parts. The
linear part A% is defined by:

1
(AR)ig = 5 (V0ins V)7 + (Vearthin U5n) 7 + (10, 05.0) 75 (3.25)
The nonlinear part ANL consisting of the Hartree potential and exchange-correlation potential is defined by:

(AN")i; = (VEar + Vae)Vins ¥i0) T (3.26)

where Vi, and V. need to be updated in each nonlinear iteration because they depends on the density function
that will be updated after each iteration. Let us define Aj, := AF + AN, Using the interpolation algorithm defined
in Algorithm 1. The matrix Ay involved in F4 can be calculated in the following way

A = (I5y)" Anlf, (3.27)

where [ 1’21 denotes the interpolate operator from Sy to Sj, based on Algorithm 1.
The remaining parts by and S can be calculated by:

by = (1) T AW, (3.28)



and
B=UTA,U,. (3.29)

Remark 3.1. Based on the assembling process (3.23)—(3.29), the main computational work is spent on (3.26) in
each nonlinear iteration. Fortunately, the matriz assembling can be performed in parallel since there is no date
transfer, and meanwhile the software package used in this paper has an excellent parallel ability [29, 41], thus we
assemble the matriz using parallel computing technique.

3.4 Convergence analysis and computational work estimate

In this subsection, we give the convergence analysis and computational complexity estimate for Algorithms 2 and 3.
First, we can obtain the following theorem to guarantee the well-posedness of the linear boundary value problems.

Theorem 3.1. With sufficiently small mesh size, there exists a positive constant p such that the following coercive
property holds true

au(¢a (b) + (VHa’r(p\Ilh>¢? ¢) + (Vwc(p\llh)(ba ¢) Z Hv¢||g7 v¢ € H(%<Q)a (330)
where
1
4,(9,9) = 5(Vd, V) + (Ve §, 6) + (&, ). (3.31)
Proof. For the Coulomb potential V ,; = — Zﬁil Zy./|z — Rk, using the following uncertainty principle lemma [45]:
2
/ v (f)dx < 4/ \Vw|2de, Yw e HY(Q), (3.32)
o |zl Q
we obtain
M 1/2
Zrp \?
exr k) S T 1 d
(Veast ) (/Q (5w 2m) x) 19l
M M 2 1/2
< Z2 ———)d
I (/Q(; K)(;J}—ng) x) ||¢||0
Y 1/2
< 2VM (Z Zi) IValoll8lo
k=1
1 M
< IVl +8M <Z Z%) II13- (3.33)
k=1
For the Hartree potential, using (3.32) and Hoélder inequality, we have
(Virar (pw,)¥:9) < [lr™ % pwy flo,co 1 8llol10lo
< 2[[Vllol[TrllollVolloll¢llo
1
< SIVells + 8IVEaligll@alizlols. (3.34)

For the exchange-correlation potential, we have

(V$C(p\1/h)¢7 ¢) = ((Vacf(p\llh) - Vz(‘(o))¢7 (,25) + (Vzc(0)¢7 ¢) (335)

From Assumption A, we have |V,.(0)| < as. For the first part of (3.35), the following estimate holds

N
Vae(pw,) = Vae(0) = 2> Vilpw.)vetts (3.36)
1=1

10



with 9. ; = 0¢; p, + (1 — 0)0 = 04, 5, and 0 € [0,1]. Using Assumption B, we can further derive

N a=1\ N
V:cc(p‘lfh) - ch(o) S 211+ <Z dj?,z) Zws,ﬂ/}i,h
=1 1=1

N a=1\ N
= 2(1+ <Z(9¢ivh)2> > 097, < 20w, + 205, (3.37)

i=1 i=1
Inserting (3.37) into (3.35) and using Holder inequality, we can derive

(Vae(pw, )0, 0) < 2(pw, b, ) +2(p§, 6, 6) + azllollF

< 2lpw,llosldllollellos + 2008, lo.s/allélolllos)3-2q) + azlllld

(3.38)
< 20em(IVELIIG + IVELIE) 2l Vollo + azlloll,

1
< SIVOlE +8CE.(IVEAIIE + IV ZRIE™) (101 + azli#ls,

where C.,, is the mesh-independent constant involved in embedding theorem Hg(2) < L%(Q), when Q C R3.
Combining (3.33), (3.34) and (3.38), the following inequality holds

0(6,9) + (Viar(09,)6,6) + (Vee(p, )9, 6) )
> JIVOlR + ulloll ~ SIVoIE — IVaI3 — <Ivald - v (S 23 ) lol3 (339)
~SIVEL L3613 — 8C2, IVl + [VEAIE)2013 - aallol3
Then we derive the desired result (3.30) by choosing

M
p=8M (3 23 ) +SIVUIBITIE + 82, (IV T + [VEIE)? +as,
k=1

and the proof is completed. O

Theorem 3.2. Under Assumption A-C, the eigenpair approrimation (A;f:l), \I/g:l)) derived by by Algorithm 3 has
following error estimates

V4 l YA
10— T S A= AL+ 18— 0o + |0 — By, Oy, (3.40)
/41 /41 /41
1@ — 5Vl + A = ALY S r (Vi) e — WY (3.41)

where the projection operator Pp, : H — Vi, is defined by: Pp, = (Py, )" and
au (P, vn,) = a,(u,vn,),  Yop, € Shy, Yu € Hy(Q). (3.42)
Proof. From (2.8) and (3.42), the following equation holds true for i =1,--- | N:
an(Pr i vn,) = ap(Visvn,) = (N + )%, v, ) — (Viar(pe)tis vn, ) — (Vaoe(pw)ti, vn,), Yon, € Sp,. (3.43)
Then from (3.21) and (3.43), we obtain
an(Pry i = D050 o)+ ((Vitar oy 0) + Vaelpgg0)) (Pt = 0435 ). on, )

k
= (N + )i — ()\g}zk + u)déﬁzk,vhk) + (VHar(pq,g’j)Phu/% on,,) — (Virar (pw) i, vn,, ) (3.44)
+(V$C(p\p§f«))Phk¢iavhk) - (ch(P\P)‘/)u Uhk)7 V'Uhk 6 Shk'
k

11



Now let us estimate the equation (3.44) termwise. We deduce from triangle inequality that

4 ¢ Y4 ¢
(i + v — A9+ w0l on) S = A allollon, lo + A, + I — v Tollvallo-

For the Hartree potential, using the uncertain principle lemma, the following inequalities hold

(VHar(Pq,gfk))Phkwi;'Uhk) — (VHar(Pxp)wi,Uhk)
= (VHar(p\I,Efk))(PhkT/)i - wi),vhk> + ((VHar(pq,Ez)) — Viar(pw))i, Uhk)

g
= (r'x Py (P i — ti)on,) + (r" = (P\I,;w — p), Yivn,) (3.45)
Sllrh = Py 10,00 | Phi i = Willo[lon, llo + I~ (Pq,m = pw)llo.col[¥illollvny llo

¢ é
snw”nonw lol| Pay s — Willol|vnllo + 125 mnouvw( +0)ol[ilo|vny llo-

For any I" € H, based on Assumption B, the exchange-correlation potential can be estimated by

(Vaelo) )P0, 0.T) = (Vaclpu)¥,T)
= (Vael pgfh W L) = (Vaelpu) ¥, r)+(Vm<p$’k>(Phkm—m;i?),r)

= 2(Vielpw, ngz = ), Zwm]) (Veelpo) (¥} = w),T)

+( mm, ) (B, ¥ — W), r)

N
1/2 [/ 1/2 1/2 1/2 1
< (Vielpao) p\J& (> f,ik P Z )+ (Vaelpw) (W) = w),T)
i=1 J=1 3.46
+(Vaelply), ) (B WU r) 0
X 1/2 al 1/2
¢ ¢
< (Vielou)ow, Z f%k (9)Y) + (Vaelpw (¥4 — w),T)
i=1 j=1
¢ ¢
+(Vae(ply), ) (Br, ¥ = 0} >> r)
N 12 e o012
¢
(p\P§+p\Pg Z zhk 2 ’(Z’y?) )"‘(ch(qug)(\l’() \I])’F)
i=1 j=1
¢ ¢
+(Vac(ply), ) (Br, ¥ wgk)),r),
where U¢ = €01 + (1 - €)T with € € [0, 1].
For the first part of (3.46), we have
Y 1/2 al 1/2
(owe + 5 (X0, =) (322) )
i=1 =1
N
(P\P5+P\p5 (Z ) Z|’YJ>
=1
N N
1/2 (3.47)
¢
D15 llosa (Z @0 =9%) ", Jsllosss-2a
=1 i=1 ’
j N »
+ZHP<I>E||0,3H(Z v - ) HOQH%‘HO,G
j=1 i=1 ’
‘
<15 = ol
For the second and third parts of (3.46), using the proof technique for (3.38), the following estimate holds
v U —0) 1) + (Vae(pF) )Py, @ — ) T) < v r 3.48
(Vae(puw ) (W3, — 9),T) + (Vae(py, ) (P, ) T) < (] lo@)ITll1,0- (3.48)

12



Using (3.46), (3.47) and (3.48), there holds

(Vaclpie), B 0.7) = (Veclpw) 0. T) £ (10 = 93 lo.o + |9~ Pr, W) (3.49)

Taking vy, = P, i — P i (3.44), due to Lemma 3.1, (3.45), (3.46) and (3.49), we derive

i,hg

T (441 +1
Py, @ — TSFV)3 = anhkm v i

A
1M=1

{a# Phkq;zjz wl(e}j;l)a Phkwl wz(z}j:))
p e . (3.50)
+(VHar(pq,(@))(Phkwl ’(/}7, i ) Phsz ’(/}7, Jhi )

+(Vzc(p\1,(/) )(Phsz U]z(e}j;l))a Phsz qzjz(zfj;l))}
(1A = AL+ 1% = o+ % = P ¥ ) By ¥ — 5,

N

which yields

10 — Py, |y + | Py ¥ — T
19 — Py, Ul + [A = A+ 2 — 2. (3.51)

v - <
<

Since Sg,p, is a subspace of Sy, , the Kohn-Sham equation (3.22) can be regarded as a subspace approximation for
(2.9). From Assumption C and (3.51), we have

R TP [ 7 [P A R VI N A [ e e 1

This is the desired result (3.40). The estimate (3.41) can be obtained by Assumption C, and the proof is completed.
O

Theorem 3.2 shows that the augmented subspace method defined by Algorithm 3 can really improve the accuracy
after each iteration, which is the base for designing the nonnested augmented subspace method for Kohn-Sham
equation.

Next, we estimate the computational work of the nonnested augmented subspace method. In this paper, we
use Mshmet and Mmg3d [17,20] to realize the moving mesh process. Therefore, the unit mesh principle shall be
met [17,20]. That is, for any K € Ty, there holds

e"M(k)e=1, Vec€ Eg, (3.52)

where M (k) is the metric on the mesh element K, F is the union of the boundaries of K. Based on the definition
of M and the unit mesh principle (3.52), we can change the length of each edge through adjusting the value of ¢,
which then leads to the following relationship for the number of degrees of freedom:

N, ~n""*N,, k=1,2---,n, (3.53)

where 7 denotes the coarsening rate between two consecutive meshes.

Let W}, denote the computational work in the k—th finite element space, O(My,) denote the computational
work for solving the Kohn-Sham equation in the first kg adaptive spaces, n denote the number of mesh levels, w
denote the nonlinear iteration times, ¥ denote the number of processes. We use parallel computing technique to
assemble the matrix in step 3 of Algorithm 3, and the resultant algebraic system is solved by the parallel algebraic
multigrid method. Thus the computational work for the N linear boundary value problems is O(NNy/¢). For
the small-scale nonlinear eigenvalue problem involved in step 4 of Algorithm 3, the matrices are assembled through
parallel computing technique, and the small-scale algebraic eigenvalue problem is solved in serial computing with
computational work O(Mp). Then the total computational work in the k—th (k > kg) finite element space is

N,

Wy = O(NZ:;k +w (? + My ). (3.54)
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Theorem 3.3. Assume that the number of degrees of freedom on two consecutive meshes satisfies the proportional
relationship (3.53). Then the total computational work of Algorithm 3 can be estimated as follows

N+ w
Wiotat = O( === Ny + wlogNy Mg + My, ). (3.55)

Proof. Based on the computational work (3.54) in one finite element space and the proportional relationship (3.53),
we have

i Ne N
Wiotat = 3 Wi =0 [ My, + Z (N 3 (? + MH))
k=1

k=ko+1

N+tw <«
O( Z Nk-i-wlogNnMH—FMkD)

9
k=ko+1
N
- 0( ; N, + wlogN, My +Mk0) . (3.56)
Then the proof is completed. O

Remark 3.2. For complicated molecular system, the number of the desired eigenpairs (N) and the number of
nonlinear iteration times (w) will be large. But fortunately, the software package FreeFEM [29] has a good scalability.
Thus, when the number of processes 9 is large, we can still derive an asymptotically optimal computational work
estimate.

4 Numerical experiments

In this section, we provide four numerical examples to validate the efficiency of the proposed nonnested augmented
subspace method in this paper. These numerical examples are implemented on the high performance computing
platform LSSC-IV in the State Key Laboratory of Scientific and Engineering Computing, Chinese Academy of
Sciences. Each computing node has two 18-core Intel Xeon Gold 6140 processors at 2.3 GHz and 192 GB memory.
All the parallel solving processes in this paper use 72 cores. We adopt the open source finite element software package
FreeFEM [23,29] to do the numerical simulation. The anisotropic measurement is generated by the Meshmet of
Hessian matrix based on adaptive function (density function), and the adaptive mesh is generated by the software
package Mmg3d [17,20]. The involved linear boundary value problems are solved by PETSc-GAMG [5], and the
linear eigenvalue problems are solved by Krylov-Schur method [25] in SLEPc [46]. In all the numerical experiments,
we set the threshold in Algorithm 2 to be K., = 4, and set the positive constant y in Algorithm 3 to be u =
M 2

8M (Yp—s ZK).

For the nonlinear eigenvalue problems, we use the Anderson mixing scheme to accelerate the convergence rate [4].

The detailed process can be described as follows: Let ngl and pgz)ut represent the input and output electron densities

of the m-th self-consistent iteration. To input the (m + 1)-th self-consistent iteration, pgln;f D g computed as follows:
P = Bt + (1= B)Bnin, (4.1)
where
m—1 )
ﬁh,in(out) = ampgzr,rz%(out) + Z Oéjp%{zn(out)’ (42)
Jj=mo
and the sum of the coefficients equals to one, i.e.,
Qg + Qg a1+ + = 1. (4.3)
According to (4.3), the equation (4.2) can be written as
( m)
'Oh yin(out) = h,in(out) + Z aj ph]Zn(out pEL zn(out))’ (44)

Jj=mo
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Here the positive integer mg € [1,m], and the depth of the mixing scheme is defined by depth:= m —mg+ 1, 8 is a
given weight value.

Denoting F(™) = pé"&t - pgxi and F = Ph,out — Ph,in- Based on (4.4), there holds

m—1
F=F0m 4 Z a; (F(j) _ F(m)). (4.5)
Jj=mo
The coefficients «; are determined by minimizing |F|2 = | Ph.in — Ph.out||3, which amounts to solve the following
equations:
m—1 . .
Z (F(m) —pO) plm) _ F(k))ak = (F(m) _ F(J)’F(m))7 j=mg, - ,m—1. (4.6)
k:mo

In our numerical experiments, we choose the depth= 5, the damping coefficient 3 = 0.7.

4.1 Kohn-Sham equation for Helium

In the first example, we solve the following Kohn-Sham equation for Helium:

1 2
(—fA——+/ Py) dy + Vee )Y = X, in
2 o lr—yl

=0, on 99, (4.7)

/ 2 = 1,
Q

where Q = (—10,10)3. In this example, the electron density p = 2|1)|?. The exchange-correlation potential is chosen
according to (3.2) and (3.3). The experimental value of non-relativistic ground state energy of Helium atom is
-2.90372 hartree [50].

Here, we use three types of algorithms to solve the Kohn-Sham equation (4.7). The first one uses the self-
consistent field iteration to solve (4.7) directly on the fixed structure mesh. The second one uses the self-consistent
field iteration to solve (4.7) directly on the adaptive moving mesh (i.e. step 3 of Algorithm 2 is solved directly by
the self-consistent field iteration). The third one uses the nonnested augmented subspace method to solve (4.7). In
the moving mesh adaptive process, the metric matrix is given by the modified Hessian matrix (3.8) of p'/?(x). The
tolerance in Algorithm 2 is set to be 1E — 3. The tolerance in Algorithm 3 is set to be 2E — 4.

A
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Figure 1: Contour plot of the electron density (left) and the adaptive moving mesh (right) for Example 1

The density function and the adaptive mesh of the nonnested augmented subspace method are presented in Figure
1. The ground state energy and the corresponding error estimates derived by these three methods are presented in
Figure 2. It can be seen from Figure 2 that the ground state energy of Helium atom first decreases quickly and then
tends to be stable with the adaptive refinement of the mesh. Besides, we also can see that the adaptive iterative
methods have a better accuracy than the finite element method with the uniform mesh.
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Figure 2: The ground state energy (left) and the corresponding error estimates (right) for Example 1

4.2 Kohn-Sham equation for Hydrogen-Lithium

In the second example, we solve the following Kohn-Sham equation for Hydrogen-Lithium:

1 3 1
(-5a- - +/ o) dy + Vae )i = Aiths, in @, i =1,2,
2 |z —ri| |z —ra| o lr—yl

¥; =0, on d9), i=1,2, (4.8)

/ %w]dﬂ = 5i,ja Zv] = 1727
Q

where = (—10,10)3. In this equation, the electron density p = 2(|¢1]® + [¢)2]?), 7; (j = 1,2) is the position of
lithium atom and hydrogen atom and we take r; = (—1.0075,0,0), ro = (2.0075,0,0). The exchange-correlation
potential is chosen according to (3.2) and (3.3). The experimental value of non relativistic ground state energy of
Hydrogen-Lithium molecular system is -8.070 hartree [12]. In this example, we set the tolerance in Algorithm 2 to
be 1F — 3 and tolerance in Algorithm 3 to be 2E — 4. We also use these three numerical methods as described in
the first example to solve (4.8).
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Figure 3: Contour plot of the electron density (left) and the adaptive moving mesh (right) for Example 2

The density function and the adaptive mesh for Hydrogen-Lithium are presented in Figure 3. The ground state
energy and the corresponding error estimates derived by these three methods are presented in Figure 4. It can be
seen from Figure 4 that the ground state energy of Hydrogen-Lithium decreases quickly to a stable constant with
the adaptive refinement of the mesh. Besides, we also can see that the adaptive iterative methods have a better
accuracy than the finite element method with uniform mesh. At the same time, it can be seen that the convergence
rate of Algorithm 3 tends to 2/3 with mesh refinement.

In Table 1, we present the computational time of the nonnested augmented subspace method and the direct adap-
tive finite element method (i.e. solve the Kohn-Sham equation directly using the moving mesh adaptive technique).
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Figure 4: The ground state energy (left) and the corresponding error estimates (right) for Example 2
Elements (Direct method) | 9008 | 11463 | 15943 | 29015 | 57078 | 113729 | 240435 | 518786
Time (Direct method) 7.024 | 10.231 | 14.188 | 18.587 | 23.694 | 32.339 | 46.215 | 74.595
Elements (Algorithm 3) 8819 | 11240 | 17235 | 31297 | 55690 | 113168 | 236780 | 510949
Time (Algorithm 3) 8.642 | 11.176 | 15.370 | 19.260 | 23.340 | 30.560 | 38.086 | 49.016

Table 1: CPU time (in seconds) for the nonnested augmented subspace method and the direct adaptive finite element
method.

It can be seen that the nonnested augmented subspace method is more efficient when the number of mesh elements
reaches 55690 or more, and the advantage is more obvious with the increase of the number of mesh elements.

4.3 Kohn-Sham equation for Methane

In the third example, we consider the Kohm-Sham equation for Methane. To show the efficiency of the nonnested
augmented subspace method intuitively, we also use these three methods described in Example 4.1 to solve the
Methane molecules. The computational domain is set to be 2 = (—10,10)3, and the atomic positions of Methane
are shown in Table 2.

Atom X y VA Nuclear charge
Cy 0.0000 | 0.0000 | 0.0000 6
H, 1.3092 | 1.3092 | 1.3092 1
Hj -1.3092 | -1.3092 | 1.3092 1
Hy 1.3092 | -1.3092 | -1.3092 1
H; -1.3092 | 1.3092 | -1.3092 1

Table 2: The position and the nuclear charge of each atom in Methane.

For a full potential calculation, there are total ten electrons. Since we don’t consider spin polarisation, five
eigenpairs need to be calculated. The tolerance setting in Algorithms 2 and 3 is the same as that of Example 4.1.
The reference value of non relativistic ground state energy of methane molecule is set to be -40.41 hartree [28].

Figure 5 shows the electron density distribution and adaptive mesh of Methane molecule. Figure 6 shows the
change curve of ground state energy and the corresponding error estimates for Methane molecule with the increase-
ment of the number of mesh elements.

Table 3 shows the computational time of the nonnested augmented subspace method and the direct adaptive finite
element method. It can be seen that when the number of mesh elements reaches 499064, the nonnested augmented
subspace method has an advantages in solving efficiency over the direct adaptive finite element method.
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Figure 5: Contour plot of the electron density (left) and the adaptive moving mesh (right) for Example 3
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Figure 6: The ground state energy (left) and the corresponding error estimates (right) for Example 3
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Elements (Direct method) | 10208 | 11496 | 22267 | 45982 | 102415 | 225074 | 492919 1072524 | 2329210
Time (Direct method) 10.904 | 15.141 | 20.737 | 29.902 | 42.412 | 68.716 | 140.839 | 312.876 | 756.633
Elements (Algorithm 3) 10545 | 10599 | 22682 | 51646 | 108014 | 230730 | 499064 | 1083722 | 2342607
Time (Algorithm 3) 10.762 | 14.027 | 19.386 | 30.579 | 53.005 | 70.812 | 86.976 | 149.184 | 209.735

Table 3: CPU time (in seconds) for the nonnested augmented subspace method and the direct adaptive finite element

method.

18




4.4 Kohn-Sham equation for Benzene

In the last example, we consider the Kohn-Sham equation for the Benzene molecule. The computational domain is

taken as 2 = (—10,10)3, and the atomic positions of Methane are shown in Table 4.

Atom X v zZ Nuclear charge
Cy 0.0000 | 1.3970 | 0.0000 6
Cs 1.2098 | 0.6985 | 0.0000 6
Cs 1.2098 | -0.6985 | 0.0000 6
Cy 0.0000 | -1.3970 | 0.0000 6
Cs | -1.2098 | -0.6985 | 0.0000 6
Ce | -1.2098 | 0.6985 | 0.0000 6
Hr 0.0000 | 2.4810 | 0.0000 1
Hg 2.1486 | 1.2405 | 0.0000 1
Hy 2.1486 | -1.2405 | 0.0000 1
Hio | 0.0000 | -2.4810 | 0.0000 1
Hy; | -2.1486 | -1.2405 | 0.0000 1
Hyo | -2.1486 | 1.2405 | 0.0000 1

Table 4: The position and the nuclear charge number of each atom in Benzene.

For a full potential calculation, there are total 42 electrons. Since we don’t consider spin polarisation, 21 eigenpairs
need to be calculated. The tolerance setting in Algorithms 2 and 3 is the same as that of Example 4.1. The reference

value of non relativistic ground state energy of methane molecule is set to be -231.78 hartree [28].

Elements (Direct method) | 8946 | 13095 | 21675 | 58635 | 198145 535501 1245081 2789529
Time (Direct method) 19.079 | 28.454 | 40.958 | 63.495 | 109.606 | 223.390 | 470.353 | 1027.426
Elements (Algorithm 3) 8897 | 12505 | 20535 | 62348 | 207362 550236 | 1262297 | 2796022
Time (Algorithm 3) 14.235 | 21.239 | 35.367 | 62.337 | 79.789 | 133.229 | 187.119 | 294.440

Table 5: CPU time (in seconds) for the nonnested augmented subspace method and the direct adaptive finite element
method.
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Figure 7: Contour plot of the electron density (left) and the adaptive moving mesh (right) for Example 4

Three numerical methods described in Example 4.1 are tested in this example. Figure 7 shows the electron density
and adaptive mesh of the nonnested augmented subspace method. It can be seen from Figure 7 that the mesh nodes
gather in the region with singular electron density (near the atomic centers), while in the region far away from the
atomic centers, the mesh node distribution is sparse, which is consistent with the distribution of electron density
function.

Figure 8 shows the decline curve of ground state energy and corresponding error estimates with mesh adaptive
movement. From Figure 8, we can see that compared with the moving mesh adaptive method (red line and yellow
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Figure 8: The ground state energy (left) and the corresponding error estimates (right) for Example 4

line), the finite element method performed on the fixed structural mesh (blue line) derives a slower convergence rate.
Moreover, when the number of mesh elements reaches 233280, the nonlinear iteration on fixed structure mesh still
does not converge even if the Anderson acceleration technology is adopted.
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Figure 9: The computational time and parallel scalability of the nonnested augmented subspace method for Example
4

Table 5 compares the computational time of the nonnested augmented subspace method and the direct adaptive
finite element method. It can be seen that when the number of mesh elements reaches 207362, the nonnested
augmented subspace method has advantage in solving efficiency over the direct adaptive finite element method.

In addition, we also present the computational time of the nonnested augmented subspace method for Benzene
in Figure 9 to test its linear complexity and the parallel scalability. Figure 9 shows that when the number of mesh
elements reaches 500000, the nonnested augmented subspace method has a linear computational complexity with
the increase of the number of mesh elements. The strong scalability and weak scalability is also presented in Figure
9. In Figure 9, the label “All meshes” (blue line) represents the total computational time from the coarsest mesh
to the finest mesh. The labeled “finest mesh” (red line) represents only the computational time in the finest mesh,
The green line is the result of weak scalability, and 9, 18, 36, 72, 144 and 288 processes are used, respectively. From
Figure 9, we can find that the nonnested augmented subspace method has a good scalability.

5 Concluding remarks

In this paper, a nonnested augmented subspace method is proposed to solve the Kohn-Sham equation based on the
moving mesh adaptive technique and augmented subspace method. Because the moving mesh adaptive technology
is used to generate nonnested mesh sequence, the redistributed mesh is almost optimal. In the solving process, we
transform the classical nonlinear eigenvalue problem on a fine mesh into a series of linear boundary value problems
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of the same scale on the adaptive mesh sequence, and subsequently correct the approximate solutions by solving the
small-scale nonlinear eigenvalue problems in a special low-dimensional augmented subspace. Since solving large-scale
nonlinear eigenvalue problem is avoided which is time-consuming, the total solving efficiency can be greatly improved.
Some numerical experiments are also presented to verify the computational efficiency and energy accuracy of the
algorithm proposed in this paper.
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