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Abstract

We provide transformation matrices for arbitrary Lorentz transformations of mul-
tidimensional Hermite functions in any dimension. These serve as a valuable tool
for analyzing spacetime properties of MHS fields, and aid in the description of
the relativistic harmonic oscillator and digital image manipulation. We also focus
on finite boosts and rotations around specific axes, enabling us to identify the
Lorentz Lie algebra generators. As an application and to establish a contact with
the literature we construct a basis in which the two dimensional rotation operator
is diagonal. We comment on the use of hypergeometric functions, the Wigner d-
functions, Kravchuk polynomials, Jacobi polynomials and generalized associated
Legendre functions.
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1 Introduction

Modern theoretical high-energy physics is based on the assumption that on flat
Minkowski background elementary fields and particles are classified by irreducible uni-
tary representations of the Poincaré group or its generalizations, such as the conformal
group or the super-Poincaré one. In the seminal papers [1–3] the irreducible unitary
representations of the 4d Poincaré group were classified into massive, massless and
tachyonic ones, apart from the zero-momentum unfaithful representations. The mass-
less representations are in turn divided into discrete/finite spin ones, characterized by
helicity taking a finite set of values so that they have a finite number of components,
and continuous/infinite spin ones, (see e.g. [4] for a modern treatment of the subject),
characterized by a continuous value of the second quartic Casimir. Whereas tradi-
tionally the latter representations, with their infinite number of degrees of freedom
at any point in spacetime, have been neglected in field theory, in recent years they
have been the object of novel interest [5–14] due to their enticing properties which
seem to fit well into such distinctively stringy regimes as the tensionless limit, where
the onset of higher spin gravity is expected. In fact, the spectrum of helicities of a
continuous-spin particle coincides with the one in higher-spin gravity and the presence
of a dimensionful continuous parameter might help circumvent the no-go theorems for
interacting higher spin particles in flat background in a way similar to what happens
in the presence of a cosmological constant.

On the other hand, there are situations where it is not completely clear how the
physical solutions can retain Lorentz covariance without breaking unitarity. One cel-
ebrated such case is the relativistic harmonic oscillator, considered as a model for
bound states of quarks in a relativistic setting [15, 16] (see also [17] for a review),
but whose eigenvalue equation plays also a crucial role in determining the spectrum
of string theory. It was pointed out [18] that the standard approach in string theory
boils down to considering solutions of the relativistic harmonic oscillator equation in
a spacelike sector of every normal mode of the relativistic string. On the one hand
this ensures the elimination of most tachyonic modes and the absence of negative
norm states upon application of covariant quantization, on the other hand it is not
to be excluded that other solutions may exist. In particular it was pointed out there
are solutions supported on mixed spacetime and timelike sectors that are completely
free of negative norm states and realize infinite dimensional unitary representations
of the Lorentz group. Such representations were first considered by Dirac [19] in 1944
on a suitably defined space of infinite sums of polynomials of a real variable with the
coefficients in the sums named “expansors”. In this paper we are interested in an infi-
nite dimensional unitary representations of the Lorentz group constructed using fields
expanded in Hermite functions.

The need for studying such infinite dimensional unitary representations of the
Lorentz group comes in the context the Moyal-Higher-Spin (MHS) formalism, defined
and developed in [20–23]. It is an approach to study higher spin theory, built on a 2d-
dimensional manifoldM×U with coordinates (xa, ub), whereM represents Minkowski
spacetime, and U an auxiliary space of equal dimension. Fields Φ(x, u) that live on
such a manifold depend on both x and u coordinates.
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To better understand the purely spacetime content of the MHS fields, one needs
a way of integrating out the dependency on the auxiliary coordinates, while ensuring
that physical observables remain well defined. This motivates expanding the MHS
fields in an orthonormal basis of functions in the auxiliary space, which ensures that
functionals quadratic in the field variables are finite;

Φ(x, u) =
∑
M

ϕM (x)fM (u) , (1.1)

where {fM (u)} are orthonormal functions on the auxiliary space. A particularly con-
venient choice for the basis are Hermite functions defined below. The MHS models
developed primarily in [22] incorporate the Poincaré group of symmetries of spacetime,
of which the Lorentz group is a subgroup, thus creating a necessity to understand
the behavior of basis functions under Lorentz transformations f ′M (u) = fM (Λ−1u),
particularly in the infinitesimal case.

The defining representation of the Lorentz group are finite dimensional matrices
Λµν , which are not unitary, instead satisfying1

Λµα ηµν Λ
ν
β = ηαβ . (1.2)

In this work, we build a representation of the Lorentz group on a space of
multi-dimensional Hermite functions, which is unitary by construction, albeit, infinite-
dimensional. Since the group of rotations is a subgroup of the Lorentz group, the
results we obtain can also be used to represent Euclidean rotations on the space of
Hermite functions in an arbitrary number of dimensions. Results covering the case of
one-dimensional boosts were obtained in [24, 25] in the context of the relativistic har-
monic oscillator, while the problem of Euclidean rotations of Hermite functions was
also studied in the context of computer graphics [26–28]. The complete solution for
an arbitrary Lorentz transformation was so far not available.

We start with a reminder on representing groups on spaces of functions and outline
the method we used to construct the representation. Afterwards, we specialize to
Hermite functions and the Lorentz group and provide explicit representation matrices
for an arbitrary Lorentz transformation, as well as for particular cases of boosts in
specific directions and rotations around specific axes in D = 4. From the finite case,
we find the generators of the Lorentz Lie algebra in D = 4, calculate the Casimir
elements, and as an application we discuss a basis for the vector space of Hermite
functions for which the rotation operator around the z-axis is diagonal. The appendices
contain details necessary for the diagonalization procedure including the derivation
of the result with the help of the Kravchuk polynomials and a presentation of the
result in terms of the Wigner d-functions. Relation to hypergeometric functions, Jacobi
polynomials and generalized associated Legendre functions is also exhibited.

1Einstein’s summation convention is understood and we use the η ∼ (−,+, ...,+) signature.
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2 Representing a group on a function space

Let a group G be represented on RD by linear operators g. The action on functions
on RD is given by

h′(x) ≡ h(g−1x) . (2.1)

Let us choose a complete orthonormal real basis of functions fN (x) which will
span L2(RD), indexed by a (possibly composite) index N . The orthonormality and
completeness conditions are given by∫

dDx fN (x)fM (x) = δNM ,
∑
N

fN (x)fN (y) = δ(D)(x− y) . (2.2)

We can expand an arbitrary element h(x) ∈ L2(RD) in the chosen basis as

h(x) =
∑
N

hNfN (x) . (2.3)

Since a transformed function h′(x) = h(g−1x) can be expanded in two ways

h′(x) =
∑
N

hNfN (g−1x) =
∑
M

h′MfM (x) , (2.4)

the orthogonality of the basis functions (2.2) can be used to express

h′M =
∑
N

hN
(∫

dDx fM (x)fN (g−1x)

)
, (2.5)

which furnishes a representation of G denoted by2

DM
N (g) ≡

∫
dDx fM (x)fN (g−1x) . (2.6)

The transformation between function coefficients can now be written as

h′M =
∑
N

DM
N (g)hN (2.7)

We indeed have a preserved group structure, since for h′′(x) = h(g−1
1 g−1

2 x) = h(g−1
3 x)

one can obtain
DN
K(g3) =

∑
M

DN
M (g2)D

M
K (g1) . (2.8)

2The constructed matrices DM
N (g) are real since the choice of the basis functions fN (x) was real. The

procedure can be generalized to complex valued functions.
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In case of special pseudo-orthogonal groups SO(p, q) (e.g. the Lorentz group or the
rotation group), the obtained matrices DM

N (g) will be unitary. To prove unitarity (i.e.
orthogonality in our case) we notice an equality∫

dDx fN (g−1x)fM (g−1x) =

∫
dDy fN (y)fM (y) = δNM , (2.9)

owing to the Jacobian being equal to unity. By using equation (2.6)

fN (g−1x) =
∑
M

DM
N (g)fM (x) , (2.10)

we obtain ∑
J

DJ
ND

J
M =

∑
J

(DT )NJ D
J
M = δNM . (2.11)

Below we will use this approach to construct a unitary representation of the Lorentz
group.

3 Representation of the Lorentz group on L2(RD)

3.1 Hermite functions and the generating integral

Our choice for the basis of L2(RD) are multi-dimensional Hermite functions defined
below. Partial results for the representation matrices of the Lorentz group on Hermite
functions were obtained by Ruiz [24] and generalized by Rotbart [25] in the context
of finding transformed eigenfunctions of a relativistic quantum harmonic oscillator.
Their results cover the case of one-dimensional boosts. The main idea we take from
their calculations is to integrate a product of generating functions and find the sought-
for result in the subsequent expansion. Our approach is more general and enables us
to calculate the representation matrices for arbitrary elements of the Lorentz group.
Here we note that the results we obtain cannot be simply deduced from the results
[24] and [25] e.g. using tricks involving covariance. The reason for this can be traced to
the form of the weight function. Namely, if for simplicity we restrict for the moment to
the 4-dimensional case, our basis functions are weighted using exp(−t2−x2− y2− z2)
which makes the basis functions localized, but on the other hand complicates their
transformation properties since −t2 − x2 − y2 − z2 is not invariant under Lorentz
transformations (cf. footnote 5). Hence, here we do the calculation assuming a general
form of a Lorentz transformation matrix from the start.

To begin, we introduce Hn(x), the (physicists’) Hermite polynomials

Hn(x) = (−1)nex
2 dn

dxn
e−x

2

, (3.1)

where the index n can attain arbitrary non-negative integer values. Next, the Her-
mite functions are defined as the Hermite polynomials multiplied by the suitable
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normalization (and weight) factor as

fn(x) =
1

cn
e−

x2

2 Hn(x) . (3.2)

where

cn =

√
2nn!

√
π (3.3)

Importantly, they are orthonormal and complete on R∫ ∞

−∞
dx fn(x)fm(x) = δnm ,

∞∑
n=0

fn(x)fn(y) = δ(x− y) . (3.4)

We define a multi-dimensional Hermite function as a product3

fn0...nD−1
(x) ≡ fn0

(t)fn1
(x1) · · · fnD−1

(xD−1) ≡ f{nµ}(x) , (3.5)

with a multi-index notation, {nµ} = {n0 . . . nD−1}. To calculate the representation
matrices for Λ ∈ SO(1, D − 1) we need to use (2.6). In order to evaluate the above
integral, we introduce the generating functions for Hermite polynomials

e2xq−q
2

=

∞∑
m=0

Hm(x)
qm

m!
, (3.6)

and Hermite functions

E1(x, q) ≡ e2xq−q
2−x2/2 =

∞∑
m=0

cm
qm

m!
fm(x) (3.7)

which are obtained by multiplying generating functions for Hermite polynomials by
e−x

2/2. We can easily generalize to D dimensions

E(x, q) ≡ E1(x
0, q0)E1(x

1, q1) . . . E1(x
D−1, qD−1) . (3.8)

Next, we multiply two generating functions (3.8), integrate the product,

I(p, q,Λ) =

∫
dDxE(x, q)E(Λ−1x, p) (3.9)

and expand it as a series in the generating variables

I(p, q,Λ) =
∑
{mµ}

∑
{nµ}

[∏
ν

cmν
cnν

(qν)mν

mν !

(pν)nν

nν !

]
D

{mµ}
{nµ} (Λ) . (3.10)

3An alternative generalization to higher dimensions is provided by Grad [29], which we have used in [23]
in the Euclidean approach to MHS theory. However, while Grad’s generalization provides a covariant way
to represent Euclidean rotations, it is not particularly suitable for representing the Lorentz group, since
their basis functions mix rank under Lorentz boosts.
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We find on the right hand side of (3.10) the transformation matrices i.e. the coefficients

D
{mµ}
{nµ} (Λ) defined by (2.6) i.e.

D
{mµ}
{nµ} (Λ) =

∫
dDx f{mµ}(x)f{nµ}(Λ

−1x) (3.11)

Below, we obtain the integral on the left hand side of (3.10) for any Lorentz
transformation. 4

3.2 Generating integral for an arbitrary Lorentz transformation

To solve (3.9) we will rewrite it to recognize the form of a Gaussian integral. In addition
to qµ ≡ (q0, qi) and pµ ≡ (p0, pi), we introduce auxiliary variables

uµ ≡ (1, 0, . . . , 0) , (3.12)

and define
ηeuclµν = ηµν + 2uµuν , (3.13)

i.e. η ∼ (− + ++) and ηeucl ∼ (+ + ++). Even though qµ, pµ, and uµ resemble
components of a Lorentz vector, they do not change under Lorentz transformations
(in other words, we never apply Lorentz transformations to them since they are tied
to the laboratory frame in which we work). Their purpose is to be a placeholder and
enable a more concise notation.5 The generating function (3.8) now becomes

E(x, q) = exp

[
2xµqνηeuclµν − qµqνηeuclµν − 1

2
xµxνηeuclµν

]
. (3.14)

We rewrite the integral (3.9) as∫
dDxE(x, q)E(Λ−1x, p) =

∫
dDx exp[−1

2
xαAαβx

β + Jαx
α + C] , (3.15)

with

Aαβ = 2 (ηαβ + uαuβ) + 2(Λ−1)0α(Λ
−1)0β (3.16)

Jα = 2pµηeuclµν (Λ−1)να + 2qνηeuclνα (3.17)

C = −qµqνηeuclµν − pµpνηeuclµν . (3.18)

4In [24, 25] light-cone coordinates were employed and this integral was evaluated for the case of one-
dimensional boosts.

5Eg. t2 + x2 + y2 + z2 = xµx
µ + 2(uµx

µ)2
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The result of the integral can now easily be obtained since it is of the Gaussian form 6

I(p, q,Λ) =
(2π)D/2√
detA

exp

[
1

2
Jα[A

−1]αβJβ + C

]
. (3.20)

We find the determinant detA = 2D
(
(Λ−1)00

)2
, and the inverse

[A−1]αβ =
ηαβ

2
+

(Λ−1)0αuβ + (Λ−1)0βuα

2(Λ−1)00
. (3.21)

The generating integral (3.20) is now given by

I(p, q,Λ) =
πD/2

|(Λ−1)00|
exp

[
2p0q0M00 + 2p0piMi0 + 2q0qjM0j + 2piqjMij

]
(3.22)

with the matrix M defined by components

M00 = − 1

(Λ−1)00
, Mi0 = − (Λ−1)i0

(Λ−1)00
(3.23)

M0j = − (Λ−1)0j
(Λ−1)00

, Mij = (Λ−1)ij −
(Λ−1)i0(Λ

−1)0j
(Λ−1)00

.

The formulas (3.22)-(3.23) represent the first important result of this paper. It fur-
nishes, through an expansion performed in Section 3.3 below, a transformation matrix
for Hermite functions for an arbitrary Lorentz transformation.

As a consistency check we calculate I(p, q,Λ) for the case of one-dimensional boosts,
eg. vx = v ̸= 0 while vy = vz = 0. That case was covered by [25] in their formula (10).
To get their result we can set

pµ = (p0, p1), qµ = (q0, q1) . (3.24)

The resulting integral

I(p, q, v) = π2
√

1− v2 exp
[
−2p0p1v + 2q0q1v + 2p0q0

√
1− v2 + 2p1q1

√
1− v2

]
(3.25)

agrees with [25] after appropriate identifications.

6See e.g. ch. 9 in [30]∫
d
D
x exp

[
−

1

2
x
T
Ax+ J

T
x+ C

]
=

√
(2π)D

detA
exp

[
1

2
J

T
A

−1
J + C

]
(3.19)
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3.3 Extracting the representation matrices

From the expression (3.10) we can see that to extract the representation matrices, we
will have to expand I(q, p,Λ) in powers of p and q. 7

I(p, q,Λ) =
∑
{nµ}

∑
{mµ}

[∏
µ

(pµ)nµ

nµ!

(qµ)mµ

mµ!

][
∂
∑
nµ+

∑
mµI(p, q,Λ)∏

µ(∂p
µ)nµ(∂qµ)mµ

] ∣∣∣∣∣
p=q=0

(3.26)

The representation matrices are then given by

D
{mµ}
{nµ} (Λ) =

1∏
µ cmµcnµ

[
∂
∑
nµ+

∑
mµI(p, q,Λ)∏

µ(∂p
µ)nµ(∂qµ)mµ

] ∣∣∣∣∣
p=q=0

(3.27)

We expand the exponent in (3.22) as

I(p, q,Λ) =
πD/2

|(Λ−1)00|
ef(p,q,Λ) =

πD/2

|(Λ−1)00|
∑
r

1

r!
f(p, q,Λ)r . (3.28)

Since in (3.27) we put p’s and q’s to zero at the end of the calculation, in order to
have a nonzero contribution, the numbers of derivatives in (3.27) must be related to
the powers f(p, q,Λ)r in the following way

r = m0 +
∑
i

ni = n0 +
∑
i

mi (3.29)

This implies that there is only one term in the sum over r in (3.28) that contributes in

(3.27). Therefore, to get D
{mµ}
{nµ} (Λ) we need to write down an expression for f(p, q,Λ)r,

identify the term containing
∏
µ(p

µ)nµ(qµ)mµ and divide by
∏
µ cmµ

cnµ
. We obtain

D
{mµ}
{nµ} (Λ) =

1

|(Λ−1)00|
δ
−m0+

∑
imi

−n0+
∑

i ni

√∏
µ

nµ!mµ!
∑

{nµν}

′ ∏
µν

(Mµν)
nµν

nµν !
(3.30)

The symbol
∑′

{nµν} denotes D×D sums over each nµν from 0 to ∞, with the prime ′

on the sum denoting that the values of nµν are in addition constrained in the following

7For convenience, we report the formula (3.26) in D = 4 with all the indices spelled out

I(p, q,Λ) =

∞∑
n0=0

· · ·
∞∑

n3=0

∞∑
m0=0

· · ·
∞∑

m3=0

(p0)n0

n0!

(p1)n1

n1!

(p2)n2

n2!

(p3)n3

n3!

(q0)m0

m0!

(q1)m1

m1!

(q2)m2

m2!

(q3)m3

m3!
×

×
[

∂n0+n1+n2+n3+m0+m1+m2+m3

(∂p0)n0 (∂p1)n1 (∂p2)n2 (∂p3)n3 (∂q0)m0 (∂q1)m1 (∂q2)m2 (∂q3)m3
I(p, q,Λ)

] ∣∣∣∣∣
p=q=0
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way:

m0 =
∑
ν

n0ν , ni =
∑
ν

niν (3.31)

n0 =
∑
µ

nµ0 , mj =
∑
µ

nµj .

Here, we note that these constraints would look more symmetric if n0 and m0 were
interchanged. This “interchange” is visible also in (3.29) and in the fact that there
are minuses in front of n0 and m0 in the Kronecker symbol in (3.30). We trace this
to the exponent (3.22) where the terms p0pi and q0qi appear. The reason for that is
the pseudo-orthogonality of the Lorentz group; such terms are not present in case of
euclidean rotations as we show in the subsection below. It is also useful to note that
(3.29) and (3.31) imply ∑

µ

nµ +
∑
µ

mµ = 2r (3.32)

∑
µν

nµν = r

3.4 Representation matrices for boosts in D = 4

For a boost in a single direction (e.g. x) with velocity v, we find the same result as in
[25] but generalized to 4 dimensions

I(p, q, v) =
π2

γ
exp

[
2(q0q1 − p0p1)v + 2(p0q0 + p1q1)

√
1− v2 + 2p2q2 + 2p3q3

]
.

(3.33)
By expanding and identifying the coefficients (or just using (3.30)), we find that the
transformation matrices for boosts in the x direction are given by8

Dm0m1m3m3
n0n1n2n3

(vx̂) = δ−m0+m1+m2+m3
−n0+n1+n2+n3

δm2
n2
δm3
n3

√
m1!n0!

n1!m0!
×

m0∑
j=0

(
m0

j

)(
n1

m1 − j

)
(−1)n1−m1+j

√
1− v2

m1+m0+1−2j
v2j−m1+n1 . (3.36)

8Here, we used the following notation and conventions for boosts. E.g. for boosts in the z direction:

D
m0m1m3m3
n0n1n2n3

(vẑ) ≡ D
m0m1m3m3
n0n1n2n3

(Λ(vẑ)) (3.34)

with

Λ(vẑ)
µ
ν ≡

 γ 0 0 vγ
0 1 0 0
0 0 1 0
vγ 0 0 γ

 . (3.35)
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Particular cases of boosts in y and z directions lead to

Dm0m1m3m3
n0n1n2n3

(vŷ) = δ−m0+m1+m2+m3
−n0+n1+n2+n3

δm1
n1
δm3
n3

√
m2!n0!

n2!m0!
×

m0∑
j=0

(
m0

j

)(
n2

m2 − j

)
(−1)n2−m2+j

√
1− v2

m2+m0+1−2j
v2j−m2+n2 (3.37)

Dm0m1m3m3
n0n1n2n3

(vẑ) = δ−m0+m1+m2+m3
−n0+n1+n2+n3

δm1
n1
δm2
n2

√
m3!n0!

n3!m0!
×

m0∑
j=0

(
m0

j

)(
n3

m3 − j

)
(−1)n3−m3+j

√
1− v2

m3+m0+1−2j
v2j−m3+n3 . (3.38)

The matrices (3.36)-(3.38) are unitary by construction, and they are infinite dimen-
sional as each index n,m ranges from 0 to ∞. The number N = −n0+n1+n2+n3 =
−m0 +m1 +m2 +m3 is invariant (in the sense that SO(1, 3)-transformed basis func-
tions are linear combinations of basis functions of the same N), and can be used to
reduce the matrices (and basis functions) into sectors labeled by N . It is, however,
easy to see that each such sector is in itself infinite dimensional; there is an infinite
number of ways to combine one negative and three positive integers to obtain the same
N . For example, consider a function f0000(x), and boost it in the x direction. We can
apply the transformation rule (2.10)

f ′0000(x) = f0000(Λ
−1x) =

∞∑
m0=0

∞∑
m1=0

∞∑
m2=0

∞∑
m3=0

Dm0m1m2m3
0 0 0 0 (vx̂)fm0m1m2m3(x)

=
√

1− v2
∞∑

m0=0

∞∑
m1=0

δm1
m0
vm1fm0m100

=
√

1− v2
(
f0000 + vf1100 + v2f2200 + . . .

)
(3.39)

and find a truly infinite sum on the right hand side. This is consistent with formula
(65) of [31]. As a curiosity we note that (3.39) can be further simplified using the
Mehler’s formula [32]. We rewrite

f0000(Λ
−1x)

f0(y)f0(z)
=

√
1− v2

∞∑
n=0

vnfn(x)fn(t) (3.40)

and use the Mehler’s formula on the right hand side

√
1− v2

∞∑
n=0

vnfn(x)fn(t) = π− 1
2 exp

(
−1− v

1 + v

(x+ t)2

4
− 1 + v

1− v

(x− t)2

4

)
. (3.41)
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We emphasize again that our method defines a homomorphism from any Lorentz

transformation matrix Λ to the representation D
{mµ}
{nµ} (Λ). In case of a boost param-

eterized by v⃗ = (vx, vy, vz), we can either directly use (3.30), or see that the integral
(3.10) becomes

I = π2
√

1− v⃗2 exp

[
2
(
p0q0

√
1− v⃗2 − p0p1vx − p0p2vy − p0p3vz + q0q1vx + q0q2vy + q0q3vz

+p1q1
v2y + v2z + v2x

√
1− v⃗2

v⃗2
− p1q2

vxvy
v⃗2

(1−
√

1− v⃗2)− p1q3
vxvz
v⃗2

(1−
√

1− v⃗2)

−p2q1 vxvy
v⃗2

(1−
√

1− v⃗2) + p2q2
v2x + v2z + v2y

√
1− v⃗2

v⃗2
− p2q3

vyvz
v⃗2

(1−
√

1− v⃗2)

−p3q1 vxvz
v⃗2

(1−
√

1− v⃗2)− p3q2
vyvz
v⃗2

(1−
√

1− v⃗2) + p3q3
v2x + v2y + v2z

√
1− v⃗2

v⃗2

)]
,

(3.42)

from which it is possible to extract the representation matrix D
{mµ}
{nµ} (v⃗) through the

same procedure as above.

3.5 Representation matrices for rotations in D = 4

In the case of pure rotations, we use Λµν = Rµν , with R00 = −1, R0i = Ri0 = 0, Rij ̸=
0, where Rij is an orthogonal rotation matrix. The integral (3.10) becomes very simple;

I = πD/2 exp [2p0q0] exp [2piqjRji] . (3.43)

Through the same procedure, we can write down a general representation matrix for
an arbitrary (D − 1)-dimensional spatial rotation in D dimensions.

D
{mµ}
{nµ} (R) = δ

−m0+
∑

imi

−n0+
∑

i ni
δm0
n0

√∏
i

ni!mi!
∑
{nij}

′ ∏
ij

R
nij

ij

nij !
. (3.44)

Similarly to above, by
∑′

{nij} we denote (D − 1) × (D − 1) sums over each nij from

0 to ∞, where the prime ′ on the sum denotes that the values of nij are restricted to
those that satisfy the constraints: ∑

j

nij = mi∑
i

nij = nj (3.45)

The sums and products involving i and j range from 1 to D − 1.
In case we restrict our attention solely to SO(D), i.e. to D-dimensional rotations

in D-dimensional Euclidean space, the formulas for representation matrices are of the
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same form (with the same form of constraints (3.45)) except they do not contain the
factor δm0

n0
and sums and products involving i and j range from 1 to D:

D
{mµ}
{nµ} (R) = δ

∑
imi∑
i ni

√∏
i

ni!mi!
∑
{nij}

′ ∏
ij

R
nij

ij

nij !
(3.46)

Returning to the SO(1, 3) case, for a generic rotation Rµν the matrices D(R) can
be written as

D
{mµ}
{nµ} (R) = δ−m0+m1+m2+m3

−n0+n1+n2+n3
δm0
n0

√
n1!n2!n3!m1!m2!m3!×

×
n1∑

n11=0

n1∑
n12=0

n2∑
n21=0

n2∑
n22=0

Rn11
11

n11!

Rn12
12

n12!

Rn21
21

n21!

Rn22
22

n22!
×

× Rm1−n11−n12
13

(m1 − n11 − n12)!

Rm2−n21−n22
23

(m2 − n21 − n22)!
×

× Rn1−n11−n21
31

(n1 − n11 − n21)!

Rn2−n12−n22
32

(n2 − n12 − n22)!
×

× Rn3−m1−m2+n11+n12+n21+n22
33

(n3 −m1 −m2 + n11 + n12 + n21 + n22)!
. (3.47)

For clarity and further uses, we provide the representation matrices for rotations of
angle θ around the x, y and z axes separately:9

Dm0m1m2m3
n0n1n2n3

(θx̂) = δ−m0+m1+m2+m3
−n0+n1+n2+n3

δm0
n0
δm1
n1

√
n2!n3!m2!m3!×

×
n2∑
k=0

(−1)m2−k

k!(n2 − k)!

(cos θ)2k+m3−n2(sin θ)n2+m2−2k

(m3 − n2 + k)!(m2 − k)!
(3.50)

Dm0m1m2m3
n0n1n2n3

(θŷ) = δ−m0+m1+m2+m3
−n0+n1+n2+n3

δm0
n0
δm2
n2

√
n1!n3!m1!m3!×

×
n3∑
k=0

(−1)m3−k

k!(n3 − k)!

(cos θ)2k+m1−n3(sin θ)n3+m3−2k

(m1 − n3 + k)!(m3 − k)!
(3.51)

Dm0m1m2m3
n0n1n2n3

(θẑ) = δ−m0+m1+m2+m3
−n0+n1+n2+n3

δm0
n0
δm3
n3

√
n1!n2!m1!m2!×

9Here, we used the following notation and conventions for rotations. E.g. for rotations around the z
direction:

D
m0m1m3m3
n0n1n2n3

(θẑ) ≡ D
m0m1m3m3
n0n1n2n3

(Λ(θẑ)) ≡ D
m0m1m3m3
n0n1n2n3

(R(θẑ)) (3.48)

with

R(θẑ)
µ
ν ≡

1 0 0 0
0 cos θ − sin θ 0
0 sin θ cos θ 0
0 0 0 1

 . (3.49)
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×
n1∑
k=0

(−1)m1−k

k!(n1 − k)!

(cos θ)2k+m2−n1(sin θ)n1+m1−2k

(m2 − n1 + k)!(m1 − k)!
. (3.52)

Note that one can easily constrain the representation matrix (3.52) to cover only
rotations of Hermite functions on a Euclidean plane by setting m0 = n0 = m3 = n3 =
0, and thus obtain a representation of SO(2).

In formulas written here factorials of a negative number can appear in denomi-
nators (e.g. in (3.52) when m1 < n1 for k = n1). Such terms are excluded from the
sums, which is consistent with the definition of the factorial in terms of the gamma
function; an infinity in the denominator renders such terms effectively zero.

The matrices (3.50)-(3.52) are also infinite dimensional, but for spatial rotations,
due to the global factor of δm0

n0
, we find a non-negative invariant number n = n1 +

n2 + n3. This makes it obvious that the rotation matrices can be reduced to sectors
labeled by n, which are finite dimensional themselves, as there is only a finite number
of ways to sum n1, n2, n3 into a non-negative number.

4 Lorentz Lie algebra in D = 4

To find the generators for the Lie algebra in the representation furnished by Hermite
functions, we use the convention

D = exp(Kψ) (4.1)

which gives, symbolically

K =
∂D

∂ψ

∣∣∣
ψ=0

. (4.2)

Since the matrices D were orthogonal by construction, the generators will be
antisymmetric

KT = −K . (4.3)

For any one-parameter subgroup of boosts in a particular direction of the Lorentz Lie
group, rapidity ψ = tanh−1(v) is the canonical coordinate [33].

In the 4-dimensional case, the three generators of boosts are

K1
m0m1m2m3
n0n1n2n3

=δ−m0+m1+m2+m3
−n0+n1+n2+n3

δm2
n2
δm3
n3

(
δm1
n1+1

√
(n0 + 1)(n1 + 1)− δm1

n1−1

√
n1n0

)
K2

m0m1m2m3
n0n1n2n3

=δ−m0+m1+m2+m3
−n0+n1+n2+n3

δm1
n1
δm3
n3

(
δm2
n2+1

√
(n0 + 1)(n2 + 1)− δm2

n2−1

√
n2n0

)
K3

m0m1m2m3
n0n1n2n3

=δ−m0+m1+m2+m3
−n0+n1+n2+n3

δm1
n1
δm2
n2

(
δm3
n3+1

√
(n0 + 1)(n3 + 1)− δm3

n3−1

√
n3n0

)
,

(4.4)

and the three generators of rotations are

J1
m0m1m2m3
n0n1n2n3

=δ−m0+m1+m2+m3
−n0+n1+n2+n3

δm1
n1
δm0
n0

(
δm2
n2−1

√
n2(n3 + 1)− δm2

n2+1

√
(n2 + 1)n3

)
J2
m0m1m2m3
n0n1n2n3

=δ−m0+m1+m2+m3
−n0+n1+n2+n3

δm2
n2
δm0
n0

(
δm3
n3−1

√
n3(n1 + 1)− δm3

n3+1

√
(n3 + 1)n1

)
14



J3
m0m1m2m3
n0n1n2n3

=δ−m0+m1+m2+m3
−n0+n1+n2+n3

δm3
n3
δm0
n0

(
δm1
n1−1

√
n1(n2 + 1)− δm1

n1+1

√
(n1 + 1)n2

)
.

(4.5)

The Lie algebra satisfies the expected products10

[Ji, Jj ] = ϵijkJk

[Ji,Kj ] = ϵijkKk

[Ki,Kj ] = −ϵijkJk .
(4.7)

This representation of the Lorentz Lie algebra is not irreducible, and it is a non-trivial
problem to reduce it completely. We already noted one level of reducibility, which
comes from fixing the number N = −n0 + n1 + n2 + n3. We leave open the question
of reducing the representation further.

For future reference, we note the values of the Casimir operators of the Lorentz
group SO(1, 3) and the rotation group SO(3) in this representation. There are two
Casimir elements of the Lorentz group, both are quadratic

c1 = J⃗ 2 − K⃗ 2, c2 = J⃗ · K⃗ (4.8)

In the representation defined above, they become11

c1
m0m1m2m3
n0n1n2n3

=δ−m0+m1+m2+m3
−n0+n1+n2+n3

×
(

−2δm0
n0
δm1
n1
δm2
n2
δm3
n3

an0n1n2n3

+δm0
n0
δm1
n1
δm2
n2−2δ

m3
n3+2

√
(n2 − 1)n2(n3 + 1)(n3 + 2)

+δm0
n0
δm1
n1
δm2
n2+2δ

m3
n3−2

√
(n2 + 1)(n2 + 2)(n3 − 1)n3

+δm0
n0
δm1
n1+2δ

m2
n2
δm3
n3−2

√
(n3 − 1)n3(n1 + 1)(n1 + 2)

+δm0
n0
δm1
n1−2δ

m2
n2
δm3
n3+2

√
(n3 + 1)(n3 + 2)(n1 − 1)n1

+δm0
n0
δm1
n1−2δ

m2
n2+2δ

m3
n3

√
(n1 − 1)n1(n2 + 1)(n2 + 2)

+δm0
n0
δm1
n1+2δ

m2
n2−2δ

m3
n3

√
(n1 + 1)(n1 + 2)(n2 − 1)n2

+δm0
n0−2δ

m1
n1−2δ

m2
n2
δm3
n3

√
(n0 − 1)n0(n1 − 1)n1

+δm0
n0+2δ

m1
n1+2δ

m2
n2
δm3
n3

√
(n0 + 1)(n0 + 2)(n1 + 1)(n1 + 2)

+δm0
n0−2δ

m1
n1
δm2
n2−2δ

m3
n3

√
(n0 − 1)n0(n2 − 1)n2

10A more often used convention in physics for the exponential map from the Lie algebra to the Lie group
elements is D = e−iθJ , which gives the familiar products

[Ji, Jj ] = iϵijkJk

[Ji, Kj ] = iϵijkKk

[Ki, Kj ] = −iϵijkJk .
(4.6)

11Note that each term in the sum contains a product of five deltas, and that one of the deltas is redundant.

E.g. the overall delta δ
−m0+m1+m2+m3
−n0+n1+n2+n3

can be deduced from the Kronecker delta’s in each term in the

bracket. We keep such deltas to make the invariance of −m0 +m1 +m2 +m3 manifest.
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+δm0
n0+2δ

m1
n1
δm2
n2+2δ

m3
n3

√
(n0 + 1)(n0 + 2)(n2 + 1)(n2 + 2)

+δm0
n0−2δ

m1
n1
δm2
n2
δm3
n3−2

√
(n0 − 1)n0(n3 − 1)n3

+δm0
n0+2δ

m1
n1
δm2
n2
δm3
n3+2

√
(n0 + 1)(n0 + 2)(n3 + 1)(n3 + 2)

)
(4.9)

with

an0n1n2n3 = −3(2+n1+n2+n3)−2(n2n3+n1n2+n1n3+n0(3+n1+n2+n3)) . (4.10)

The second Casimir operator vanishes

c2
m0m1m2m3
n0n1n2n3

=δ−m0+m1+m2+m3
−n0+n1+n2+n3

×(
−δm0

n0−1δ
m1
n1−1δ

m2
n2+1δ

m3
n3−1

√
n0n1(n2 + 1)n3

+δm0
n0+1δ

m1
n1+1δ

m2
n2+1δ

m3
n3−1

√
(n0 + 1)(n1 + 1)(n2 + 1)n3

+δm0
n0−1δ

m1
n1−1δ

m2
n2−1δ

m3
n3+1

√
n0n1n2(n3 + 1)

−δm0
n0+1δ

m1
n1+1δ

m2
n2−1δ

m3
n3+1

√
(n0 + 1)(n1 + 1)n2(n3 + 1)

−δm0
n0−1δ

m2
n2−1δ

m3
n3+1δ

m1
n1−1

√
n0n2(n3 + 1)n1

+δm0
n0+1δ

m2
n2+1δ

m3
n3+1δ

m1
n1−1

√
(n0 + 1)(n2 + 1)(n3 + 1)n1

+δm0
n0−1δ

m2
n2−1δ

m3
n3−1δ

m1
n1+1

√
n0n2n3(n1 + 1)

−δm0
n0+1δ

m2
n2+1δ

m3
n3−1δ

m1
n1+1

√
(n0 + 1)(n2 + 1)n3(n1 + 1)

−δm0
n0−1δ

m3
n3−1δ

m1
n1+1δ

m2
n2−1

√
n0n3(n1 + 1)n2

+δm0
n0+1δ

m3
n3+1δ

m1
n1+1δ

m2
n2−1

√
(n0 + 1)(n3 + 1)(n1 + 1)n2

+δm0
n0−1δ

m3
n3−1δ

m1
n1−1δ

m2
n2+1

√
n0n3n1(n2 + 1)

−δm0
n0+1δ

m3
n3+1δ

m1
n1−1δ

m2
n2+1

√
(n0 + 1)(n3 + 1)n1(n2 + 1)

)
=0 . (4.11)

The group SO(3) has a single Casimir element J⃗ 2, which is given by

(J⃗)2 m1m2m3
n1n2n3

=δm1+m2+m3
n1+n2+n3

×(
− 2δm1

n1
δm2
n2
δm3
n3

(n1 + n2 + n3 + n1n2 + n2n3 + n3n1)

+δm1
n1
δm2
n2−2δ

m3
n3+2

√
(n2 − 1)n2(n3 + 1)(n3 + 2)

+δm1
n1
δm2
n2+2δ

m3
n3−2

√
(n2 + 1)(n2 + 2)(n3 − 1)n3

+δm1
n1+2δ

m2
n2
δm3
n3−2

√
(n3 − 1)n3(n1 + 1)(n1 + 2)

+δm1
n1−2δ

m2
n2
δm3
n3+2

√
(n3 + 1)(n3 + 2)(n1 − 1)n1

+δm1
n1−2δ

m2
n2+2δ

m3
n3

√
(n1 − 1)n1(n2 + 1)(n2 + 2)
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+δm1
n1+2δ

m2
n2−2δ

m3
n3

√
(n1 + 1)(n1 + 2)(n2 − 1)n2

)
. (4.12)

4.1 Diagonalization of J3

In this last part, we focus on a specific application of the newfound generators. In
the basis (3.5), none of the generators above are diagonal. The physical motivation
for building this representation came from an expansion we proposed in [23] for the
MHS field, and we aim to study the helicity content of the MHS fields through such
an expansion.

Since the conventional way of building the little group for a massless field is by
choosing the little momentum to be in the z direction we explicitly perform the diag-
onalization of J3. It turns out that a similar problem is encountered in a treatment
of the two dimensional isotropic quantum harmonic oscillator (see e.g. [34]) and it
also can be applied in the context of digital image analysis for precise image rotation
[26–28]. The further intent of this section is therefore to apply formulas obtained in
previous sections to a known example, which serves as a check and also to connect
the results of this work with the existing literature. Details of the calculations are
delegated to the appendices, and here we present the results.

An element of L2(R4)

Φ =

∞∑
{mµ}=0

pm0m1m2m3fm0m1m2m3
(4.13)

is an eigenvector of the rotation operator J3 · Φ = λΦ if the components pm0m1m2m3

satisfy the equation

J3
m0m1m2m3
n0n1n2n3

pn0n1n2n3 = λpm0m1m2m3 , (4.14)

where the repeated indices are summer over. Since the chosen rotation generator leaves
invariant indices n0, n3, we suppress them and focus only on the part of interest

J3
m1m2
n1n2

= δm1+m2
n1+n2

(
δm1
n1−1

√
n1(n2 + 1)− δm1

n1+1

√
(n1 + 1)n2

)
. (4.15)

The eigenvalue equation reduces to J3
m1m2
n1n2

Cn1n2 = λCm1m2 , or in terms of the new
components Cm1m2

Cm1+1,m2−1
√

(m1 + 1)m2 − Cm1−1,m2+1
√
m1(m2 + 1) = λCm1,m2 . (4.16)

Due to the presence of δm1+m2
n1+n2

in (4.15), the number r = n1 + n2 is invariant under
the action of the rotation generator, which makes any sector of the vector space with
a fixed r finite dimensional. This enables numerical calculations of the coefficients
and the eigenvalues, and we report some of them as an explicit example, in the form
Cm1m2

(r,λ) where r = m1 +m2 and λ is the eigenvalue.

Cm1m2

(0,0) =δm1
0 δm2

0 (4.17)
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Cm1m2

(1,−i) =
1√
2
(δm1

0 δm2
1 − iδm1

1 δm2
0 ) (4.18)

Cm1m2

(1,i) =
1√
2
(−iδm1

0 δm2
1 + δm1

1 δm2
0 ) (4.19)

To express the solution in a closed form we define

Cm1
r,n1

(β) ≡ (−i)n1+m1

(
sin

β

2

)n1+m1
(
cos

β

2

)r−(n1+m1)
√(

r

m1

)(
r

n1

)
×

× 2F 1(−n1,−m1,−r; sin−2 β

2
) (4.20)

= in1−m1dr/2n1−r/2,m1−r/2(β)

= in1−m1K(β)
n1

(m1, r)

where the second and third equalities are a consequence of the definitions of the

Wigner d-functions and the functionsK
(β)
n1 (m1, r) defined and reviewed in Appendix A.

Since K
(β)
n1 (m1, r) are the “normalized” Kravchuk polynomials, it is easy to check that

Cm1
r,n1

(β) inherit the orthogonality, completeness and symmetry:

r∑
m1=0

Cm1
r,n1

∗(β)Cm1

r,n′
1
(β) = δn1n′

1
(4.21)

r∑
n1=0

Cm1
r,n1

∗(β)C
m′

1
r,n1(β) = δm1m′

1
(4.22)

Cm1
r,n1

(β) = Cn1
r,m1

(β) . (4.23)

We show in Appendix B that the argument β = π/2 provides for the eigenvectors of
J3 with the eigenvalue λ = i(2k − r) for each r and k:

Cm1,m2

(r,λ) = δm1+m2
r Cm1

r,k

(π
2

)
, λ = i(2k − r), 0 ≤ k ≤ r (4.24)

When β = π/2 we use the index k instead of n1 to emphasize this (i.e. J3
k′

k =∑
m′

1,n
′
1
C
n′
1

r,k

(
π
2

)
J3
m′

1

n′
1
C
m′

1

r,k′
∗ (π

2

)
is diagonal).

The finite rotation matrix for states of fixed r = m1 +m2 is found as follows:

exp(βJ3)
m1
n1

=
∑

k,k′,m′
1,n

′
1

Cn1

r,k
∗
(π
2

)
C
n′
1

r,k

(π
2

)
exp(βJ3)

m′
1

n′
1
C
m′

1

r,k′
∗
(π
2

)
Cm1

r,k′

(π
2

)
=

∑
k

Cn1

r,k
∗
(π
2

)
exp(iβ(2k − r))Cm1

r,k

(π
2

)
= in1−m1Cm1

r,n1
(2β) = dr/2n1−r/2,m1−r/2(−2β) (4.25)
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where we use the completeness relation to isolate exp(βJ3)
k′

k = exp(iβ(2k−r))δk′k and
we use the formula (B.23) in the second line. This agrees with [26–28]12.

For an arbitrary value of r we obtain the following result (i.e. the exponentiation
of (4.15))

exp(βJ3)
m1m2
n1n2

= δm1+m2
n1+n2

d
1
2 (m1+m2)

1
2 (n1−n2),

1
2 (m1−m2)(−2β) , (4.26)

which also agrees with (3.52)

Dm0m1m2m3
n0n1n2n3

(βẑ) = δm0
n0
δm1+m2
n1+n2

δm3
n3
d

1
2 (m1+m2)

1
2 (n1−n2),

1
2 (m1−m2)(−2β) . (4.27)

5 Conclusion

We have constructed the infinite dimensional unitary representation of the Lorentz
group for multi-dimensional Hermite functions that form the basis of the represen-
tation space, and thus provided for the first time an explicit expression for the
transformation matrix for an arbitrary element of the Lorentz group in such a basis,
in any number of dimensions.

Even though our original motivation was rooted in the study of MHS fields, the
results obtained are, however, self-standing and could be used without reference to
the MHS formalism. In particular, our results complete those obtained in [24, 25],
and therefore might furnish a tool in studies of the relativistic harmonic oscillator in
arbitrary dimensions; the matrices (3.30) provide an overlap between wave functions
of the relativistic oscillator in the laboratory frame and any other Lorentz frame.

In section 4, we have calculated the generators of the Lorentz Lie algebra in this
representation and calculated the Casimir elements of the Lorentz group in D = 4
and the rotation group in D = 3. In the subsection 4.1, for a special case of a two
dimensional rotation, we provide a neat derivation for a finite rotation of the Hermite
basis. The derivation makes use of a related basis where the rotation generator J3 is
diagonal. Such formulas are used in digital graphics to achieve accurate rotations of
two dimensional images by means of a Hermite basis expansion, as in [27, 28]. The
derivation here employs Kravchuk polynomials and makes a connection to the par-
ticular hypergeometric function representation. Takeaway message of this subsection
(and appendices) is the practicality of these quantities since they are regular for the
parameters of interest, as well as the convenience of using the Wigner d-functions to
express the result for the rotation formula as opposed to the generalized associated
Legendre functions.

In the context of field theory and the MHS formalism, we see possible applica-
tions in formulating infinite component fields, akin to [35–37]. Finally, the obtained
Lie algebra generators (4.4)-(4.5) will be beneficial in explicitly constructing the rep-
resentation of the quartic Casimir operator of the Poincaré group for an on-shell MHS
field using the little group approach. We leave this analysis to our future work.

12The factor of 2 that multiplies β on the right hand side of (4.25) is consistent with the fact that the

rotation of an element of the Hermite basis by 2π must be an identity, i.e. it is consistent since d1/2(2π) = −1

and d1/2(4π) = 1.
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A Kravchuk and Jacobi polynomials and
generalized associated Legendre functions

Here we would like to review the relation of the Wigner d-functions to Kravchuk
and Jacobi polynomials as well as to the generalized associated Legendre functions.
Kravchuk polynomials are an example of orthogonal polynomials and have been
treated extensively in mathematical texts [34], [39], [40]. They are closely related to
the perhaps more widely known Jacobi polynomials (see below). All these functions
can be represented in terms of the hypergeometric functions in various ways (some of
which are defined only for a subset of parameter space needed in physical applications).
The one we use in (4.20) and below, often used to define the Kravchuk polynomials, is
particularly useful for representing the Wigner d-functions since it is nonsingular for
the parameters of interest13.

When relating the Wigner d-functions to other functions mentioned here it is
important to note that the Wigner d-functions are periodic, with the period of 4π.
Kravchuk and Jacobi polynomials, of variable p, where p = sin2 β2 , have a period of
2π in β. When normalized, in a particular way (see footnote 15), they are known
as Kravchuk functions (which has a period of 4π in β) and are proportional to the
Wigner d-functions. In the case of generalized associated Legendre functions (that are
defined as functions of z = cosβ) the rotation angle on one hand can be complex but
on another hand is restricted to 0 ≤ Reβ < π.

The definition of the Kravchuk polynomials is

k(p)n (x,N) =

n∑
i=0

(−1)n−i
(
N − x

n− i

)(
x

i

)
pn−i(1− p)i , (A.1)

13Comparing the representation (A.2) with the following one (often used to express the Jacobi polynomi-

als): k(p)n (x,N) = P (x−n,N−x−n)
n (1− 2p) = ((x+1−n)n/n!) 2F 1(−n,N +1−n, x+1−n; p) we see that

the former avoids singularities that appear on the right hand side of the latter. E.g. for N = n = 1, x = 0,
the former contains the finite 2F 1(−1, 0,−1; 1/p), whereas the latter contains the singular 2F 1(−1, 1, 0; p).
In that sense, (A.2) is more practical for our purposes.
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and they are related to the hypergeometric functions as14

k(p)n (x,N) = (−p)n
(
N

n

)
2F 1(−n,−x,−N ; 1/p) . (A.2)

This definition matches the definition of the Jacobi polynomials

P (a,b)
n (z) =

∑
s

(
n+ a

s

)(
n+ b

n− s

)(
z − 1

2

)n−i(
z + 1

2

)i
(A.3)

if we use

p =
1− z

2
, x = n+ a , N = 2n+ a+ b . (A.4)

In this way we get [34]

k(p)n (x,N) = P (x−n,N−x−n)
n (1− 2p) . (A.5)

To compare these polynomials with the Wigner d-functions we express them in terms
of β which is related to p (or z) as follows:

z = cosβ , p =
1− z

2
= sin2

β

2
, 1− p =

1 + z

2
= cos2

β

2
. (A.6)

Next, we “normalize” the Kravchuk polynomials, i.e. multiply them by c
(β)
n (x,N)

consisting of the square root of their weight divided by the square root of their norm
(listed in [34])15. The resulting function (sometimes called the Kravchuk function, see
e.g. [41]) is

K(β)
n (x,N) = c(β)n (x,N) k

(sin2 β
2 )

n (x,N) (A.7)

= c(β)n (x,N) P (x−n,N−x−n)
n (cosβ) . (A.8)

where

c(β)n (x,N) =

(
N

x

)1/2(
N

n

)−1/2 (
sin

β

2

)x−n(
cos

β

2

)N−n−x

(A.9)

We note that c
(β)
n (x,N) has a period of 4π in β. The Wigner d-functions are defined as

dlm′,m(β) =
√

(l +m′)!(l −m′)!(l +m)!(l −m)!× (A.10)

14Some authors ([40], [39]) define the Kravchuk polynomials as 2F 1(−n,−x,−N ; 1/p).
15In this step one needs to choose the branches of the square roots. An obvious choice, the one used

in (A.9) consists in taking
√
p = sin β

2 and
√
1 − p = cos β

2 . This makes K(β)
n (x,N) proportional to the

Wigner d-functions as in (A.12) for all (real) β.
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×
∑
s

(−1)m
′−m+s

(
sin β

2

)2s+m′−m (
cos β2

)2l−2s−m′+m

s!(l +m− s)!(l −m′ − s)!(s+m′ −m)!

and it is well known that the relation to the Jacobi polynomials reads

dlm′,m(β) =

√
(l +m)!(l −m)!

(l +m′)!(l −m′)!

(
sin

β

2

)m−m′ (
cos

β

2

)m′+m

× (A.11)

× P
(m−m′,m+m′)
l−m (cosβ)

Comparing (A.9) and (A.8) with (A.11) one gets (c.f. [34]) the relations between the
Wigner d-functions and the Kravchuk function valid for all (real) β:

dln,m(β) = (−)m−ndlm,n(β) = K
(β)
l−m(l − n, 2l) (A.12)

= K
(β)
l+n(l +m, 2l) = (−)m−nK

(β)
l−n(l −m, 2l) = (−)m−nK

(β)
l+m(l + n, 2l)

We show in the Appendix B how Kravchuk matrices naturally appear when construct-
ing eigenvectors and eigenvalues of the rotation operator for the 2-dimensional Hermite
basis, and use that in (4.25) to calculate the finite rotation. Here, we also mention
the generalized associated Legendre functions (see e.g. Chapter 6 of [40]). These are
related to the Jacobi polynomials in the following way

P lmn(cosβ) =

√
(l −m)!(l +m)!

(l − n)!(l + n)!

(
sin

β

2

)m−n(
cos

β

2

)m+n

× (A.13)

× P
(m−n,m+n)
l−m (cosβ)

Here, the right hand side is of the same form as (A.11), but due to the cosβ on the
left hand side the definition (A.13) is valid only for 0 ≤ Reβ < π. In this way, since
z = cosβ, P lmn viewed as a function of z is single valued on the complex plane z. So
comparing (A.9) and (A.8) with (A.13), we see that generalized associated Legendre
functions match the Wigner d-functions only for 0 ≤ β < π:

P lmn(cosβ) = K
(β)
l−m(l − n, 2l) = dln,m(β), 0 ≤ β < π (A.14)

For that reason we find it more convenient to use dln,m(β) instead of P lmn(cosβ) to
express the results such as (4.26).
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B J3 eigenvectors and Kravchuk polynomials

To solve (4.16) we use the following redefinition for the coefficients Cm1m2

(r,λ) which will

enable us to rewrite it in a simpler way.

Cm1m2

r,k = Nr,k
eiπ(m2−m1)/4√
(2m1)!!(2m2)!!

Pm1,m2

r,k (B.1)

where r = m1 + m2, while k will correspond to the eigenvalue λ, with the exact
dependency to be determined. The normalization constant Nr,k does not affect (4.16).
Furthermore, we choose to work with a fixed r, and drop the m2 labels since we can
express m2 = r −m1.

Cm1

r,k = Nr,k
eiπ(r−2m1)/4√

(2m1)!!(2(r −m1))!!
Pm1

r,k (B.2)

The eigenvalue equation becomes

m1P
m1−1
r,k + (r −m1)P

m1+1
r,k − iλPm1

r,k = 0 (B.3)

Surprisingly, the solution to this equation is given by the Kravchuk matrices [42, 43].
They are defined as

K
(N)
ij =

N∑
k=0

(−1)k
(
j

k

)(
N − j

i− k

)
(B.4)

and we can use them in the following way

Pm1

r,k = K
(r)
km1

=

r∑
i=0

(−1)i
(
m1

i

)(
r −m1

k − i

)
. (B.5)

To prove that this is a solution and to find the eigenvalues, we will first rewrite the
Kravchuk matrices in terms of the Kravchuk polynomials. Since there is a connection
of the Kravchuk polynomials to the hypergeometric function, we will be able to re-
express (B.5) using the hypergeometric function. Then, we will use the known formulas
for the hypergeometric function and prove our solution.

Using (A.2) in (B.5) we set x→ m1, N → m1 +m2 = r, N − x→ m2, n→ k and
p→ 1/2, from which it follows

k
(1/2)
k (m1, r) =

k∑
i=0

(−1)k−i
(
m1

i

)(
r −m1

k − i

)
2−k (B.6)

=(−1)k2−kK
(r)
km1

(B.7)

=(−1)k2−k
(
r

k

)
2F 1(−k,−m1,−r; 2) . (B.8)
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Therefore

Pm1

r,k =

(
r

k

)
2F 1(−k,−m1,−r; 2) (B.9)

= (−1)k2kk
(1/2)
k (m1, r) . (B.10)

It is most easily seen from the equation above that the integer parameter k, due to
the binomial coefficient, can range from 0 to r. We now use the consecutive recurrence
relation [44] for the hypergeometric functions :

(b− c) 2F 1(a, b− 1, c; z) + (c− 2b+ (b− a)z) 2F 1(a, b, c; z)

= b(z − 1) 2F 1(a, b+ 1, c; z) . (B.11)

To adapt this recurrence relation to our problem, we set

z = 2, a = −k, b = −m1, c = −r = −m1 −m2 . (B.12)

The recurrence relation becomes

m2 2F 1(−k,−(m1 + 1),−r; 2)− (r − 2k) 2F 1(−k,−m1,−r; 2)
= −m1 2F 1(−k,−(m1 − 1),−r; 2) . (B.13)

This is now identical to the equation (B.3) with the eigenvalue λ = i(2k − r). As we
have established above, the parameter k ranges from 0 to r, which means that the
eigenvalue λ can, for a certain choice of r, attain values

λr = −ir,−i(r + 1), ..., i(r − 1), ir . (B.14)

Finally, we choose the normalization factors Nr,k of Cm1

r,k such that:

Cm1

r,k = ik−m1

√
1
2r

(
r
m1

)
1
2k

√(
r
k

) k(1/2)k (m1, r) . (B.15)

Besides solving the diagonalization problem (4.16), such Cm1

r,k satisfy the following
properties of orthogonality, completeness and symmetry

r∑
m1=0

Cm1

r,k
∗Cm1

r,k′ = δkk′ (B.16)

r∑
k=0

Cm1

r,k
∗C

m′
1

r,k = δm1m′
1

(B.17)

Cm1

r,k = Ckr,m1
(B.18)
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These properties are inherited from the corresponding properties of the Kravchuk
polynomials, as follows. The symmetry of the Kravchuk polynomials reads

(−2)k
(
r

m1

)
k
(1/2)
k (m1, r) = (−2)m1

(
r

k

)
k(1/2)m1

(k, r) (B.19)

It follows from the identity 2F 1(−k,−m1,−r; 2) = 2F 1(−m1,−k,−r; 2) applied to
(B.8), and one can check that it implies (B.18). This property is manifest if we express
(B.15) in terms of the function 2F 1

Cm1

r,k = (−i)k+m12−r/2

√(
r

m1

)(
r

k

)
2F 1(−k,−m1,−r; 2) . (B.20)

The orthogonality of the Kravchuk polynomials reads (see e.g. [41])

r∑
m1=0

1

2r

(
r

m1

)
k
(1/2)
k (m1, r)k

(1/2)
k′ (m1, r) =

1

22k

(
r

k

)
δkk′ (B.21)

and can be readily used to check (B.16). Finally, (B.17) is a consequence of (B.16)
and (B.18).

We now note that Cm1

r,m′
1
are a special case for β = π

2 of a more general function

Cm1

r,m′
1
(β) defined in (4.20). As shown in the second line of (4.20), Cm1

r,m′
1
is proportional

to the Wigner d-functions. Using one of the properties of dlmn(β) known as Wigner’s
trick (see e.g. [45])

is
′
1−s1

l∑
s=−l

dls′1,s

(π
2

)
exp(iβs)dls,s1

(
−π
2

)
= dls′1,s1(β) (B.22)

and using (4.20) we obtain the following identity relating Cm1

r,m′
1

(
π
2

)
and Cm1

r,m′
1
(β)

r∑
k=0

C
m′

1

r,k
∗
(π
2

)
exp(i

β

2
(2k − r))Cm1

r,k

(π
2

)
= im

′
1−m1Cm1

r,m′
1
(β) (B.23)
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