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Abstract. Composed Image Retrieval (CIR) is a complex task that re-
trieves images using a query, which is configured with an image and a cap-
tion that describes desired modifications to that image. Supervised CIR
approaches have shown strong performance, but their reliance on expen-
sive manually-annotated datasets restricts their scalability and broader
applicability. To address these issues, previous studies have proposed
pseudo-word token-based Zero-Shot CIR (ZS-CIR) methods, which uti-
lize a projection module to map images to word tokens. However, we
conjecture that this approach has a downside: the projection module
distorts the original image representation and confines the resulting com-
posed embeddings to the text-side. In order to resolve this, we introduce
a novel ZS-CIR method that uses Spherical Linear Interpolation (Slerp)
to directly merge image and text representations by identifying an inter-
mediate embedding of both. Furthermore, we introduce Text-Anchored-
Tuning (TAT), a method that fine-tunes the image encoder while keeping
the text encoder fixed. TAT closes the modality gap between images and
text, making the Slerp process much more effective. Notably, the TAT
method is not only efficient in terms of the scale of the training dataset
and training time, but it also serves as an excellent initial checkpoint
for training supervised CIR models, thereby highlighting its wider po-
tential. The integration of the Slerp-based ZS-CIR with a TAT-tuned
model enables our approach to deliver state-of-the-art retrieval perfor-
mance across CIR benchmarks.

Keywords: Zero-Shot Composed Image Retrieval · Slerp-based Search
· Text-Anchored-Tuning

1 Introduction

Composed Image Retrieval (CIR) is a vision-language task that utilizes both
image and text queries to retrieve images with high precision. It aims to identify
images that are visually similar to a reference image, but also incorporate changes
specified in a text query, thereby providing users with precise control over the
characteristics of the desired image. This bi-modality of the query allows for a
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(a) Pseudo-word token-based ZS-CIR method.
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(b) Our linear interpolation based ZS-CIR method.

Fig. 1: Overview of ZS-CIR approaches. The previous works [22,4,1] utilize a
projection module, which transforms an image into a textual pseudo-word. This
is then combined with text (textual intent) to produce a composed embedding
with a text encoder for retrieval purposes. In contrast, we propose a method
based on a simple spherical linear interpolation. This method directly combines
image (v) and text (w) embeddings to produce a composed embedding (c). We
then use c to perform ZS-CIR.

more nuanced search, as some features are better described with language, while
others are more effectively expressed visually. Due to its potential in a variety
of real-world applications, there has been a surge in attention towards CIR.

Previous works on supervised CIR [2,5,17,7] have proposed solutions to var-
ious problems using natural image [18,12,1] and fashion image [30] datasets,
configured with triplets of ¡reference image, textual intent, target image¿. How-
ever, these solutions face significant challenges, primarily due to the complexity
and cost of dataset collection. The process involves creating these triplets, which
is not easily automated and requires substantial manual labor. This makes the
process time-consuming and resource-intensive, particularly when creating large
training sets. Moreover, models trained on these supervised datasets tend to
be specialized to specific use-cases, limiting their robustness to diverse unseen
domains. Therefore, despite promising results from supervised CIR approaches,
their reliance on expensive manually-annotated datasets restricts their scalabil-
ity and broader applicability.

In response to the challenges faced in supervised CIR, the research commu-
nity has introduced an alternative approach known as Zero-Shot CIR (ZS-CIR)
[22,4,1,27,12]. ZS-CIR, unlike supervised CIR that relies on triplets, utilizes ¡im-
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age, text caption¿ pairs, akin to those used in the Vision-Language Pretraining
(VLP) models like CLIP [21] or BLIP [13]. The primary challenge in ZS-CIR is
establishing a compositional understanding between image and text. To address
this, pseudo-word token-based approaches [22,4,1,8] were proposed as shown
in Figure 1a, aiming to utilize a projection module that transforms VLP im-
age encoder output as the pseudo-word token. Then, this pseudo-word token
is concatenated with text tokens and forward to VLP text encoder to produce
image-text composed representation embedding to perform ZS-CIR.

However, pseudo-word token-based methods may not genuinely ”compose
image and text” since the representation of the composed embeddings is con-
strained within the text encoder output embedding space, which may not fully
capture the joint image-text information. Moreover, these methods have a limi-
tation in their inference pipeline because the projection module can distort the
original, discriminative image representation. This results in a CIR model that
is less capable of capturing and representing the complex compositional relation-
ships between image and text samples.

To avoid these problems, we propose a new method called Spherical linear
Interpolation (Slerp [24])-based Zero-shot CIR. Given that VLP encoders are
trained with scaled cosine similarity between image and text embeddings, this
results in the distribution of image and text samples on a joint hypersphere
with the radius of the scaling factor (temperature). Consequently, Slerp can be
applied to find an intermediate embedding of image and text ones, as shown
in Figure 1b. Surprisingly, the results from Slerp-based retrieval confirm that
simple interpolation between image and text embeddings of VLP can achieve
ZS-CIR performance comparable to the best-performing approaches, without
any additional training.

Furthermore, we introduce a Text-Anchored-Tuning (TAT) strategy to fa-
cilitate the Slerp process by reducing the gap between modalities. Based on the
observations in [22,1], which show that the text-only case significantly outper-
forms the image-only case in CIR benchmarks and sometimes even surpasses the
best performing model, we believe that the VLP text embedding itself plays a
critical role in CIR. Therefore, we keep the VLP text encoder frozen to maintain
its power and allow the text embeddings to serve as an anchor for contrastive
learning. Specifically, we apply LoRA [11] parameters to the VLP image encoder,
which not only preserves the original knowledge of the image encoder but also
effectively redistributes image embeddings to align more closely with the corre-
sponding text embeddings. As a result, the modality gap is reduced while the
text representations of VLP are retained. Ultimately, by combining Slerp and
TAT, we significantly boost the performance of ZS-CIR.

Extensive experimental results on various domain benchmarks, including nat-
ural images [18,1] and fashion images [30], underscore the advantages of Slerp-
based ZS-CIR. This not only achieves decent retrieval performance, but Slerp
also allows for easy adjustment of the contribution of image or text queries
based on the user’s intent. Our TAT strategy significantly enhances retrieval
performance, even when trained with far fewer image-text training pairs (only
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20% of the number used in the CC3M dataset) compared to previous ZS-CIR
methods [22,8,27,12]. Moreover, optimal performance of Slerp + TAT method
can be achieved with just a single epoch of training, exhibiting superior training
efficiency compared to pseudo-word token-based approaches [22,4,1,8], which re-
quire tens to hundreds of training epochs. As part of the broader applications
of our work, we demonstrate that TAT-trained VLP models can serve as su-
perior initial checkpoints compared to the original VLP models when training
supervised CIR models.

2 Related Work

2.1 Supervised Composed Image Retrieval

The field of image retrieval, as surveyed in [20], has attracted significant at-
tention from researchers due to its diverse utilities, such as enhancing search
engines and e-commerce platforms. In particular, Composed Image Retrieval
(CIR), a method that retrieves images using a pair consisting of a query im-
age and a text that depicts user intent [28], has been widely explored. This
expansion from vision-only to vision-language multi-modal applications repre-
sents a significant advancement in the field. CIR has been explored in various
visual domains, including natural [18,6,1] and fashion [9,10,7,30] images. No-
tably, CIRR [18] and FashionIQ [30] are widely utilized to train CIR models in
a supervised fashion, using human-annotated triplets that contains a reference
image, a target image, and a textual description of their difference. Based on
this supervision, various supervised CIR methods [5,17,2,18,7] have been pro-
posed, and they have demonstrated decent CIR performances. However, these
methods often encounter bottlenecks due to the high cost of labeling and the
potential existence of mislabeled samples. Additionally, the current supervised
CIR datasets are limited to specific image domains and visual attributes, which
restrict their applicability across different domains.

2.2 Zero-shot Composed Image Retrieval

As an alternative to supervised CIR, Zero-Shot CIR (ZS-CIR) methods [22,1,4,8]
have been introduced. Instead of using CIR triplets, these zero-shot methods em-
ploy image-text caption pairs, similar to those used in the pretraining stage of
VLP models [21,13]. ZS-CIR is particularly advantageous for domain general-
ization as it can utilize simple web-crawled data samples for training, thereby
making it easy to scale up the dataset size and incorporate a variety of image
domains. This, in turn, can be used to build a robust CIR model. The primary
challenge in ZS-CIR is how to achieve composition between image and text. To
address this, previous works [22,1,4,8] have used pseudo-word token-based meth-
ods, which replace specific characters in text prompts with pseudo-word tokens
derived from images. However, this approach does have its limitations. The im-
age representation, which is inherent in the embedding, can become distorted
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when it is transformed into a pseudo-word token. Furthermore, this token is then
processed through a fixed text encoder. This encoder has only been trained with
text inputs, and as such, it may not correctly interpret the information from
images. To overcome these issues, we propose a novel ZS-CIR scheme based on
Slerp, which simply interpolates between image and text embeddings to obtain
a composed representation for retrieval. In this manner, the image embedding
directly contributes to building the composed embedding close to its original
form. Moreover, we further improve the Slerp-based search with text-anchored
fine-tuning to reduce the domain gap in VLP embeddings, thereby facilitating
the Slerp process. It’s important to note that our TAT differs from the training
scheme in [31], which also proposed to freeze a single-modality tower (the im-
age encoder) during the pretraining stage of the VLP model. In contrast, TAT
fixes the text encoder and is focused on fine-tuning the existing VLP model to
enhance its performance for CIR tasks.

3 Method

In this section, we present our Slerp-based ZS-CIR approach. Then, we introduce
the TAT learning method, which aligns image representation closer to a fixed
text, thereby enhancing the Slerp-based ZS-CIR performance significantly. We
employ the pre-trained vision-language models, CLIP [21] and BLIP [13], as our
baseline models. Each of these models is equipped with a separate image and
text encoder that generate visual and textual representation embeddings, respec-
tively. During the retrieval stage, the composed representation embedding of the
image and text query is obtained using Slerp. This composed embedding is then
used to compute the similarity with pre-computed gallery image embeddings,
resulting in ranked results.

3.1 Preliminaries

Represented by CLIP [21] and BLIP [13], VLP models are trained on an extensive
dataset D = {(xn, tn)}Nn=1 of image-text caption pairs, where xn is an image and
tn is a tokenized text caption. The VLP model employs a parameterized image
encoder EI and text encoder ET to produce an image embedding v ∈ Rd : v =
EI(x), and a text embedding w ∈ Rd : w = ET (t) of the same dimensionality d,
respectively. Both the image and text embeddings are l2 -normalized to utilize
cosine similarity as a baseline metric.

Then, normalized temperature-scaled cross entropy loss [3] (contrastive loss)
is utilized to update trainable parameters of both modality encoders as:

Lcont. = LI2T + LT2I (1)

where each term is described as:
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LI2T (B) = − 1

NB

NB∑
i=1

log
exp (vT

i ·wi/τ)∑NB

j=1 exp (v
T
i ·wj/τ)

, (2)

LT2I(B) = − 1

NB

NB∑
i=1

log
exp (wT

i · vi/τ)∑NB

j=1 exp (w
T
i · vj/τ)

. (3)

Here, B denotes a training batch consisting of NB image-text pairs, and τ is
the temperature parameter used for scaling. This learning strategy results in an
image and its corresponding text caption being aligned, while the unpaired ones
are separated.

3.2 Spherical Linear Interpolation-based Retrieval

Due to the cosine similarity-based representation learning in the VLP model,
both the image and text embeddings are distributed on a unique hypersphere
with a radius of the scaling factor, τ . Moreover, since the VLP model is trained
on hundreds of millions of image-text pairs, the embeddings of images and texts
are densely distributed on this hypersphere, presumably covering most of the
related semantics between the vision and language domains.

Based on this, we assume that intermediate representation of existing im-
age and text embeddings (v and w) can represent image and text composed
representation, and introduce a simple Slerp [24]-based approach for ZS-CIR as:

c : Slerp(v,w;α) =
sin((1− α)θ)

sin(θ)
v+

sin(αθ)

sin(θ)
w (4)

where θ is the angle between v and w which is obtained as:

θ = cos−1(v ·w) (5)

and α is a balancing scalar value within the range of [0, 1] that determines
the scale of the linear combination between v and w to produce the composed
embedding: c. It’s worth noting that with the Slerp-based ZS-CIR method, users
have the ability to manually balance the contributions of the query image or text
by adjusting the value of α to suit their retrieval purposes.

In line with the experimental results reported in previous works, such as
Pic2Word [22] and SEARLE [1], we also observe a similar phenomenon where
using a text-only query yields better ZS-CIR performance than an image-only
query for both natural and fashion image dataset benchmarks. This observation
leads us to hypothesize that text plays a more significant role than images in
constructing the composed representation. As a result, we assign more weight
(α ≥ 0.8; text-weighted) to w than to v when constructing c, which leads to a
significant performance gain in ZS-CIR evaluation protocols. That said, as we
will show in Section 4, the image still plays an important role in Slerp. When the
text is given all the weight, we observed significant performance degradation.
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Fig. 2: Workflow of Text-Anchored-Tuning.

3.3 Text-Anchored-Tuning

In reality, the vision (image) and language (text) modality embeddings of the
VLP model are distinctly distributed, and the embeddings of paired image and
text samples are actually not closely aligned with each other as observed in [14].
This gap between modalities can limit the effectiveness of conducting interpo-
lation between image and text embeddings, which may consequently degrade
the Slerp-based ZS-CIR performance. To resolve this issue, we propose Text-
Anchored-Tuning (TAT) method as illustrated in Figure 2.

The goal of TAT is to mitigate the performance degradation in the text-
weighted Slerp-based search, which is caused by the modality gap, while pre-
serving the powerful original text representation of the VLP model. We aim to
achieve this by adjusting the image embeddings to align with the text embed-
ding points that we keep fixed (text-anchoring), thereby making images closer
to the corresponding texts. This is enabled by fine-tuning the image encoder
EI , while keeping the text encoder ET unchanged. However, fully fine-tuning
all parameters of EI is not only expensive but can also lead to catastrophic
forgetting of the inherent knowledge within EI . Therefore, we adopt the LoRA
technique [11] with additional trainable parameters (Plora), which retains the
parameters of EI and adds a small number of additional parameters to EI to
assist in its adaptation. In this way, the original expressive power of both EI

and ET is preserved, and the image embeddings can be realigned to follow the
text embeddings. For the training objective, we choose the same batch-wise con-
trastive loss (Equation 1) as used in the pretraining stage of VLP, with a fixed
temperature (τ) to ensure stable training. In the end, image embeddings follow
the text representation to ease the text-weighted Slerp process.

3.4 Inference

To perform composed image retrieval, we first construct a gallery. This is done
by forwarding images (xg) through the trained image encoder (EI) to produce
image embeddings (vg = EI(xg)), which are then collected to form the retrieval
gallery. Next, we take a user’s query of an image (xq) and text (tq) and forward
them into EI and the text encoder (ET ) separately, to generate the query im-
age embedding (vq = EI(xq)) and text embedding (wq = ET (tq)). The image
and text embeddings, vq and wq, are then combined using Slerp with a balanc-
ing scale (α) to produce a query composed embedding cq. Finally, cq is used
to retrieve relevant images from the gallery by computing the cosine similarity
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between cq and vg, producing a ranked list based on the score. Note that, un-
like pseudo-token based approaches [22,4,1,8], our Slerp-based method does not
require a specific text prompt (e.g . ”a photo of [$]”, where $ is replaced with a
text token transformed from an image). This requirement can often become a
bottleneck for the performance of ZS-CIR. Instead, our Slerp-based search allows
the user’s query text to be directly applied, providing a more robust solution.

4 Experiments

4.1 Settings

Datasets. For training ZS-CIR models, previous works [22,8] have used datasets
configured with web-collected image-text pairs such as CC3M [23]. We adopt
three training datasets: (1) CC3M: we attempted to utilize the full scale of the
CC3M dataset; however, we were only able to download 2.3M, so we use a subset
of the entire package, (2) LLaVA-Align: this dataset contains image-text pairs
used in LLaVA [16] to build alignment between image and text modalities, which
contains 585K pairs, and (3) Laion-2M: we sub-sample 2M of the Laion-115M
image-text pairs used in the pretraining of the BLIP [13] model. Unless otherwise
stated, we use this dataset as our baseline for the CIR model training.

For evaluation, there are three standard benchmarks used by ZS-CIR meth-
ods [22,1,8]. The first is CIRR [18], which deals with natural images. The second
is CIRCO [1], which handles more challenging natural image cases on a larger
scale than CIRR and is specifically designed for ZS-CIR models. The third is
FashionIQ [30], which focuses on fashion domain images. Each of these bench-
marks offers unique challenges and datasets, aiding researchers in expanding the
limits of what can be achieved in CIR. Specifically, CIRR is configured with 4,351
subgroups (subsets), each containing six similar images, sourced from NLVR2
dataset [25]. We utilize the test split of CIRR, which consists of 503 subgroups
of 2,178 images, to evaluate ZS-CIR methods. CIRCO contains 800 image-text
queries collected from the COCO 2017 unlabeled set [15], with a retrieval gallery
size of 123,403 for evaluation. FashionIQ is divided into three categories: Dress,
Shirt, and Toptee. For this benchmark, we employ the validation split, which
consists of triplets of 15,415 images.
Evaluation Metrics. Following the protocols utilized in benchmarks [18,30,1],
we report the CIR results with recall scores at the top K retrieval results (R@K)
for CIRR and FashionIQ, and more detailed results under the collected subset
(Rs@K) for CIRR. In the case of CIRCO, we follow the protocol used in [1,8] and
evaluate retrieval results with a ranking-based metric, mean Average Precision
(mAP@K) scores.
Implementation Details. The popular CLIP and BLIP models [21,13], which
are based on a Transformer [26] backbone, serve as our baseline VLP mod-
els. These models are listed with backbone/image patch size as: CLIP-ViT-
B/32, CLIP-ViT-L/14, and BLIP-ViT-L/16. For simplicity, we notate each as
C-B32, C-L14 and B-L16, respectively. Pretrained weights provided by Hugging-
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Table 1: Retrieval results on CIRR test set. The best scores are marked in bold,
while the second best are underlined.

Backbone Method
Recall@K Recallsubset@K

K=1 K=5 K=10 K=50 K=1 K=2 K=3

CLIP-
ViT-B/32

Image-only 6.99 23.23 34.31 58.89 20.46 40.46 60.87
Text-only 19.61 43.90 55.42 78.27 62.24 80.99 90.36

PALAVRA† [4] 16.62 43.49 58.51 83.95 41.61 65.30 80.94

SEARLE† [1] 23.57 52.80 66.48 89.59 54.80 76.70 88.10
Slerp 24.22 50.94 63.49 84.92 57.86 78.27 89.25
Slerp + TAT 28.19 55.88 68.77 88.51 61.13 80.63 90.68

CLIP-
ViT-L/14

Image-only 7.33 23.01 33.25 56.24 20.84 41.61 61.04
Text-only 20.92 43.98 55.42 76.77 60.41 79.74 90.36

Pic2Word‡ [22] 23.90 51.70 65.30 87.80 - - -

SEARLE‡ [1] 24.22 52.41 66.29 88.63 53.71 74.63 87.61

LinCIR‡ [8] 25.04 53.25 66.68 - 57.11 77.37 88.89
Slerp 24.43 49.93 62.29 83.45 57.71 77.59 88.80
Slerp + TAT 30.94 59.40 70.94 89.18 64.70 82.92 92.31

BLIP-
ViT-L/16

Image-only 7.18 23.30 33.40 57.49 20.92 41.45 60.58
Text-only 26.48 51.45 62.10 79.66 66.27 84.53 92.31
Slerp 28.60 55.37 65.66 84.05 65.16 83.90 92.05
Slerp + TAT 33.98 61.74 72.70 88.94 68.55 85.11 93.21

Face3 [29] are applied to the CLIP models as: openai/clip-vit-base-patch32,
openai/clip-vit-large-patch14. For the BLIP model, the original checkpoint
named BLIP w/ ViT-L from the authors4 is employed.

For TAT learning (refer to Section 3.3), we apply additional LoRA parameters
(Plora) configured as follows: LoRAα = 16, rank = 16, and dropout = 0.1. We
train the models using eight A100-80GB GPUs. The batch size is set to 1,024,
with 128 batches per GPU. During training, we keep the entire set of parameters
of EI and ET fixed. The temperature hyper-parameter τ is set to 1/0.07. We
use the AdamW optimizer [19] with a fixed learning rate of 1e-4 and a weight
decay of 0.01. The training, which is conducted in a single epoch and where
the trainable parameters constitute less than 0.5% of the total parameters, is
performed in a highly efficient manner, e.g ., taking less than 0.5 hour for C-B32
backbone with LLaVA-Align dataset.

During the inference stage, we observe that the CIRR is more heavily influ-
enced by the text than the image, compared to other datasets, a feature also
noted in [22,1]. Therefore, we set the Slerp balancing scalar value α to 0.9, 0.8,
and 0.8 for CIRR, CIRCO, and FashionIQ, respectively, taking into account the
unique features of each dataset.

4.2 Main Results

In this section, we compare our method (Slerp and Slerp + TAT) with existing
pseudo-word token based ZS-CIR works [4,1,22,8]. The symbol † denotes retrieval

3 https://huggingface.co/models
4 https://github.com/salesforce/BLIP
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Table 2: Retrieval results on CIRCO test set. The best scores are marked in bold,
while the second best are underlined.

Backbone Method mAP@5 mAP@10 mAP@25 mAP@50

CLIP-
ViT-B/32

Image-only 1.51 1.86 2.31 2.64
Text-only 2.50 2.61 2.91 3.09

PALAVRA† [4] 4.61 5.32 6.33 6.80

SEARLE† [1] 8.86 9.43 10.55 11.23
Slerp 6.35 7.11 8.12 8.75
Slerp + TAT 9.34 10.26 11.65 12.33

CLIP-
ViT-L/14

Image-only 2.50 3.09 3.93 4.42
Text-only 3.30 3.65 4.08 4.38

Pic2Word‡ [22] 8.72 9.51 10.64 11.29

SEARLE‡ [1] 11.68 12.73 14.33 15.12

LinCIR‡ [8] 12.59 13.58 15.00 15.85
Slerp 8.76 9.84 11.30 11.99
Slerp + TAT 18.46 19.41 21.43 22.41

BLIP-
ViT-L/16

Image-only 1.52 1.89 2.42 2.77
Text-only 4.24 4.59 5.20 5.53
Slerp 9.61 10.11 11.10 11.66
Slerp + TAT 17.84 18.44 20.24 21.07

results reported in [1], ‡ denotes results reported in [8], and − indicates that
results were not reported.

CIRR. Retrieval results on CIRR dataset are shown in Table 1. Due to the
unique property of the CIR triplets in this dataset, where the textual intents
of CIR triplets are frequently unrelated as noted in [22,1], text-only retrieval
results achieve the highest scores under Recallsubset@1, 2 for the C-B32 backbone.
When we compare Slerp with pseudo-word token-based methods, we find that
the performance is comparable. The key to this performance is Slerp’s ability
to adjust the α parameter appropriately, making the retrieval process feasible
according to the properties of the retrieval domain. Moreover, except for the
C-B32 backbone Recall@50 case (where our method achieves the second-best
result), our Slerp + TAT approach significantly outperforms previous works and
image/text-only cases for both CLIP and BLIP-based backbones, demonstrating
the benefits of both proposals.

CIRCO. For CIRCO dataset, retrieval results are shown in Table 2. Despite
the increased challenge posed by CIRCO’s larger retrieval gallery size and its
greater emphasis on image and relative text (textual intent) in the construction
of CIR triplets compared to CIRR, our Slerp + TAT approach still significantly
outperforms previous methods and image/text-only cases for both CLIP and
BLIP across all mAP score metrics. This performance improvement is even more
pronounced when a superior VLP model is used as the backbone, as observed
in the results between C-B32 and C-L14. Furthermore, it’s noteworthy that
simply applying Slerp without any fine-tuning can yield the third-best results
with the C-B32 and C-L14 backbones. The only method that outperforms Slerp
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Table 3: Retrieval results on FashionIQ validation set. The best scores are
marked in bold, while the second best are underlined.

Backbone Method
Dress Shirt Toptee Average

R@10 R@50 R@10 R@50 R@10 R@50 R@10 R@50

CLIP-
ViT-B/32

Image-only 3.87 10.81 7.46 14.03 6.22 13.36 5.85 12.73
Text-only 13.58 31.78 20.26 35.28 20.19 40.49 18.01 35.85

PALAVRA† [4] 17.25 35.94 21.49 37.05 20.55 38.76 19.76 37.25

SEARLE† [1] 18.15 38.57 24.83 41.11 25.60 46.25 22.86 41.98
Slerp 20.53 41.00 23.75 40.92 26.98 46.77 23.75 42.90
Slerp + TAT 19.24 42.14 23.06 41.95 26.57 47.78 22.96 43.96

CLIP-
ViT-L/14

Image-only 4.86 12.99 11.04 20.22 8.67 16.52 8.19 16.58
Text-only 14.33 32.57 20.46 33.61 21.72 39.32 18.84 35.17

Pic2Word‡ [22] 20.00 40.20 26.20 43.60 27.90 47.40 24.70 43.70

SEARLE‡ [1] 20.48 43.13 26.89 45.58 29.32 49.97 25.56 46.23

LinCIR‡ [8] 20.92 42.44 29.10 46.81 28.81 50.18 26.28 46.49
Slerp 21.96 41.55 28.66 43.96 30.24 48.34 26.95 44.62
Slerp + TAT 23.35 45.12 29.64 46.47 31.97 51.20 28.32 47.60

BLIP-
ViT-L/16

Image-only 4.16 11.40 8.78 18.11 7.39 15.45 3.58 9.37
Text-only 18.05 34.90 21.39 36.36 24.73 42.94 28.16 47.93
Slerp 22.91 42.39 27.33 45.25 32.33 50.48 31.89 51.60
Slerp + TAT 29.15 50.62 32.14 51.62 37.02 57.73 32.77 53.32

is SEARLE, which requires training with 3M image-text pairs and 5.5M text
samples to achieve its retrieval results.
FashionIQ. For the fashion domain images from FashionIQ dataset, we present
the experimental results in Table 3. Similar to the results with the natural image
datasets, our Slerp-based retrieval results are comparable to those of pseudo-
token based methods in fashion domain either. Moreover, our Slerp + TAT
method achieves the best average scores in most cases for both backbone types,
with the exception of C-B32 R@10, where our Slerp method shows the best re-
sults. These results demonstrate the effectiveness of our approach across diverse
datasets and retrieval tasks, further validating the robustness and versatility of
our proposed methods.

4.3 Further Analysis

Ablation Study. In order to validate our method, we conduct an ablation study
on the Slerp and TAT schemes. For Slerp, we vary the balancing value α and
displayed the results in Figure 3. From these results, we observe that increasing
the weight given to text embedding improves both mAP and Recall performance,
up to α = 0.8. However, the image also plays a significant role, as evidenced by
the significant drop in performance when the image has no effect (α = 1.0).

For TAT, we perform experiments with diverse setups and display the results
in Table 4. Please refer to Table 2 for a comparison with previous works. We
experiment with (a, b, c, d) to evaluate the impact of the training dataset by
changing it during TAT. For (a), even though TAT is trained with only 0.58M
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Fig. 3: mAP and Recall scores by varying the α of Slerp with CLIP-ViT-L/14
model on CIRCO test set.

Table 4: Ablation study results with CLIP-ViT-L/14 backbone on CIRCO test
set. Except for (g, h), retrieval results are obtained with Slerp + TAT.

Ablation mAP@5 mAP@10 mAP@25 mAP@50

(a) LLaVA-Align (0.58M) 17.05 18.23 20.11 21.05
(b) CC3M (2.3M) 16.98 17.82 19.62 20.58
(c) Laion-4M 18.45 19.50 21.53 22.52
(d) Laion-8M 18.23 19.21 21.29 22.26
(e) None-anchoring 8.26 8.90 10.07 10.71
(f) Image-anchoring 7.54 7.73 8.79 9.30
(g) Pic2Word-Laion-2M 8.93 9.96 11.50 12.02
(h) Pic2Word-LoRA 8.89 9.84 11.33 11.60

image-text pairs, which is only 20% of the CC3M used in [22,8], TAT significantly
outperforms previous methods. For (b), even when only a subset of CC3M is
utilized for training, our TAT still outperforms previous methods by a large
margin. We employ (c, d) to test whether scaling the dataset to a larger scale
than our baseline (Laion-2M) would affect the performance, and we find that it
does not have much impact. For (e, f), we aim to compare text-anchoring used
in TAT with no-anchor: applying LoRA to both the image and text encoder for
fine-tuning, and image-anchor: applying LoRA to the text encoder and fixing
the image encoder. From the results, we demonstrate that text-anchoring is the
most effective training method. For (g), we apply the same Laion-2M dataset
to Pic2Word [22] to verify that the dataset is not the only factor contributing
to our performance, and we observe that the performance gain with Laion-2M
in Pic2Word is marginal. Additionally, for (h), we apply LoRA to Pic2Word to
show that LoRA is not the powerful factor in our proposed design, which also
shows a marginal performance gain compared to the original Pic2Word baseline.

Applying Slerp on Fine-tuned Models. To further demonstrate the advan-
tage of the Slerp-based ZS-CIR, we conduct an experiment with Slerp on the
fine-tuned VLP model (BLIP fine-tuned on COCO [15] train set) and show the
results in Table 5. It’s important to note that, unlike CASE [12] and CoVR [27]
which utilize additional visual data samples to improve the BLIP model’s per-
formance, our Slerp does not utilize any further training and simply interpolates
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Table 5: Retrieval results with fine-tuned BLIP model on CIRR test set.

Method
Recall@K Recallsubset@K

K=1 K=5 K=10 K=50 K=1 K=2 K=3

CASE [12] 35.40 65.78 78.53 94.63 64.29 82.66 91.61

CoVR [27] 38.48 66.70 77.25 91.47 69.28 83.76 91.11

Slerp 39.08 65.57 75.45 89.83 72.96 88.10 94.87

Table 6: Supervised trained retrieval results on CIRR test set.

Backbone Pretrained Weight
Recall@K Recallsubset@K

K=1 K=5 K=10 K=50 K=1 K=2 K=3

CLIP-
ViT-B/32

Original CLIP 30.99 61.28 73.69 91.40 59.64 79.95 90.65
TAT-trained CLIP 33.98 65.06 76.87 92.63 61.78 81.52 91.18

CLIP-
ViT-L/14

Original CLIP 30.31 61.11 73.52 90.75 60.84 80.22 90.02
TAT-trained CLIP 36.58 67.71 78.19 92.72 65.52 84.07 92.89

Table 7: Supervised trained retrieval results on FashionIQ validation set.

Backbone Pretrained Weight
Dress Shirt Toptee Average

R@10 R@50 R@10 R@50 R@10 R@50 R@10 R@50

CLIP-
ViT-B/32

Original CLIP 25.08 48.79 32.68 52.80 33.35 56.09 30.37 52.56
TAT-trained CLIP 25.48 49.98 33.27 53.29 34.88 57.22 31.21 53.50

CLIP-
ViT-L/14

Original CLIP 29.65 52.80 39.01 57.85 38.25 59.41 35.64 56.69
TAT-trained CLIP 30.09 55.73 39.55 58.93 40.44 62.47 36.69 59.04

the original BLIP’s image and text embeddings. Nevertheless, Slerp achieves the
best results in Recall@1 and all of the Recallsubset cases, verifying its effectiveness
and applicability on existing fine-tuned VLP model for retrieval.

Improving Supervised CIR: Replacing VLP with TAT-trained Model.
To further assess the utilization of the TAT-tuned VLP model, we apply it to
supervised CIR tasks by replacing the original CLIP model in Combiner [2]
training pipeline with our TAT-tuned CLIP. From the results listed in Tables 6
and 7, which cover both natural and fashion image domains, we observe a signif-
icant improvement in retrieval performance. This confirms that TAT learning of
the VLP model not only improves zero-shot performance in the composed image
retrieval task, but also serves as an effective initial checkpoint for supervised
composed image retrieval scenarios.

Qualitative Results. Figure 4 shows retrieval results using the Slerp + TAT
with C-L14 model. From the results, we can confirm that α successfully balances
the contribution between the image and text query, enabling user-side adapta-
tion. Moreover, retrieved images are highly relevant, demonstrating the zero-shot
capabilities of our proposed method.
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Fig. 4: Qualitative results on CIRCO validation set. Green box denotes ground
truth.

5 Discussion

Potential Impact. The proposed Slerp-based ZS-CIR method offers a simple
and effective solution to the challenge of establishing a compositional under-
standing between image and text, without requiring additional training. This
could potentially streamline the image retrieval process, making it more efficient
and precise. The TAT strategy enhances the performance of the VLP model
in ZS-CIR by aligning the distribution of image embeddings with that of text
embeddings. This could also improve the performance of supervised CIR by pro-
viding better initial checkpoints. Moreover, TAT proves to be resource-efficient
as it can deliver decent performance even when trained with far fewer image-text
training pairs and requires only a single epoch of training.
Limitation. While ZS-CIR methods, including our Slerp-based approach, can
effectively integrate image and text, they have not yet been demonstrated for
different types of composed retrieval. For instance, scenarios where the query
consists of both image and text and the retrieval gallery is built with text, or
where the query and the retrieval gallery are both composed of image and text
samples. This necessitates the consideration of more benchmarks and leaves an
open question for the retrieval community to further explore.



Slerp + TAT 15

6 Conclusion

In this paper, we introduce a Slerp-based zero-shot composed image retrieval
method and a text-anchored-tuning strategy. Both present significant advance-
ments in the field of vision-language compositional retrieval tasks. The Slerp-
based method provides a simple yet effective solution for integrating image and
text, achieving performance on par with existing methods without the need for
additional training. The text-anchored-tuning strategy successfully redistributes
image samples to closely align with the corresponding text samples in the em-
bedding space, thereby enhancing the performance of the Slerp-based search.
Extensive experimental results show that our approach not only achieves su-
perior training efficiency but also demonstrates broader applicability with the
state-of-the-art zero-shot composed image retrieval performance.
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A More Qualitative Results

In this supplementary material, we provide additional qualitative results for our
Slerp + TAT with BLIP-ViT-L/16 [13] backbone on CIR benchmarks. Refer to
Figure 5 for CIRR [18], Figure 6 for CIRCO [1], and Figure 7 for FashionIQ [30].
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“One dog licks 
another's head.”

Reference Image Rank #1 Rank #2 Rank #3 Rank #4 Rank #5

Rank #6 Rank #7 Rank #8 Rank #9 Rank #10

“shut the blinds 
on the windows”

Reference Image Rank #1 Rank #2 Rank #3 Rank #4 Rank #5

Rank #6 Rank #7 Rank #8 Rank #9 Rank #10

Fig. 5: Retrieval results on CIRR test set.
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“is in a room with 
wooden walls”

Reference Image Rank #1 Rank #2 Rank #3 Rank #4 Rank #5

Rank #6 Rank #7 Rank #8 Rank #9 Rank #10

“has a cat sneaking 
into it”

Reference Image Rank #1 Rank #2 Rank #3 Rank #4 Rank #5

Rank #6 Rank #7 Rank #8 Rank #9 Rank #10

Fig. 6: Retrieval results on CIRCO test set.
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“is black with a dog 
on it, is darker in color”

Reference Image Rank #1 Rank #2 Rank #3 Rank #4 Rank #5

Rank #6 Rank #7 Rank #8 Rank #9 Rank #10

“is red, is maroon and 
has a belt”

Reference Image Rank #1 Rank #2 Rank #3 Rank #4 Rank #5

Rank #6 Rank #7 Rank #8 Rank #9 Rank #10

Fig. 7: Retrieval results on FashionIQ validation set.
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