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Queue-based Eco-Driving at Roundabouts with
Reinforcement Learning

Anna-Lena Schlampl, Werner Huber?, Stefanie Schmidtner?

Abstract—We address eco-driving at roundabouts in mixed
traffic to enhance traffic flow and traffic efficiency in urban areas.
The aim is to proactively optimize speed of automated or non-
automated connected vehicles (CVs), ensuring both an efficient
approach and smooth entry into roundabouts. We incorporate
the traffic situation ahead, i.e. preceding vehicles and waiting
queues. Further, we develop two approaches: a rule-based and
an Reinforcement Learning (RL) based eco-driving system, with
both using the approach link and information from conflicting
CVs for speed optimization. A fair comparison of rule-based
and RL-based approaches is performed to explore RL as a
viable alternative to classical optimization. Results show that both
approaches outperform the baseline. Improvements significantly
increase with growing traffic volumes, leading to best results on
average being obtained at high volumes. Near capacity, perfor-
mance deteriorates, indicating limited applicability at capacity
limits. Examining different CV penetration rates, a decline in
performance is observed, but with substantial results still being
achieved at lower CV rates. RL agents can discover effective
policies for speed optimization in dynamic roundabout settings,
but they do not offer a substantial advantage over classical
approaches, especially at higher traffic volumes or lower CV
penetration rates.

I. INTRODUCTION

In the course of climate change, reducing pollutant emis-
sions is becoming increasingly important. In 2019, road trans-
port was responsible for 26% of all CO2 emissions in the
European Union [1], emphasizing the need for innovative
measures on optimizing traffic efficiency in order to deci-
sively contribute to reducing emissions in urban areas [2].
Automated driving (AD) is one innovative technology that
provides great potential for improving traffic efficiency [3].
Introducing innovative algorithms for automated vehicle (AV)
control allows driving behavior to be adapted to traffic con-
ditions at an early stage. This holds the promise of lig-
uefying traffic by minimizing stop-and-go behavior, idling
times and accelerations. Taking advantage of infrastructure-
to-vehicle (I2V) and vehicle-to-vehicle (V2V) communica-
tions offers additional improvements by providing connected
automated vehicles (CAVs) early access to traffic-related in-
formation [4]. When it comes to automated driving, there
are various challenges especially posed by roundabouts as
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merging and driving behavior solely depends on road users’
interactions [5], [6]. Automated vehicles depend on a wide
range of information on the environment and surrounding road
users for being able to fully take over the driving task [3].
But due to the roundabouts’ high dynamics and interaction
density, perception and maneuver planning in approaching
and merging can be a complex task. This paper proposes a
proactive vehicle control approach to alleviate the challenges
of automated driving at roundabouts. The question of how to
eco-friendly approach a roundabout and by that ensure a more
efficient and safe merging into the roundabout is described. A
classic rule-based and a Reinforcement Learning (RL) based
approach are compared.

A. Eco-Driving at Roundabouts

Given the potential of connected automated driving as well
as the challenges posed by roundabouts, a lot of research is
being done to develop CAV control systems at roundabouts.
Considering traffic efficiency, there have been many studies
addressing the coordination of CAVs at roundabouts in a
fully automated setting. They primarily aim at improving
stop-and-go behavior and waiting times when entering and
by that optimizing traffic efficiency as a second effect. By
means of different techniques, such as forming clusters [7]]
or determining sequence and speed trajectories [8], [9], the
vehicles are steered in a way that their driving behavior, i.e.
speed or acceleration, is optimized. Optimization starts at a
distance of 200 meters [7], 275 meters [9]] or 300 meters [8]
from the roundabout merging point. In all studies, a reduction
in travel and waiting times, fuel consumption and emissions
is observed depending on the setting and the traffic demand.

But these studies suffer from a number of limitations. They
have shown that waiting times cannot be avoided completely
by coordination [9]], indicating that queues can still occur in
front of the roundabout merging point. However, there is no
research being done so far taking into account queues or
vehicles driving ahead, even though studies on eco-driving
at signalized intersections demonstrated that significant im-
provements can be achieved by that (see next paragraph).
Optimal speeds or accelerations are derived by analytical
optimization. Machine Learning (ML) based methods such
as Reinforcement Learning are not yet applied, although its
potential has already been demonstrated in eco-driving strate-
gies at signalized intersections (see Section [I-C). In addition,
previous studies only focus on optimizing the entry into round-
abouts in terms of waiting times and stops. Fuel consumption
and emissions during approach are not explicitly considered



in the optimization process. Even accelerating towards the
roundabout is encouraged if a cluster or a gap can be caught,
which counteracts the aspect of traffic efficiency. Optimization
starts at a maximum of 300 meters ahead, yet strategies for
efficient driving at signalized intersections suggest considering
the approach to minimize accelerations at an early stage. The
focus of previous works is on coordinated driving behavior
in a fully automated setting. In their settings, a full CAV
penetration rate is actually necessary to achieve significant
improvements [3], [8]. These approaches are therefore of
limited applicability to settings of mixed traffic.

B. Queue-based Eco-Driving at Signalized Intersections

There is a wide range of established eco-driving systems for
approaching signalized intersections. A well-known concept
in urban traffic research is the Green Light Optimized Speed
Advisory (GLOSA) system [10], which relies on rule-based
calculations of vehicle motion (see Eq. [T). Information on
signal phase and timing (SPAT) is used to early recommend
an optimal speed to connected vehicles (CVs) or CAVs that
allows them to efficiently approach and pass a signalized
intersection at green phase (for more details see e.g. [11]).
Several papers, such as [10], [12], reveal beneficial effects on
traffic flow and traffic efficiency. It is shown that waiting and
travel times, fuel consumption and emissions are reduced with
increasing GLOSA penetration rate and traffic demand. With
regard to the ideal activation distance, the studies have revealed
that optimization needs to be done at least 350 meters ahead
of the traffic light. Best results are obtained at higher distances
of around 500 meters, depending on the setting [[10], [L3].

Classic GLOSA only receives SPAT information for the
next traffic light and ignores the traffic situation ahead like
preceding vehicles or waiting queues. As a consequence, the
speed advisory can be counteracted by the traffic situation,
causing unexpected stops or accelerations as well as minor
improvements in terms of traffic efficiency. To avoid this,
in [14] for instance, the traffic density is included into the
GLOSA algorithm. But the results lack in accuracy as the
traffic density is not directly related to the waiting time.
Besides, in our previous work [11], we extended the classic
GLOSA approach by including queue information, i.e. queue
length and queue dissipation time. Further improvements in
traffic flow and traffic efficiency compared to classic GLOSA
were achieved by this approach.

C. Reinforcement Learning and Eco-Driving

Beyond the application of rule-based formulas derived from
classic driving physics, finding an optimal speed can also
be seen as an optimization problem and thus be formalized
as a Markov Decision Process (MDP) [15]. With respect to
eco-driving at roundabouts, i.e. the coordination of CAVs,
recent studies deal with formulating the problem and solving
it analytically. Besides employing analytical methods, the
use of Machine Learning and in particular Reinforcement
Learning has proven its potential across various optimiza-
tion domains [16]. A so-called agent is tasked to solve
a problem that is formalized as a MDP. To achieve this,

the agent learns to make decisions by interacting with its
environment and by maximizing rewards, i.e. feedback on
its actions. Exploiting the capabilities of neural networks as
function approximators for policy representation, a powerful
framework called Deep Reinforcement Learning (DRL) is
established. Within this framework, there are three different
categories of algorithms trying to find the optimal policy:
Q-learning, policy-based learning, and actor-critic learning,
which combines the two [16]. Given its potential, RL has
already been successfully applied in the context of GLOSA.
Actor-critic learning has been proven in several studies to be
suitable for learning optimal speeds or accelerations [[17], [18]],
[19]. As combining two separate components, an actor that
learns to make decisions by selecting actions and a critic that
evaluates these actions to provide feedback on their quality,
it allows for stable and efficient learning in complex and
high-dimensional environments. For example, in [17], a Twin-
Delayed Deep Deterministic Policy Gradient (TD3) agent was
implemented and trained. Results have shown that the RL-
based GLOSA achieves significant improvements compared
to a GLOSA reference system and a human driver. However,
the GLOSA reference system was not designed according
to well-established algorithms, but was rather a proprietary
development. For this reason, in our previous work [11], we
performed a fair comparison of classic rule-based and RL-
based GLOSA in a common comparable environment. It has
been demonstrated that an RL agent can successfully learn
an optimal speed for approaching signalized intersections, but
does not offer a substantial advantage over classic GLOSA.
A similar approach should also be possible for eco-driving
at roundabouts, but has not been tested so far. Compared
to signalized intersections, roundabouts include higher traffic
dynamics and less predictable entrance gaps. A Machine
Learning approach might here be even more beneficial com-
pared to a classic approach.

D. Contributions

This paper aims to address the limitations of previous
roundabout eco-driving studies, i.e. coordination approaches,
mentioned in section by presenting a novel eco-driving
strategy for automated and non-automated connected vehicles
at roundabouts. It fills the gap of considering the traffic
situation ahead, i.e. preceding vehicles and waiting queues,
when optimizing the speed. In addition, it faces the chal-
lenge of applying RL to speed optimization problems when
approaching roundabouts. A fair comparison of rule-based and
RL-based eco-driving at roundabouts in a common comparable
environment is being performed. As a secondary feature, speed
is optimized well in advance by incorporating the approach
link on a length of 500 meters. Thus, we address two target
criteria: the reduction of stop-and-go behavior on entering
and the minimization of accelerations during approach. In
this way, both an efficient approach and a smooth entry into
roundabouts should be ensured. Recent work has focused on
settings with full CAV penetration rate to achieve a more fluent
traffic behavior, i.e. assume a fully automated setting [7]], [8l,
[9]. In contrast, we aim for applicability of our approach to



mixed traffic with automated and non-automated CVs. We
evaluate different penetration rates of CVs to find out whether
significant results can still be obtained at lower CV penetration
rates. There are three main contributions of this study:

(1) An eco-driving system for approaching and entering a
roundabout is developed, which integrates information on
vehicle queues ahead and optimizes speed at an early
stage.

(2) A Reinforcement Learning based roundabout eco-driving
system incorporating queue information is designed. In
addition, a fair comparison of rule-based and RL-based
approaches in a common comparable environment is
performed.

(3) The role of traffic volume and CV penetration rate is
examined considering both rule-based and RL-based eco-
driving at roundabouts.

II. IMPLEMENTATION OF ALGORITHMS
A. Gym Environment

To be able to apply RL algorithms to an optimization
problem, a suitable environment must be created. Doing so, we
refer to the environment presented in our previous work [[11]].
Relying on a standardized interface called gym [20], it en-
ables the use of pre-implemented RL algorithms and libraries
like [21]. A microscopic traffic simulation, specifically the
Simulation of Urban MObility (SUMO) [22], forms the core
component of our gym environment. It allows the agent to
have numerous interactions in order to find a satisfactory
policy. Integrating it with the gym framework, we define a state
representation S to be extracted from the SUMO simulation,
which serves as input to the RL algorithm’s neural network.
In order to establish the agent’s optimization objective, a
reward function R is defined, relying on information obtained
from SUMO and ultimately yielding to a single numerical
value. In each iteration of the so-called RL-loop, the agent
determines an action, represented by a continuous value within
the permissible speed range, based on the current policy and
the state information from the previous time step. During
each simulation step, i.e. every second, the current speed
advisory is employed and the current reward is incrementally
accumulated. To be able to perform a fair comparison of rule-
based and RL-based eco-driving, we also embed the rule-
based algorithm into the gym environment structure. In each
simulation step, it therefore receives a state and a reward,
denoted as 1, as input, uses the state to internally run various
calculations and ultimately returns a speed advisory as an ac-
tion. Our work is based on a real urban single-lane roundabout
which is part of a test field for connected automated driving
located in Ingolstadt, Germany. As can be seen in Fig.
it has four links, south and east with double lanes, and a
shortcut that can be used to go from south to east directly
without having to pass the roundabout. The roundabout with
its links is introduced into the SUMO simulation according
to real dimensions. Random traffic is generated, consisting
of conventional passenger cars following the standard SUMO
vehicle model [23]]. Each possible route is equally distributed
among all vehicles, with them being randomly inserted into
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Fig. 1: Visualization of the urban roundabout located in
Ingolstadt with the ego vehicle’s approach link, entrance area
(green) and merging point (red).

the traffic network at a speed of 50 km/h. Despite focusing
on this particular roundabout, our approaches are generic and
therefore also applicable to other roundabouts.

In this initial work, our approaches are intended to be ap-
plied to one single ego vehicle that is connected or connected
automated and directly implements the given speed advisory.
Always following the same route, it drives towards the round-
about on the left-hand lane of the southbound approach link
and moves on to the northern link. Overtaking the ego vehicle
is prohibited, as this can affect the results due to the varying
number of vehicles ahead. Optimization starts at the point the
ego vehicle reaches a distance of 500 meters to the roundabout
merging point.

B. Rule-based Eco-Driving with Queue Information

Assuming that all vehicles are connected and share their
information such as route, position and speed, we generate
status plans for the relevant sectors of conflicting traffic,
i.e. merging point (see Fig. [I] red) and entrance area (see
Fig.[I] green) to be passed by the ego vehicle. They indicate
whether the corresponding sector is free or occupied by other
vehicles. To do so, we iterate over all vehicles at the beginning
of the simulation. Considering the roundabout’s geometric
dimensions, we derive a maximum possible speed of 30 km/h
for driving in it. Consequently, we assume that vehicles are
blocking the merging point for one second. German road traffic
regulations specify that a safety distance of at least one second
between two consecutive vehicles must be maintained in urban
areas with speeds below 50 km/h [24]. For that reason, we
set the point of time in the status plan at which a vehicle
passes the merging point as well as the second before and after
to occupied. This results in an overall occupancy duration of
three seconds per vehicle. In addition, a second status plan is
created to cover queuing vehicles at the entrance area. Again
including a safety distance, the status is set to be occupied for



two seconds at the time a vehicle with a speed of less than
15 km/h blocks the entrance area. This addresses slow-moving
vehicles shortly before entering the roundabout. Considering a
vehicle waiting for a longer period of time until being able to
enter, it ensures the entrance area to be occupied for the total
waiting and clearing time. If a queue of several vehicles has
already been formed, this procedure further guarantees that the
status is set to occupied until the queue has cleared. In this
way, stopping as well as braking of the ego vehicle caused by
other vehicles or queues ahead can be avoided in all cases.
Building upon the classic GLOSA concept [10]], a speed
optimization strategy for roundabouts is developed, which is
summarized in Algorithm 1. The queue-based optimal speed
is determined by executing the speed optimization algorithm
in two iterations, taking into account both factors: occupancy
of the merging point and occupancy of the entrance area. As
input, the state representation defined in our gym environment
is used, extracting the following information from the simula-
tion:
(1) The current speed v of the ego vehicle.
(2) The distance d to the entrance area.
(3) The occupancy status of the entrance area at arrival.
(4) The status transition time ff,.. from occupied to free
with regard to the entrance area.
(5) The distance d to the merging point.
(6) The occupancy status of the merging point at arrival.
(7) The status transition time {f,.. from occupied to free
with regard to the merging point.

First, an optimal speed for passing the entrance area is
calculated with the help of Algorithm 1. If the entrance area is
free upon arrival, the ego vehicle continues at the maximum
possible speed vy, for status free. If being occupied, the
algorithm calculates an optimal speed v,,; at which the ego
vehicle can pass the entrance area smoothly without stopping
at the time of status transition. Doing so, basic rules of motion
are used, given by Eq. (I). Being important to comply with
the permitted speed limits, it is also ensured that the output
speed is not lower than the minimum permitted vehicle control
speed to not present a traffic obstruction driving too slow.
The outcome is then used to iteratively execute the algorithm
a second time, now including the merging point distance,
occupancy status and the calculated optimal entrance speed.
Replacing the variable of the current speed by the optimal
speed defined for the entrance area, it is checked whether the
merging point can also be reached in a free status when driving
at the entrance speed. If this is not the case, a lower optimal
speed is calculated in order to reach both the entrance area
and the merging point in a free status.

2x%xd

Vopt =
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C. RL Agent Design

The Soft Actor Critic (SAC) algorithm is well-suited for
speed optimization due to its effectiveness in handling com-
plex continuous control problems. It integrates actor-critic

Algorithm 1 Speed Optimization

1: Calculate time of arrival 7, based on distance d and
current speed v
Check status at ¢,
if FREE then
Continue trip
Optimal speed v,,; = Maximum possible speed v ¢,
for status free
6: else if OCCUPIED then

7: Get status transition time tf... from occupied to
free starting from the time of arrival ¢,

8: Calculate optimal speed vyp; fOr Lppce + £,

9: end if

10: Output speed Voyt = MaX(Vopt, Umin) & MIN(Vopt, Umaz)

methods with entropy regularization to promote exploration
and robust learning. By maximizing both expected rewards
and entropy, a measure of uncertainty or randomness, SAC
achieves a balance between exploration and exploitation.
Having successfully applied SAC to GLOSA optimization
problems in our previous work [11]], it is also employed
to the present roundabout optimization problem. Similarly,
a Multi-Layer Perceptron (MLP) is utilized as the network
architecture for both the actor and critic components. Each
component contains two hidden layers, each with 256 neurons.
The agent’s output is represented by a continuous value within
the range of —1 to 1. Thus, we map the interval [Vmin; Umax]
to the corresponding speed advisory. To ensure algorithm
performance is unaffected by implementation specifics, we
adopt the SAC implementation outlined in [21]].

A multi-objective optimization is aimed by using a linear
combination of three components as reward function . One
component, denoted as Twaiting, iNVolves assigning a negative
reward when the vehicle is stopped. In addition, the deviation
raife between the current speed advisory and the previous one is
considered to mitigate fluctuating speed advisories. However,
rqife 1S excluded from the calculation for the first action after
simulation begins, as the agent should not be penalized for
adjusting its speed in this instance. As a third component 7'speed,
we incorporate the difference between vp,x and the speed
advisory to encourage the agent selecting the highest possible
speed and minimizing an increase in travel time. Empirically
determined coefficients of 1 for 7yaiting, 0.05 for rggr, and 0.05
for reeeqa have proven to be effective in roundabout speed
optimization. The total reward for one simulation step is then
calculated as follows:

Ty = 1% Twaiting + 0.05 * rgigr + 0.05 * T'speed )

As a state representation S, the agent receives the same
information as used by the rule-based eco-driving algorithm
described in Section [[I-B] A simple encoding scheme, rep-
resenting a free status as 1 and occupancy as 0, is used to
enable the neural network processing the status information
upon arrival (see state representation (3) and (6)). If the status



is free upon arrival, instead of status transition time the value 1
is assigned for state representation (4) and (7).

III. EVALUATION
A. Evaluation Setup

After implementation, we evaluated both approaches, rule-
based and RL-based eco-driving, using the roundabout traffic
simulation described in Section Performing a generic
evaluation, settings differ in the modeled traffic volume with
{600, 800, 1000, 1200, 1400} vehicles per hour (veh/h) enter-
ing the network. The upper limit of 1400 veh/h corresponds to
the empirical determined capacity of our roundabout scenario.
In addition, different CV penetration rates of {20, 40, 60,
80, 100} percent were examined. Our approach is tested on
one vehicle — the ego vehicle. It needs to be a CV for the
approach, but can also be a CAV. Its maximum allowed speed
is 50 km/h, as usual in urban areas. Besides, we set the
minimum permitted speed when controlling the ego vehicle
to 25 km/h, half the maximum speed according to [10], to
not create traffic obstructions by driving too slow. In order
to investigate which type of vehicle benefits most from our
eco-driving system, we evaluate trips with both an internal
combustion engine (ICE) vehicle and a battery electric vehicle
(BEV) vehicle. To train the RL algorithm, we expose the
ego vehicle to different settings by randomly starting into the
simulation at varying traffic volumes. The training involves
20 x 10* iterations. For evaluation of both approaches, we
initiate simulations at 30 randomly selected time points for
each traffic volume and CV penetration rate. During these
evaluation trips, performance metrics such as energy and
fuel consumption, CO2 emissions, travel and waiting time
as well as number of stops are recorded to test the various
configurations. In addition, at each traffic volume, we analyze
the rate of trips that require an optimization of the speed
trajectory. That means the percentage of trips where merging
point or entrance area are not reachable in a free status, i.e. the
ego vehicle is forced to stop if not adjusting its speed. Further,
we calculate the proportion of fully optimized trips where
stops are eliminated. Both rates are measured in relation to
the total number of trips, which allows for direct comparison.
Regardless of whether optimization is performed or not, the
performance metrics are averaged over all 30 evaluation trips,
even including those with +/-0% improvement. Given a strong
performance dependency on the trips’ random traffic scenario,
several evaluations on different sets of 30 random trips were
performed for each setting to verify the results’ robustness,
showing comparable outcomes.

B. Rule-based Eco-Driving Performance

The rule-based eco-driving system considering queue in-
formation produces substantial improvements compared to
the baseline without speed optimization (see Table [I, left
and Fig. [2). Best results are obtained at a traffic volume of
1200 veh/h. Being forced to stop in 80% of all trips, 37%
can be fully optimized in a way that stops are eliminated.
Average energy consumption is reduced by about 11%, fuel
consumption along with emissions are lowered by 6%. Travel

time decreases by 2%, waiting time and stops by 61% and
48% respectively. Close to capacity, i.e. at a traffic volume of
1400 veh/h, a drawback becomes clear in all metrics except
BEV energy consumption. However, improvements in waiting
times and stops remain at a high level of 56% and 48%.
Investigations with 600 and 800 veh/h reveal only minor
improvements in fuel economy and travel time, resulting in
a growing algorithm performance up to a traffic volume of
1200 veh/h. Nevertheless, already at low traffic volumes,
waiting times and stops can be substantially reduced and the
majority of optimizable trips can be fully optimized.

The more vehicles circulate at the roundabout, the more the
ego vehicle’s driving behavior is affected. Correspondingly, the
rate of optimizable trips in which the ego vehicle is forced to
stop increases with increasing traffic volume. When applying
speed optimization, two categories of optimizable trips can
be differentiated: (1) fully optimizable trips, in which waiting
times and stops can be completely avoided by optimization,
and (2) partially optimizable trips, in which stops cannot be
eliminated, but at least waiting times can be reduced. Partially
optimizable trips result from the minimum permitted speed
restriction to half of the maximum speed as it forces the
ego vehicle to approach the occupied roundabout at 25 km/h
instead of driving even slower to catch a gap. Higher traffic
volumes increase the occurrence of trips of category (2) due to
intense occupancy, which means that fewer trips can be fully
optimized compared to the rate of optimizable trips. Thus,
at 1400 veh/h, stops still occur in 53% of trips but cannot
be reduced to a greater extent, which causes the drawback in
performance. Being part of our contributions to optimize speed
already during approach, i.e. from a distance of 500 meters,
we verified its benefits by examining the system’s perfor-
mance when starting optimization at distances of {100, 200,
300, 400, 500} meters to the roundabout. The improvements
compared to the baseline decline with decreasing optimization
distance, leading to best results being achieved at the highest
investigated distance of 500 meters. Previous studies used an
optimization distance of 200 to 300 meters. Our results show
that enlarging the distance up to 400 meters leads to more than
twice as good improvements in comparison to 200 meters.

C. RL-Agent Performance

Applying the RL-based roundabout eco-driving system,
results demonstrate that the RL agent is capable of finding
a meaningful policy. Similar to the rule-based approach,
improvements increase with increasing traffic volume and
best results are obtained at 1200 veh/h (see Table [I, right).
The agent achieves an average reduction in waiting time of
37% and in stops of 32%. Emissions decrease by about 3%
while energy consumption is reduced by 7%. Travel time is
shortened by about 1%. Similar to the rule-based approach, a
high rate of trips is fully optimized, i.e. stops are eliminated in
30% of all trips. Again, a drawback close to capacity becomes
apparent.

Compared to the classic rule-based eco-driving approach,
the BEV experiences a disadvantage across all traffic volumes
since the agent cannot maintain an approach speed precisely



TABLE I: Rule-based and RL-based queue algorithm improvement in performance metrics for different traffic
volumes [veh/h], averaged over 30 evaluation trips.

Performance Metric Rule-based Eco-Driving RL-based Eco-Driving
600 800 1000 1200 1400 600 800 1000 1200 1400
Rate of Optimizable Trips 33.3% 40.0% 63.3% 80.0% 86.7% 33.3% 40.0% 63.3% 80.0% 86.7%
Rate of Fully Optimized Trips 33.3% 33.3% 33.3% 36.7% 33.3% 33.3% 30.0% 23.3% 30.0% 16.7%
BEV Energy Consumption -2.7% -3.8% -9.3% -11.3% | -11.9% -2.2% -3.1% -5.2% -7.1% -7.5%
Fuel Consumption & CO2 Emissions -0.7% -1.2% -2.2% -5.6% 2.2% -1.1% -1.4% -1.0% -3.4% -2.7%
Travel Time +0.1% -0.1% -0.4% -1.7% -0.6% +1.3% +0.8% +0.5% -1.4% -1.4%
Waiting Time -333% | -344% | -514% | -60.7% | -56.1% -333% | -32.7% | -30.9% | -36.5% | -27.5%
Number of Stops -333% | -35.6% | -39.4% | -48.3% | -47.8% -333% | -31.1% | -25.6% | -31.7% | -16.6%
600
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Fig. 2: Trajectories of the baseline (black), rule-based (dark blue) and RL-based (light blue) eco-driving with queue information
from one sample trip at a traffic volume of 1200 veh/h. The horizontal lines correspond to occupancy status of entrance area
(lower line) and merging point (upper line), with the sectors’ color indicating occupancy by other vehicles.

over 500 meters which notably affects energy consumption.
At low traffic volumes of 600 and 800 veh/h, the RL agent
achieves comparable results in all metrics, with only a minor
drawback in energy consumption and travel time. This is
because at low traffic volumes, primarily trips of category (1),
i.e. fully optimizable trips with stop elimination, occur and the
agent in these performs similar to the rule-based approach (see
Fig. [2). However, in comparison, the RL-based performance
decreases as the traffic volume increases. The decline is more
pronounced in terms of waiting time and stops than in energy,
emissions and travel time. At higher traffic volumes, the
rule-based eco-driving system achieves up to twice as good
improvements in waiting time and stops than the RL-based
approach. This is because the agent experiences a disadvantage
in trips of category (2) where the minimum speed restriction
prevents a full elimination of stops, as it does not constantly
approach the roundabout with exactly the minimum permitted
speed. The third component of the reward function presents
a limiting factor in this regard as it encourages the agent to
perform less pronounced speed reductions and thus minimize
an increase in travel time. Training the agent without consider-
ing this reward component produces improvements in waiting
time and stops for trips of category (2), but deteriorates the

performance in terms of travel time, energy consumption and
emissions in non-optimizable trips and trips of category (1),
especially at lower traffic volumes. This creates a trade-off
between vehicle efficiency and stop-and-go reduction across
different traffic volumes.

D. Impact of CV Penetration Rate

In previous evaluations, a full CV penetration rate was
always assumed when applying the eco-driving algorithms,
meaning that all vehicles share their information. Thus, the
occupancy status plans for merging point and entrance area
were generated with maximum reliability. To examine the
system’s real-world applicability, we investigate whether sub-
stantial improvements can also be achieved even at lower CV
penetration rates. Different CV penetration rates are analyzed
by randomly modeling non-connected vehicles providing no
information. This means that these vehicles are not included
in generating the status plans, which causes uncertainty in
occupancy information for both merging point and entrance
area. Applying both approaches, rule-based and RL-based eco-
driving, best results are achieved at full CV penetration rate of
100%, as can be seen in Table [lI| (Ieft) exemplarily for a traffic
volume of 1200 veh/h. As the penetration rate decreases, the



TABLE II: Rule-based and RL-based queue algorithm improvement in performance metrics for different CV penetration
rates [%] at a traffic volume of 1200 veh/h, averaged over 30 evaluation trips.

Performance Metric Rule-based Eco-Driving RL-based Eco-Driving

20 40 60 80 100 20 40 60 80 100
Rate of Optimizable Trips 80.0% 80.0% 80.0% 80.0% 80.0% 80.0% | 80.0% 80.0% 80.0% 80.0%
Rate of Fully Optimized Trips 3.3% 3.3% 16.7% 30% 36.7% 3.3% 3.3% 10.0% 16.7% 30.0%
BEV Energy Consumption -2.3% -3.2% -64% | -10.6% | -11.3% -1.1% -1.0% -2.9% -5.0% -7.1%

Fuel Consumption & CO2 Emissions -1.7% -0.1% -3.5% -5.5% -5.6% -0.9% -0.6% -2.0% -2.4% -3.4%
Travel Time -0.7% +0.1% -1.1% -1.7% -1.7% +0.1% | -0.1% -1.1% -1.4% -1.4%
Waiting Time -149% | -155% | -32.8% | -56.5% | -60.7% -19% | -11.7% | -209% | -27.4% | -36.5%
Number of Stops -8.9% 12% | -222% | -40.0% | -48.3% -6.4% -7.5% | -13.6% | -21.3% | -31.7%

rate of fully optimized trips and the performance steadily de-
teriorate. This decline had been expected, as with lower rates,
the ego vehicle may not be able to adjust its speed accordingly
due to the unknown occupancy of merging point or entrance
area, resulting in stops or accelerations being unavoidable.
Nevertheless, results show that even at low penetration rates
the eco-driving approaches achieve improvements compared
to the baseline. With the rule-based eco-driving algorithm,
substantial results can still be obtained with 80% CVs. Energy
consumption, emissions and travel time are reduced to the
same extent as with the 100% setting. In comparison, the
improvements in waiting time and number of stops decline by
a magnitude of one-tenth to one-fifth, but still emerging a no-
table reduction of 57% and 40% respectively. The performance
of the RL-agent is notably affected to a greater extent. With
80% CVs, the observed improvements in energy and waiting
time decrease by around one-fourth, emissions and stops by
one-third. Hence, the agent demonstrates lower robustness to
lower CV penetration rates, i.e. information availability on
conflicting vehicles.

IV. DISCUSSION AND CONCLUSION

In this study, we developed a novel speed optimization
based eco-driving system for efficient control of automated and
non-automated CVs at roundabouts. We faced the challenge
of incorporating the traffic situation ahead, i.e. preceding
vehicles and waiting queues. In addition, we performed a
fair comparison of rule-based and RL-based eco-driving in
a common comparable environment in order to explore RL as
a viable alternative to classical optimization at roundabouts.
As a secondary feature, by including the approach link on
a length of 500 meters, we aimed at optimizing speed well
in advance to minimize accelerations during approach and
reduce stop-and-go behavior on entry. To ensure applicability
in settings of mixed traffic, we pursued the approach of non-
coordinated driving behavior, eliminating the need for full
CAV penetration rate. As our proposed eco-driving system
consequently requires other vehicles to only be connected,
we investigated whether even lower CV penetration rates can
already produce substantial improvements.

Previous approaches suffer from the lack of information on
vehicles ahead, thus being of limited applicability especially
to higher traffic volumes. Being aware of preceding vehicles,
our proposed system is able to avoid queue-induced stops
and accelerations. Both rule-based and RL-based eco-driving
therefore outperform the baseline without speed optimization
in terms of energy and fuel consumption, emissions, travel

and waiting time as well as number of stops. Comparing
energy and fuel savings, the BEV benefits more from our
proposed systems than the conventional ICE vehicle. Best
results are achieved at high traffic volumes. However, a
drawback near capacity is observed caused by restricting the
minimum permitted speed to half of the maximum speed.
Lower optimization distances degrade performance, leading to
best results being obtained when optimization is initiated at a
distance of 500 meters to the roundabout. Investigations with
lower CV penetration rates reveal diminishing improvements
of both approaches with decreasing percentage, but no signif-
icant deterioration. The decline is more pronounced for lower
penetration rates, leading to still notable results with 80% of
vehicles being connected.

In comparison, at low traffic volumes, the RL agent pro-
duces similar results as the rule-based approach. Neverthe-
less, at high traffic volumes, the rule-based eco-driving sys-
tem significantly outperforms the RL-based approach, since
it experiences a disadvantage in trips where the minimum
speed restriction prevents a full elimination of stops, i.e. the
roundabout should be approached at the minimum speed. This
creates a trade-off between reducing waiting times and stops
versus improving fuel economy and travel time over increasing
traffic volumes. Thus, a linear reward function might not
be sufficient in dynamic roundabout settings with short-term
entrance gaps and higher stop probability despite optimization.
Further, the RL agent is more affected by modeling a CV
penetration rate in the simulation.

To conclude, this study demonstrates that RL agents can
discover effective policies for speed optimization at round-
abouts. Nevertheless, in settings without uncertainties, the
agents do not demonstrate a substantial advantage over clas-
sical approaches, especially at higher traffic volumes or lower
CV penetration rates. Incorporating information on vehicles
ahead helps to reduce the negative impacts of queues on
traffic efficiency, thus obtaining traffic adaptivity. The more
vehicles in the network, the more the ego vehicle’s driving
behavior is affected and the higher the positive effects of
our proposed eco-driving system. However, the algorithms’
performance is limited at capacity limits. Considering real-
world implementation, even low CV penetration rates are
sufficient to achieve improvements.

This work is a first step towards RL-based roundabout eco-
driving in mixed traffic environments. Future research should
expand this approach by controlling multiple vehicles with the
challenge of finding the optimum among numerous options.
In this case, the rule-based approach is expected to reach its



limits. Thus, the role of RL will be amplified through the
development of a multi-agent system. The RL agent’s design
should be enhanced to achieve balanced improvements across
different traffic volumes. Additionally, it is worth investigating
if the agent’s design can be further optimized to achieve fa-
vorable outcomes even at low CV rates. Further investigations
in mixed traffic with a varying compliance rate and response
time of human drivers as well as uncertainty in communication
capabilities should be performed. The question of how to
integrate vulnerable road users into optimization should also
be addressed. Real-world experiments in mixed traffic should
be conducted to quantify uncertainties, i.e. the gap between
simulation and reality.
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