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Abstract

In Virtual Product Placement (VPP) applications, the
discrete integration of specific brand products into images
or videos has emerged as a challenging yet important task.
This paper introduces a novel three-stage fully automated
VPP system. In the first stage, a language-guided image
segmentation model identifies optimal regions within im-
ages for product inpainting. In the second stage, Stable Dif-
fusion (SD), fine-tuned with a few example product images,
is used to inpaint the product into the previously identified
candidate regions. The final stage introduces an ‘Alignment
Module’, which is designed to effectively sieve out low-
quality images. Comprehensive experiments demonstrate
that the Alignment Module ensures the presence of the in-
tended product in every generated image and enhances the
average quality of images by 35%. The results presented
in this paper demonstrate the effectiveness of the proposed
VPP system, which holds significant potential for trans-
forming the landscape of virtual advertising and marketing
strategies.

1. Introduction
Virtual Product Placement (VPP) refers to the unobtru-
sive, digital integration of branded products into visual con-
tent, which is often employed as a stealth marketing strat-
egy [15]. Advertising solutions utilizing VPP have signifi-
cant appeal due to their high customizability, effectiveness
across diverse customer bases, and quantifiable efficiency.

*The author performed this work as an intern at Amazon Web Services
(AWS). Accepted at 6th AI for Content Creation (AI4CC) workshop at
CVPR 2024. (Preprint)

(a) Background (b) Inpainting

Figure 1. An illustration of the proposed VPP system with an
Amazon Echo Dot device. The input background image is shown
in (a), and the inpainted output image is shown in (b) where an
Amazon Echo Dot device is placed on the kitchen countertop by
automatic identification of optimal location.

Previous research underscores the impact of product place-
ment within realms such as virtual reality [22] and video
games [5]. With the recent advancements in generative
AI technologies, the potential for product placement has
been further expanded through the utilization of diffusion
models. Significant research has focused on the develop-
ment of controlled inpainting via diffusion models, albeit
largely without an explicit emphasis on advertising applica-
tions [1, 8, 11]. However, these methods can be fine-tuned
with a small set of 4 to 5 product sample images to generate
high-quality advertising visual content.

In this paper, we propose a novel, three-stage, fully
automated system that carries out semantic inpainting of
products by fine-tuning a pre-trained Stable Diffusion (SD)
model [18]. In the first stage, a suitable location is identified
for product placement using visual question answering and
text-conditioned instant segmentation. The output of this
stage is a binary mask highlighting the identified location.
Subsequently, this masked region undergoes inpainting us-
ing a fine-tuned SD model. This SD model is fine-tuned by
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DreamBooth [19] approach utilizing a few sample images
of the product along with a unique identifier text prompt.
Finally, the quality of the inpainted image is evaluated by a
proposed Alignment Module, a discriminative method that
measures the image quality, or the alignment of the gen-
erated image with human expectations. An illustration of
the proposed VPP system is presented in Figure 1 with an
Amazon Echo Dot device.

Controlled inpainting of a specific product is a challeng-
ing task. For example, the model may fail to inpaint the
intended object at all. If a product is indeed introduced
through inpainting, the product created may not be real-
istic and may display distortions of shape, size, or color.
Similarly, the background surrounding the inpainted prod-
uct may be altered in such a way that it either meaning-
fully obscures key background elements or even completely
changes the background image. This becomes especially
problematic when the background images contain human
elements, as models can transform them into disturbing vi-
suals. As a result, the proposed Alignment Module is de-
signed to address these complications, with its primary fo-
cus being on the appearance, quality, and size of the gener-
ated product.

To exert control over the size of the generated product,
morphological transformations, specifically erosion, and di-
lation, are employed. By adjusting the size of the mask
through dilation or erosion, the size of the inpainted product
can be effectively increased or decreased. This allows the
system to generate a product of an appropriate size.

In summary, the main contributions of this paper are
twofold. The first pertains to the design of a fully au-
tomated Virtual Product Placement (VPP) system capable
of generating high-resolution, customer-quality visual con-
tent. The second involves the development of a discrimi-
native method that automatically eliminates subpar images,
premised on the content, quality, and size of the product
generated.

The remainder of this paper is organized as follows. In
section 2 we will delve into the related literature, with a spe-
cific emphasis on semantic inpainting methods utilizing dif-
fusion models, and section 3 will highlight the broad contri-
butions of the paper. Next, the proposed end-to-end pipeline
for automatic VPP will be discussed in section 4. This in-
cludes a detailed examination of the three primary stages
of the solution, along with the three sub-modules of the
Alignment Module. Thereafter, we will elucidate the exper-
imental design and evaluation methodologies adopted and
report the corresponding results in section 5. Subsequently,
deployment strategy and web application design will be ex-
plained in section 6. Finally, the paper will conclude with an
outline of the identified limitations of our proposed method-
ology in section 7, complemented by a discussion on poten-
tial avenues for future research.

2. Related Works
Recently, there has been significant progress in developing
semantic or localized image editing using diffusion mod-
els - largely without an explicit focus on digital market-
ing. Nevertheless, new generative AI approaches promise
significant advances in VPP technology. For instance, in
Blended Diffusion [1], the authors proposed a method of lo-
calized image editing using image masking and natural lan-
guage. The area of interest is first masked and then modified
using a text prompt. The authors employed a pre-trained
CLIP model [17] along with pre-trained Denoising Diffu-
sion Probabilistic Models (DDPM) [7] to generate natural
images in the area of interest.

Similar to Blended Diffusion, Couairon et. al. [3] pro-
posed a method of semantic editing with a mask using a
diffusion model. However, instead of taking the mask from
the user, the mask is generated automatically. Neverthe-
less, a text query input from the user is utilized to generate
the mask. The difference in noise estimates, as determined
by the diffusion model based on the reference text and the
query text, is calculated. This difference is then used to
infer the mask. The image is noised iteratively during the
forward process and in the reverse Denoising Diffusion Im-
plicit Model (DDIM) [21] steps, the denoised image is in-
terpolated with the same step output of the forward process
using masking.

Paint by Word proposed by Bau et. al. [2], is also similar,
however instead of a diffusion model they utilized a Gener-
ative Adversarial Networks (GAN) [4] with a mask for se-
mantic editing guided by text. On the other hand, Imagic
[8] also performs text-based semantic editing on images us-
ing a diffusion model but without using any mask. Their
approach consists of three steps. In the beginning, text em-
bedding for a given image is optimized. Then the genera-
tive diffusion model is optimized for the given image with
fixed-optimized text embedding. Finally, the target and op-
timized embedding are linearly interpolated to achieve input
image and target text alignment. Likewise, a semantic edit-
ing method using a pre-trained text-conditioned diffusion
model focusing on the mixing of two concepts is proposed
by [12]. In this method, a given image is noised for several
steps and then denoised with text condition. During the de-
noising process, the output of a denoising stage is also lin-
early interpolated with the output of a forward noise mixing
stage.

Hertz et. al. [6] took a different approach to semantic
image editing where text and image embeddings are fused
using cross-attention. The cross-attention maps are incor-
porated with the Imagen diffusion model [20]. However,
instead of editing any given image, their approach edits a
generated image using a text prompt which lacks any inter-
est when VPP is concerned. Alternatively, Stochastic Dif-
ferential Edit (SDEdit) [16] synthesizes images from stroke
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paintings and can edit images based on stroke images. For
image synthesis, coarse colored strokes are used and for
editing, colored stroke on real images or image patches on
target images is used as a guide. It adds Gaussian noise
to an image guide of a specific standard deviation and then
solves the corresponding Stochastic Differential Equations
(SDE) to produce the synthetic or edited image.

To generate images from a prompt in a controlled fash-
ion and to gain more control over the generated image, Li
et. al proposed grounded text-to-image generation (GLI-
GEN) [11]. It feeds the model the embedding of the guiding
elements such as bounding boxes, key points, or semantic
maps. Using the same guiding components, inpainting can
be performed in a target image.

DreamBooth [19] fine-tunes the pre-trained diffusion
model to expand the dictionary of the model for a specific
subject. Given a few examples of the subject, a diffusion
model such as Imagen [20] is fine-tuned using random sam-
ples generated by the model itself and new subject images
by optimizing a reconstruction loss. The new subject im-
ages are conditioned using a text prompt with a unique iden-
tifier. Fine-tuning a pre-trained diffusion model with a new
subject is of great importance in the context of VPP. There-
fore, in this paper DreamBooth approach is utilized to ex-
pand the model’s dictionary by learning from a few sample
images of the product.

3. Contributions

In this paper, a method of automated virtual product place-
ment and assessment in images using diffusion models is
designed. Our broad contributions are as follows:
1. We introduce a novel fully automated VPP system that

carries out automatic semantic inpainting of the product
in the optimal location using language-guided segmen-
tation and fine-tuned stable diffusion models.

2. We proposed a cascaded three-stage assessment module
named ‘Alignment Module’ designed to sieve out low-
quality images that ensure the presence of the intended
product in every generated output image.

3. Morphological transformations are employed such as di-
lation and erosion to adjust the size of the mask, there-
fore, to increase or decrease the size of the inpainted
product allowing generating a product of appropriate
size.

4. Experiments are performed to validate the results by
blind evaluation of the generated images with and with-
out the Alignment module resulting in 35% improve-
ment in average quality.

5. The inpainted product generated by the proposed system
is not only qualitatively more realistic compared to the
previous inpainting approach [23] but also shows a su-
perior quantitative CLIP score.

4. Methodology

Fine-tuned 

Model
DreamBooth

VILT Visual 

Question 

Answering

“desk”

“which object 

in the image 

has a flat 

surface area?”

CLIPSeg 

Semantic 

Segmentation

Content 

Score

Quality 

Score

Volume 

Score

Stage 2

Stage 1

Stage 3

Figure 2. The block diagram of the proposed solution for the VPP
system where each of the three stages is distinguished by varied
color blocks. In stage 1, a suitable placement for product inpaint-
ing is determined by creating a mask using CLIPSeg and VILT
models. Next, in stage 2, semantic inpainting is performed in
the masked area using the fine-tuned DreamBooth model. Finally,
stage 3 contains the cascaded sub-modules of the Alignment Mod-
ule to discard low-quality images.

4.1. Proposed Method

For semantic inpainting, we utilized the DreamBooth algo-
rithm [19] to fine-tune stable diffusion using five representa-
tive images of the product and a text prompt with a unique
identifier. Even with a limited set of five sample images,
the fine-tuned DreamBooth model was capable of generat-
ing images of the product integrated with its background.

Nevertheless, when inpainting was conducted with this
fine-tuned model, the resulting quality of the inpainted
product was significantly compromised. To enhance the
quality of the product in the inpainted image, we augmented
the sample images through random scaling and random
cropping, consequently generating a total of 1,000 product
images used to fine-tune SD.

4.2. Product Localization Module

The proposed VPP system operates in three stages. A
core challenge in product placement lies in pinpointing a
suitable location for the item within the background. In
the first stage, this placement is indicated via the genera-
tion of a binary mask. To automate this masking process,
we leveraged the capabilities of the Vision and Language
Transformer (ViLT) Visual Question Answering (VQA)
model [9] in conjunction with the Contrastive Language-
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Image Pretraining (CLIP) [17]-based semantic segmenta-
tion method, named CLIPSeg [13]. Notably, each product
tends to have a prototypical location for its placement. For
example, an optimal location for an Amazon Echo Dot de-
vice is atop a flat surface, such as a desk or table. Thus,
by posing a straightforward query to the VQA model, such
as ”Which object in the image has a flat surface area?”, we
can pinpoint an appropriate location for the product. Sub-
sequently, the identified location’s name is provided to the
CLIPSeg model, along with the input image, resulting in the
generation of a binary mask for the object.

4.3. Product Inpainting Module

In the second stage, the input image and the generated bi-
nary mask are fed to the fine-tuned DreamBooth model to
perform inpainting on the masked region. Product inpaint-
ing presents several challenges: the product might not man-
ifest in the inpainted region; if it does, its quality could be
compromised or distorted, and its size might be dispropor-
tionate to the surrounding context. To systematically detect
these issues, we introduce the third stage: the Alignment
Module.

4.4. Product Alignment Module

The Alignment Module comprises three sub-modules: Con-
tent, Quality, and Volume. The Content sub-module serves
as a binary classifier, determining the presence of the prod-
uct in the generated image. If the product’s probability of
existence surpasses a predefined threshold, then the Qual-
ity score is calculated for that image. This score evaluates
the quality of the inpainted product in relation to the sample
images originally used to train the SD model. Finally, if the
image’s quality score exceeds the set quality threshold, the
Volume sub-module assesses the product’s size in propor-
tion to the background image. The generated image will be
successfully accepted and presented to the user only if all
three scores within the Product Quality Alignment Module
meet their respective thresholds.

Within the Content module, an image captioning model
[14] is employed to generate a caption, which is then refined
by incorporating the product’s name. The super-class name
of the product can also be utilized. Both the captions and
the inpainted image are fed into the CLIP model to derive a
CLIP score. If the modified caption scores above 70%, it’s
inferred that the product exists in the inpainted image. The
Quality module contrasts the mean CLIP image features of
the sample images with the CLIP image feature of the gen-
erated image. The greater the resemblance of the inpainted
product to the sample images, the higher the quality score.
A threshold of 70% has been established. The Volume mod-
ule finally gauges the size of the inpainted product. The
generated image is processed through the CLIP model, ac-
companied by three distinct textual size prompts. Given that

“a small dog sitting on a 

desk next to a computer”

“a small dog sitting on a 

desk next to a computer 

with an echo dot”

“Input Image”

“Generated 

Image”

Caption 

Generator

CLIP Score

Fine-tuned 

Caption

Product Exist

(a) Content Sub-module

“Sample 

Images”

“Generated 

Image”

Mean CLIP Image 

Feature

CLIP Image 

Feature

Cosine 

Similarity

Quality 

Score

(b) Quality Sub-module

“Generated 

Image”

CLIP Score

“too large 

{product}”

“regular size 

{product}”

“too small 

{product}”

Product Size

(c) Volume Sub-module

Figure 3. Block diagram of each of the components of the Align-
ment Module. The Content sub-module is built using a pre-trained
caption generator and CLIP models shown in (a). The generated
caption is fine-tuned by adding the name of the intended product to
the caption. For the Quality sub-module, the image features of the
same CLIP model are utilized shown in (b). Finally, in the Volume
sub-module, the same CLIP model with three different size text
prompts is used shown in (c).

size perception can be subjective and varies based on cam-
era proximity, a milder threshold of 34% (slightly above a
random guess) has been selected. The comprehensive block
diagram of the proposed VPP system is illustrated in Fig-
ure 2, with the three stages distinguished by varied color
blocks. The block diagrams for each sub-module can be
found in Figure 3.
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The Volume sub-module provides insights regarding the
size of the inpainted product. To modify the product’s size,
the mask’s dimensions must be adjusted. For this task, mor-
phological transformations, including mask erosion and di-
lation, can be employed on the binary mask. These trans-
formations can either reduce or augment the mask area, al-
lowing the inpainting module to produce a product image
of the desired size. The relationship between alterations in
the mask area and the size of the inpainted product across
various erosion iterations is depicted in Figure 4. Approxi-
mately, 25 iterations of erosion consume around 3 millisec-
onds, making it highly cost-effective.

0 10 20 25

Figure 4. Application of erosion to the mask where a kernel of size
(5× 5) is used for 0, 10, 20, and 25 iterations shown in the figure
consecutively. The resulting output is presented at the bottom of
the corresponding mask to show the size reduction of the generated
product in the output image.

5. Experimental Results

Experiments were conducted to evaluate the performance of
the proposed VPP system. For these experiments, five sam-
ple images of an “Amazon Echo Dot” were chosen. 1, 000
augmented images of each product created from these five
sample images were used to fine-tune the DreamBooth
model using the text prompt ”A photorealistic image of a
sks Amazon Alexa device.” The model was fine-tuned for
1, 600 steps, employing a learning rate of 5 × 10−6, and a
batch size of 1.

The fine-tuned model can inpaint products into the
masked region. However, issues such as lack of product ap-
pearance, poor resolution, and disproportionate shape per-
sist. The goal of the proposed Alignment Module is to auto-
matically detect these issues. If identified, the problematic
images are discarded, and a new image is generated from
different random noise. Only if a generated image meets
all the module’s criteria it is presented to the user. Other-
wise, a new image generation process is initiated. This loop
continues for a maximum of 10 iterations.

5.1. Assessing Alignment Module

To assess the effectiveness of the Alignment Module, im-
ages were generated both with and without it. For each sub-
module, as well as for the overall Alignment Module, 200
images were generated: 100 with the filter activated and 100
without (referred to as the ”Naive” case).

To prevent bias, all images were given random names
and were consolidated into a single folder. These im-
ages were also independently evaluated by a human, whose
scores served as the ground truth. This ground truth in-
formation was saved in a separate file for the final evalua-
tion, which followed a blindfolded scoring method. All the
experiments were also repeated for another product named
“Lupure Vitamin C”.

5.2. Evaluation Metrics

The evaluation and scoring method of each of the sub-
modules of the Alignment module is described in the con-
secutive segments.

• Content Score For the image content score, images are
categorized into two classes: ‘success’ if the product ap-
pears, and ‘failure’ otherwise. When the content module
is utilized, the Failure Rate (FR), defined as the ratio of
Failure to Success, is below 10% for both of the products.

• Quality Score For the quality score, images are rated
on a scale from 0 to 10: 0 indicates the absence of a
product, and 10 signifies a perfect-looking product. To
evaluate in conjunction with the CLIP score, both the
Mean Assigned Quality Score (MAQS) and Mean Qual-
ity Score (MQS) are calculated. MAQS represents the
average score of images labeled between 0 and 10, while
MQS is the output from the quality module, essentially
reflecting cosine similarity.

• Volume Score For the volume module, images are also
rated on a scale from 0 to 10: 0 for a highly unrealis-
tic size, and 10 for a perfect size representation. When
evaluating the volume module, the content module is not
utilized. Since the size score necessitates the presence
of a product, images without any product are excluded
from this evaluation. To gauge performance, the Mean
Assigned Size Score (MASS) is calculated in addition to
the CLIP score.

5.2.1 Overall Results

The results of individual evaluations are presented in Ta-
ble 1. It can be observed from this table that using any
of the sub-modules consistently produced better outcomes
compared to when no filtering was applied across various
metrics. The results of the comprehensive evaluation, en-
compassing all sub-modules, can be found in Table 2.
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Table 1. Individual evaluation of content, quality, and volume sub-modules within the overall Alignment Module. “Naive” represents the
outputs without any filtering sub-modules. Content classifies the presence of the product in the generated images. Quality measures the
proximity of the generated product to the sample product images used to fine-tune the diffusion model. Finally, Volume identifies the size
category of the product.

Naive Content Naive Quality Naive Volume

Amazon
Echo Dot

Success 72 94 CLIP 32.49± 3.69 33.80± 2.69 CLIP 32.58± 3.70 33.42± 2.69

Failure 28 6 MAQS 4.41± 3.23 6.41± 1.90 MASS 3.01± 2.68 4.81± 2.31

FR 38.89% 6.38% MQS 0.75± 0.14 0.83± 0.06

Lupure
Vitamin C

Success 87 100 CLIP 24.61± 2.4 25.23± 2.66 CLIP 24.22± 3.01 24.51± 2.89

Failure 13 0 MAQS 5.65± 2.85 6.47± 1.09 MASS 5.64± 3.05 7.14± 1.53

FR 14.94% 0.0% MQS 0.81± 0.13 0.86± 0.04

Table 2. Comparison of the proposed method with and without using the Alignment Module in addition to the Paint-By-Example (PBE) [23]
inpainting model. The “Naive” performance represents the generated output without applying the Alignment Module. The “Alignment”
column represents the generated outputs where three cascaded filtering sub-modules are used, i.e., the Alignment Module.

Amazon Echo Dot Lupure Vitamin C

PBE Naive Alignment PBE Naive Alignment

CLIP 31.44± 3.43 32.85± 3.19 33.85± 2.54 27.01± 2.10 24.71± 2.64 24.89± 2.90
MAQS 1.13± 1.30 4.65± 3.60 6.31± 2.39 1.75± 1.51 6.60± 3.01 7.81± 1.13
MASS 1.22± 1.60 3.05± 2.98 4.70± 2.81 2.43± 2.07 6.25± 3.08 7.30± 1.59
MQS 0.64± 0.08 0.75± 0.14 0.82± 0.05 0.67± 0.06 0.82± 0.12 0.86± 0.05
FR 78.57% 29.87% 0.00% 38.89% 17.64% 0.00%

(a) (b)

(c) (d)

Figure 5. Inpainted product image of Paint-by-Example (PBE).
PBE generates high-quality images which explains the higher
CLIP score in the case of Lupure Vitamin C. However, the in-
painted product does not look similar to the desired product at all
resulting in very poor mean assigned quality and size scores. Out-
put images for Amazon Echo Dot is shown in (a) and (b), and for
Lupure Vitamin C is shown in (c) and (d).

Figure 6. Empirical performance of Alignment Module for Ama-
zon Echo Dot. Noticeably, no output is generated without any
product when the Alignment Module is employed. Moreover, the
mean quality score has increased from 4.65 to 6.31.

5.3. Comparison with Paint-By-Example

The proposed method is compared with the Paint-By-
Example (PBE) [23] inpainting model and Table 2 shows
the performance comparison of the proposed method along
with PBE. PBE can generate very high-quality images,
however, the inpainted product in the generated image does
not look alike the desired product at all as shown in Figure 5
resulting in very poor MAQS and MASS. Whereas the in-
painted product of our proposed method resembles much of
the original product shown in Figure Figure 7.
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5.4. Frequency Distribution

The frequency distribution and density function of the as-
signed quality scores in the case of “Naive” and “Align-
ment” for Amazon Echo Dot is presented in Figure 6. The
density mean has shifted from 4.65 to 6.31 when Alignment
Module is adopted indicating the effectiveness of the pro-
posed module.

6. Path to Production

6.1. Product API

The location identifier, fine-tuned model, and Alignment
Module are combined to develop an easy-to-use VPP
Streamlit web app 1. This app is hosted on Amazon Sage-
maker using an “ml.p3.2xlarge” instance, which is a single
V100 GPU with 16GB of GPU memory. The demo app’s
interface is illustrated in Figure 8. In the top-left ‘Image’
section, users can either upload their own background im-
age or choose from a selection of sample background im-
ages to generate an inpainted product image.

The web app provides extensive flexibility for tuning
the parameters of the Alignment Module so that users can
comprehend the effects of these parameters. In the ‘seed’
text box, a value can be input to control the system out-
put. The segmentation threshold for CLIPSeg defaults to
0.7, but users can refine this value using a slider. Within the
‘Mask Params’ section, the number of dilation and erosion
iterations can be set and visualized in real-time.

The filter, represented by the Alignment Module, can be
toggled on or off. The ‘Max Attempt’ slider determines the
number of regeneration attempts if the model doesn’t pro-
duce a satisfactory output. However, if a seed value is spec-
ified, the model will generate the output only once, regard-
less of the set value. Lastly, in the ‘Filter Params’ section,
users can fine-tune the threshold values for each sub-module
of the Alignment Module, specifically for content, quality,
and volume.

The “show stats” button beneath the input image displays
the mask alongside details of the model outputs. These
details include the seed value, placement, generated and
modified captions, and the content, quality, and volume/size
scores. By visualizing the mask and its area, users can apply
erosion or dilation to adjust the product’s size. The default
threshold values for content, quality, and volume are 0.7,
0.7, and 0.34, respectively. While these values can be ad-
justed slightly higher, it’s recommended to also set the ’Max
Attempt’ to 10 in such cases. A higher threshold means that
the generated output is more likely to fail the criteria set by
the Alignment Module.

1STREAMLIT: https://streamlit.io/

6.2. Future Considerations for Product Scalability

Fine-tuning stable diffusion using DreamBooth can take up
to 30 minutes, depending on dataset size, image resolution,
and extent of training. When considering a customer with
hundreds or thousands of products, this process could take
days to complete model training across different products.

Our pipeline is deployed on Amazon SageMaker, a man-
aged service that supports the automatic scaling of de-
ployed endpoints. This service can dynamically accommo-
date large computational needs by provisioning additional
instances as required. As such, fine-tuning 100 SD mod-
els for 100 different products would still only take about 30
minutes if 100 instances were utilized in parallel.

The fine-tuned models are stored in an Amazon S3 (Sim-
ple Storage Service) bucket, with each model being 2.2 GB
in size. Consequently, 100 fine-tuned models would occupy
approximately 220 GB of storage space. A pertinent ques-
tion arises: Can we strike a space-time trade-off by training
a single model with a unique identifier for each product?

If this is feasible, the space requirement would be re-
duced to a consistent 2.2 GB. However, that one model
would need more extensive training - specifically training
steps would increase by a factor of 100 for 100 products,
thereby lengthening the computation time. This approach
remains untested and warrants future exploration [10].

7. Conclusion

In this paper, we present a novel, fully automated, end-
to-end pipeline for Virtual Product Placement. The pro-
posed method automatically determines a suitable location
for product placement into a background image, performs
product inpainting, and finally evaluates image quality to
ensure only high-quality images are presented for the down-
stream task.

Using two different example products, experiments were
conducted to evaluate the effectiveness of the proposed
pipeline, the performance of the individual sub-modules,
and the overarching Alignment Module. Notably, when
upon employing the Alignment Module, the Failure Ratio
(FR) plummeted down to 0.0% for both investigated prod-
ucts. Additionally, images produced with the Alignment
Module achieved superior CLIP, quality, and size scores.

Qualitatively, the produced images present a clean and
natural semantic inpainting of the product within the back-
ground image. The accompanying web application facil-
itates pipeline deployment by enabling image generation
through a user-friendly interface with extensive image fine-
tuning capabilities. The high-quality integration of products
into images underscores the potential of the proposed VPP
in the realms of digital marketing and advertising.
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Figure 7. Qualitative results of the proposed VPP system. Experiments are performed using two different products, Amazon Echo Dot
as shown on top, and Lupure Vitamin C as shown on bottom. The original training images are shown on the left, and then the pairs of
background and inpainted output images are presented side by side.

Figure 8. The interface of the VPP web app demo was built using Streamlit hosted in Amazon SageMaker. The uploaded background
image is shown under the title “Input Image” and the inpainting image with an Amazon Echo Dot is shown under the title “Output Image”.
Moreover, the generated mask produced by the location identifier and the other intermediate details of the proposed VPP system is also
presented in the interface.
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