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Abstract

Differential Privacy (DP) is a mathematical framework that is increasingly deployed to mitigate
privacy risks associated with machine learning and statistical analyses. Despite the growing adoption of
DP, its technical privacy parameters do not lend themselves to an intelligible description of the real-world
privacy risks associated with that deployment: the guarantee that most naturally follows from the DP
definition is protection against membership inference by an adversary who knows all but one data record
and has unlimited auxiliary knowledge. In many settings, this adversary is far too strong to inform
how to set real-world privacy parameters. One approach for contextualizing privacy parameters is via
defining and measuring the success of technical attacks, but doing so requires a systematic categorization
of the relevant attack space. In this work, we offer a detailed taxonomy of attacks, showing the various
dimensions of attacks and highlighting that many real-world settings have been understudied. Our
taxonomy provides a roadmap for analyzing real-world deployments and developing theoretical bounds
for more informative privacy attacks. We then operationalize our taxonomy by using it to analyze a real-
world case study, the Israeli Ministry of Health’s recent release of a birth dataset using DP [18], showing
how the taxonomy enables fine-grained threat modeling and provides insight towards making informed
privacy parameter choices. Finally, we leverage the taxonomy towards defining a more realistic attack
than previously considered in the literature, namely a distributional reconstruction attack: we generalize
Balle et al.’s notion of reconstruction robustness [3] to a less-informed adversary with distributional
uncertainty, and extend the worst-case guarantees of DP to this average-case setting.

1 Introduction

Data privacy is an ongoing and growing concern for data stewards and data subjects. Decades of attacks on
seemingly anonymized datasets have highlighted the need for more rigorous privacy protections. Differential
privacy (DP) has become a widely accepted solution for privacy-preserving analysis of sensitive data [13],
and has been deployed across a range of institutions and applications [1, 22, 5, 32, 15, 18]. However,
these deployments have highlighted the difficulty of setting appropriate DP parameters that ensure data are
adequately protected and that the statistical releases still remain useful for analysis. One leading challenge
in practical deployments of DP is that the parameter ϵ – which governs the strength of the privacy guarantees
– is unitless, contextless, and does not directly align with more traditional security goals, such as protection
against attacks.

The definition of DP ensures that one individual’s data can have a limited impact on the outcome of the
analysis, even if all the other entries in the database were known. This most naturally accords protection
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against a membership inference attack, where an adversary infers a single bit: whether a known individual
was in the dataset, or whether a given sample was included in the training set of an ML model. However,
for many settings membership inference may not be a compelling attack and does not necessarily constitute
a meaningful privacy breach in practice.

A flurry of recent work has aimed to address a more meaningful data reconstruction attack, where the
adversary aims to recover the sensitive attributes of an individual in the dataset. In many settings, this attack
setting is better aligned with the privacy concerns of individuals and organizations. Additionally, while the
guarantees of protection against fully-informed worst-case attackers is a valuable feature of DP’s strong
privacy guarantees, it does not articulate improvements in protection against more practical average-case or
less-informed attackers.

Formalizing the level of protection against attacks in terms of the DP’s privacy parameter ϵ is a surpris-
ingly complex task, due to the high-dimensional feature space of attacks, including aspects such as the type
of attack, attacker’s auxiliary information, success metrics, and many more. Our first main contribution in
Section 2 is developing a taxonomy of attacks by identifying the relevant features and characterizing existing
attack papers in terms of this taxonomy. Beyond prior surveys of attacks [27, 28], our taxonomy considers
several dimensions of attacks that have been previously understudied, thus enabling robust and expressive
threat modeling and grounding discussions around privacy risks.

We apply our taxonomy in Section 3 to describe and reason about privacy threats in a recent, high-profile
DP deployment: the release of a birth dataset by Israel’s Ministry of Health in February 2024. We show how
our taxonomy can be used to do fine-grained threat modeling, reason about privacy risks, and enable system
designers to make more informed choices about privacy parameters that take into account stakeholder needs
and risk assessments. This practical application of our taxonomy also demonstrates the need for defining
more realistic privacy attacks, such as reconstruction attacks against adversaries who are less-informed, and
developing average-case rather than worst-case protection guarantees.

Finally, in Section 4, we leverage our taxonomy by characterizing the protection afforded by DP against
reconstruction attacks from less-informed adversaries. In particular, we build on the notion of reconstruction
robustness (ReRo) [3] that measures the level of protection against reconstruction attacks from worst-case
adversaries with full knowledge of the rest of the database. We develop a related notion of distributional
reconstruction robustness (DistReRo), that considers a more realistic adversary with only distributional
knowledge of the rest of the database. We fully characterize the relationships between DP, DistReRo, and
ReRo, to provide meaningful theoretical guarantees of protection against this family of attacks.

We believe these results provide an important step towards communicating the real-world protections
provided by differentially private systems, and for developing useful metrics for setting privacy parameters
in practice.

1.1 Background and Related Work

At a high level, DP [13] requires that a mechanism has a similar distribution over outputs on all pairs of
datasets that differ in one user’s contribution. Formally, a mechanismM is (ε, δ)-DP if for all datasets x,x′

differing in one user’s data and for all subsets S of the mechanism’s output range,

Pr(M(x) ∈ S) ≤ eε · Pr(M(x′) ∈ S) + δ.

The ϵ parameter is considered the leading privacy parameter; when the δ parameter is set to 0, the mechanism
is referred to as ε-DP. The definition of DP most naturally gives protection against a membership inference
attack, but membership status is not always a sensitive attribute. Below, we describe literature that surveys
a broader set of attacks related to DP as well as recent work on reconstruction attacks.

Taxonomies of privacy attacks. Our paper expands on prior work that aims to systematize privacy
attacks and how they relate to DP. In 2017, Dwork et al. [14] provided a survey of adversarial attack goals
on aggregate releases of private data. These are: re-identification, or linking an individual record back to a
person (e.g., [30, 25]), reconstruction, which is recovering the sensitive attributes for one or more individuals
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in the dataset (e.g., [11, 2]), and membership inference (tracing), which involves determining whether or
not an individual was included in the dataset (e.g., [19]). More recently, Rigaki and Garćıa [27] offered a
detailed account of attacks in machine learning, considering not just adversarial goals but also adversarial
knowledge (black-box or white-box), type of ML model, and timing of the attack (during training or during
inference). Rigaki and Garcia categorized over 40 papers from 2014-2020 along these dimensions. Salem et al.
[28] formalized privacy attacks as a cryptographic-inspired games and provides a supplementary taxonomy
of game elements. Our work expands on these three surveys by considering several other dimensions that
have been previously understudied, yet are critical to defining practical adversaries. Other works have
characterized the space of DP definitions (e.g., [9]), which is complementary to our work but outside the
scope of our ‘attaxonomy.’

Recent work on reconstruction attacks. One aim of our categorization is to systematize the recent
line of work on reconstruction attacks. Semantic guarantees around reconstruction attacks have become
a renewed area of interest; much of the existing semantic guarantees and theoretical bounds in the DP
literature focuses on membership inference, although this attack model is only meaningful when membership
in a dataset is sensitive.

The results of Dinur and Nissim [11] motivated the definition of DP and provided a foundation for
rigorously quantifying reconstruction bounds for general query release mechanisms. More recently, Guo
et al. [16] showed that Rényi DP and Fisher information both provide strong semantic guarantees against
reconstruction attacks. Balle et al. [3] introduced the notion of reconstruction robustness (ReRo), providing
a connection between reconstruction attacks and DP under an adversary that is highly informed and has a
relatively simple task. In particular, the adversary has full knowledge of all-but-one record in the database,
observes the output of an (ε, δ)-DP algorithm, and must guess the value of the missing data point. Balle
et al. showed that any reconstruction attack using a DP output succeeds with probability at most eϵ times
higher than then base rate success, where the adversary only had the rest of the dataset and knew that
the missing datapoint was sampled from some prior. Hayes et al. [17] extended this result to specifically
study reconstruction attacks against DP-SGD. The adversarial model is the same as in [3], and this time the
output of the DP algorithm is the transcript of T private gradient update steps of DP-SGD. Kaissis et al. [21]
built on this line of work by studying the relationship of hypothesis testing interpretation of DP (specifically
f -DP) to reconstruction robustness and efficient computational methods for estimating the ReRo guarantees
for a given mechanism.

Overall, these recent works consider an adversarial model where the entire rest of the database is known
and the adversary must make a determination about one unknown point (either membership in the database
for membership inference attacks, or its value in reconstruction attacks). The reason for focusing on such
models is that they are closer to the definition of DP and thus enable guarantees that follow immediately
from it. What is less explored—as illustrated by our taxonomy—are attacks where the adversary has some
partial or incomplete information about the rest of the database and must make inferences about a large
number of remaining database entries. This is a natural setting for attacks applied to, e.g., reconstructing
the US Decennial Census [24]. In addition, distributional uncertainty has been leveraged by Steinke et al.
[29] in the context of membership inference for the purpose of efficient privacy auditing.

1.2 Our Contributions

Proposing a taxonomy to characterize privacy attacks. In Section 2, we present a detailed hier-
archical taxonomy to characterize the space of privacy attacks along multiple dimensions. We group these
dimensions into higher level roles: crafter (Section 2.1), adversary (Section 2.2) and evaluator (Sec-
tion 2.3), corresponding to their relevance in the attack pipeline. The complete taxonomy is presented in
Table 1. We also demonstrate how a wide variety of recent papers on privacy attacks can be categorized via
the taxonomy in Figure 1a. The taxonomy can serve as a map to the privacy attack space, and assist in the
process of threat modeling for setting privacy parameters.
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Using our taxonomy to analyze Israel’s Birth Dataset Release. To demonstrate our taxonomy in
action, we use it to describe the privacy risks involved in a differentially private microdata release of sensitive
birth data from Israel’s Ministry of Health. In Section 3, we demonstrate how to model threats and attacks
in term of the Crafter, Attacker, and Evaluator roles in this real-world setting (Section 3.2), summarized
in Figure 1b. Then, in Section 3.3, we discuss how this fine-grained threat modeling can help policymakers
start reasoning about setting ε.

Defining and characterizing reconstruction success against distribution-only adversaries. In
Section 4, we utilize our taxonomy to consider new notions of reconstruction robustness (ReRo, Definition
4.1) [3]. In Algorithm 2, we relax ReRo by giving the adversary only population-level information about the
dataset rather than assuming the adversary has access to all-but-one input record. The adversary produces a
single guess ẑ of the reconstruction target record. We consider two ways of measuring reconstruction success
with respect to ẑ: first, the loss of ẑ compared to a uniform record from the input dataset (Definition 4.8);
second, the loss of ẑ against the most similar record from the true dataset (Definition 4.4). We relate our
probability of successful reconstruction γ to ReRo (Theorems 4.10 and 4.6), and as a consequence prove
bounds on reconstruction success rates for ε-DP mechanisms (Corollaries 4.11 and 4.7). We also prove that
our new notion is a strict relaxation of ReRo (Theorem 4.12). These results are summarized in Figure 2.

2 Characterizing the space of attacks: Our Taxonomy

In this section, we introduce our taxonomy over different types of privacy attacks. To inform the process
of setting DP parameters such as ε, δ and ρ, practitioners first need a better understanding of how these
parameters modulate the success of different privacy attacks. We show that the space of possible attacks is
combinatorially large, and many attack configurations have not been previously studied.

We propose a taxonomy designed to systematically characterize privacy attacks. Based on analysis of the
attacks reviewed in Salem et al. [28] and recent work [17, 7, 3, 10, 16, 26], we identified dimensions to specify
relevant features of privacy attacks, few of which overlapped with those identified in [28]. Furthermore, we
introduced a higher level in the taxonomy to cluster related dimensions. Although our taxonomy is not
exhaustive, it offers a framework for explicitly capturing large classes of attacks.

In our taxonomy, an attack is described according to three roles, inspired from cryptography and language
used in [26]: a Crafter that constructs the setting (e.g., How is the dataset generated? What is the attack
target?), an Attacker that perform the attack (e.g., What is its goal? What is its auxiliary knowledge?),
and an Evaluator that assess the adversary’s success (e.g., Which metric is used? What is the baseline
for comparison?). Each role has multiple dimensions that describe one aspect of the attack, each of which
can take on one of many possible options. These dimensions and options are explained and enumerated in
this section.

Table 1 presents our complete taxonomy over its three levels: roles, dimensions and options. Within each
dimension category, we generally organize the options in decreasing order of adversary strength/knowledge,
where applicable. In some cases, the ordering may not be well-defined. Figure 1a visualizes this taxonomy
and uses it to characterize some known attacks from the recent literature.

2.1 Crafter

Dataset Generation. This describes whether the Crafter constructs a dataset or draws the dataset from
some distribution. A worst-case privacy guarantee that holds over all datasets would be encoded in the
privacy game by allowing the Crafter to construct a (worst-case) dataset. On the other hand, a privacy
guarantee that only holds probabilistically over the data generation process (either in expectation, with high
probability, or by some other measure) would use a dataset that is drawn from a distribution.

Privacy Unit. This describes whether entire groups of individuals, single individuals, or only single
interaction events are protected by the privacy guarantee (analogous to group-level, user-level, and event-
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level privacy notions in the DP literature). In some special cases, e.g., where users are guaranteed to only
have one event each, these notions may collapse.

Target Source. This parameter determines whether the target group/person/event is crafted (i.e.,
potentially a worst-case example) or is drawn from some distribution. In the latter case, the privacy guarantee
of the game may only hold probabilistically over targets.

2.2 Attacker

Access to mechanism. This describes whether the adversary has access to intermediate computations of
the mechanism (white box), a description of the mechanism’s output (black box), simply query access to
the output, or no access at all to any mechanism’s output. For example, in the context of machine learning,
a white box attacker sees intermediate gradient computations for each batch during training, a black box
adversary only sees the final model parameters after training, and a query access adversary gets query access
to the model (e.g., via inference API queries). Notably, even stronger notions of access have been studied,
for example [26], which considers an adversary who can arbitrarily manipulate intermediate gradients from
DP-SGD before clipping and noise-addition in their “gradient attack” model.

Population-level auxiliary information. This describes how much general prior knowledge the ad-
versary has about the population: a partial or full description of the population (e.g., just the population
mean, or the entire distribution), random samples from the data distribution D, a partial or full description
of some approximation of D, or only the data schema (which contains the type of each column). Typically
this is information the adversary has prior to seeing the mechanism output.

Dataset-level auxiliary information. This dimension characterizes how much of the input data
set the adversary has access to: a chosen subset of rows/columns, a random subset of rows/columns, or
nothing. In the case of membership inference, the adversary typically has access to all but one data record.
For attribute inference, the adversary typically has access to some features/columns of the data set. This
dimension can be further broken down into how many of the rows or columns the adversary has access to.

Attack goal. This describes the overall goal of the adversary: membership inference, attribute inference,
singling out, or reconstruction. This parameter influences the overall structure of the adversarial game.

2.3 Evaluator

The Evaluator role is distinct from the two preceding roles. In this role, the dimensions of the evaluation
can either be complex and rich (baseline attacker), or they may not be predefined, instead depending on the
specifics of the attack (success metric).

Baseline Attacker. If applicable, this describes the baseline used for comparison of the informed adver-
sary. In other words, how does one determine whether the adversary’s success is significant and dependent
on access to the private mechanism (rather than simply using prior information)? The baseline is concep-
tualized as another adversary, labeled as “uninformed” in some respect, often by excluding its access to the
mechanism’s computation. This conceptualization allows the baseline adversary to also be described through
the Crafter and Attacker dimensions. Instead of listing all dimension values, we opt for more succinct
representations, where only the modified dimensions with respect to the informed adversary are specified,
for instance, “access to mechanism: none”.

Success Metric. This determines how the adversary’s success is measured. The choice of measure is
highly context-dependent, with many variations. Some examples of metrics include: the mean squared error
to the target (for reconstruction attacks), the true positive rate at a given false positive rate (for membership
inference), and the probability of an exact match (for attribute inference). Moreover, the metric may measure
an adversary’s success on a given run of the game or it may be a summary over many iterations of the game.
Additionally, some metrics may be per-individual or a summary over the whole dataset.
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Table 1: Taxonomy of privacy attacks across its three levels (roles, dimensions and options).

Dimension Description
Options/Settings
Listed from strongest to weakest

C
r
a
f
t
e
r

Dataset
Generation

Does the privacy guarantee hold for all
data sets, or probabilistically over the
data generation process?

Dataset chosen/constructed
Dataset drawn from a distribution

Privacy Unit How many individuals (and how many of
their actions) are protected by the pri-
vacy guarantee?

Group
Individual
Event/Item

Target Source Does the privacy guarantee hold for all
target individuals, or probabilistically?

Target is chosen/constructed
Target is drawn

A
t
t
a
c
k
e
r

Access to
mechanism

Does the adversary have adaptive access
to modifying intermediate computations,
non-adaptive access to intermediate com-
putations (e.g., gradients), entire out-
puts (e.g., model descriptions), or simply
queries to the mechanism output?

Adaptive access
Whitebox
Blackbox
Query access (API)
None

Population-level
auxiliary
information

How much information does the adver-
sary have about the data population?

Partial or full description of D
Random samples from D
Partial or full description of D̂ ≈ D
Data schema

Dataset-level
auxiliary
information

How much information does the adver-
sary have about the dataset?

Chosen subsample of dataset
Random subsample of dataset
None

Attack goal What is the adversary’s goal? Membership Inference
Attribute Inference
Singling Out
Reconstruction

E
v
a
l
u
a
t
o
r

Baseline What information does an “uninformed”
baseline adversary have?

Specified in terms of the dimensions of
the Carfter and Attacker. Often, a
baseline adversary differs only in the ac-
cess to mechanism that is set to None.

Success Metric How is the adversary’s success measured? Defined per attack, here are few examples:
Mean Squared Error to target (for reconstruction)
TPR at low FPR (for membership inference)
Probability of exact match (for attribute inference)
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Figure 1: Visualization attacks with the taxonomy of the privacy attack taxonomy. The dimensions are
represented as vertical bars and grouped according to their associated roles. Attacks are depicted as lines
that cross all dimensions.

Attack 
Goal

Attribute
inference

Singling out

Reconstruction

Membership
inference

Dataset-
level Aux

Chosen
subsample
of dataset

Random
subsample
of dataset

None

Population-
level Aux

Random
samples
from ! 

Partial or
full

description
from "# ≈ !

Data schema

Partial or
full

description
of !

Target
Source

Chosen

Drawn

Privacy 
Unit

Group

Individual

Event

Dataset 
Generation

Chosen

Drawn

Crafter Attacker

Access to 
Mechanism

Whitebox

Blackbox

Query access

Adaptive

Baseline
Attacker

Evaluator

Success
Metric

TPR@FPR

Probability of
exact match

MatchRate

Mean
squared
error

Access to
Mechanism:
None

Access to
Mechanism:
None
Dataset Aux:
None

Access to
Mechanism:
None
Population
Aux: None

Intermediate poison
attack [NSTPC21]

Label inference attacks
[BDGMS23]

Confidence-ranked rec.
[DDKLRVW23]

Rec. robustness
[BCH22]

Gradient-based attack
[HMB23]

DistReRo
[This work]

Predicate singling out
[CN20]

(a) Illustration of how seven different empirical attacks from the literature are described using our taxonomy: inter-
mediate poison attack [26], label inference attacks [24], predicate singling out [7], confidence-ranked reconstruction
inference attacks [10], gradient-based attack [17], reconstruction robustness [3], and distributional reconstruction
robustness [This work].

MoH
Published
statistical

queries on
𝓓

Attack 
Goal

Attribute
inference

Singling out

Membership 
inference

Reconstruction

Dataset-
level Aux

Chosen
full-

records

subsample

Chosen
partial-
records

subsample

None

Population-
level Aux

Data schema

Chosen
statistical
queries on

𝓓

Target
Source

Chosen

Drawn

Privacy 
Unit

Group

Mother

Birth

Dataset 
Generation

Drawn

Access to 
Mechanism

Generative 
Model

Released
Dataset

Probability of
exact match

Crafter

Mean
squared
error

Access to
Mechanism:
None

Access to
Mechanism:
None
Dataset Aux:
None

Access to 
Mechanism: 
None
Population 
Aux: None

Attacker

Baseline
Attacker

Evaluator

Success
Metric

Baby and toddler
retail chain

Individual

Health management
organization

(b) Grounded version of the privacy attack taxonomy within the birth dataset case study (Section 3). The three
scenarios presented in the threat modeling covering three actors: individual, health management organization, and
baby and toddler retail chain. Multiple same-color lines represents a combinatorial spanning of attacks, i.e., every
end-to-end path is considered as an attack.
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3 Case Study: Taxonomy in Action

In this section we will demonstrate how the taxonomy provides a language to reason about and articulate
privacy threats within a specific context. We consider a recent DP data release as our case-study: in February
2024, Israel’s Ministry of Health released DP microdata from the National Registry of Live Birth [18, 23].
This release was co-designed with various stakeholders in order to offer substantial value to multiple sectors
of society and use-cases, such as scientific research and policy-making, while also protecting the privacy of
mothers and newborns.

Using the taxonomy, we are able to reason about privacy threats related to this release in a more
systematic manner. Importantly, we believe that a systematic approach is not one that is universal, but
rather that is highly attentive to context. Thus, our application highlights how the taxonomy, by design,
encourages users to engage with the complexities of each real-world deployment by carefully thinking through
whether the provided categories in each dimension make sense, and modifying as necessary. Surfacing these
complexities is necessary for enabling meaningful discussions with stakeholders about privacy threats, and
eventually, to make informed choices about privacy parameters.

Thus, we stress that our goal in this case study is neither to provide complete threat modeling for the
scenario nor prescribe an appropriate ε for the release, but rather to illustrate the expressive power of our
taxonomy of attacks for informing the processes of threat modeling and parameter selection. In addition,
we focus solely on privacy risks associated with the output of a computation (i.e. output privacy), whereas
other security risks (e.g. secure data storage) are out of scope for this work.

We begin by describing the released (privatized, synthetic) microdata and how it was generated, as well
as auxiliary datasets and statistics published by the Ministry of Health (Section 3.1). We then show how our
taxonomy can be applied when considering three natural real-world attackers in this setting (Section 3.2).
Finally, we discuss how the formalization of these threats, or attacks, can be used to support the process of
choosing appropriate DP parameters and expand existing frameworks of risk assessments (Section 3.3).

3.1 Microdata Release

The release includes a microdata file and accompanying documentation for data users and subjects. The mi-
crodata, representing approximately 166K records of single live births from 2014 (defined as births involving
a single fetus displaying signs of life post-separation from the mother), contains six attributes: birth month,
mother’s age, parity (number of live births a mother has had), gestation week, sex assigned at birth, and
newborn birth weight.

Released microdata and its generation. The microdata was produced using the DP PrivBayes
algorithm [33] to generate synthetic data that met certain quality guarantees. A list of seven quality criteria
for accepting the produced microdata required that the accuracy of various stakeholder-defined statistical
queries on the released dataset be sufficiently close to their values on the original dataset. All parts of the
computation were done with DP, to provide end-to-end formal privacy guarantees with an overall privacy
budget of ε = 9.98. All computations on the original dataset were performed within a secure enclave
environment manged by Ministry of Health, so that only the final synthetic dataset and the results of the
quality criteria measurements are exported.

Auxiliary data publications. The DP release does not occur in a vacuum; various other pieces of
information about the Registry were separately available to the public or specific parties. The Central Bureau
of Statistics and the Ministry of Health publish annual aggregated statistics about births in Israel without
DP, including all 1-way marginals and some 2-way marginals, albeit with reduced resolution in some of the
variables (e.g., the gestation week column is treated as a binary variable with values “< 37” and “≥ 37”),
whereas in the DP release, the gestation week variable has six possible values, representing finer-grained
categories).
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3.2 Threat Modeling

Our objective was to generate a detailed list of potential attacks as specified by our taxonomy that are
grounded in the case study of Israel’s live birth dataset release. We generated and tuned the specific values
in the taxonomy’s dimensions to this case study and execute threat modeling accordingly. Below, we describe
and justify our choices for each dimension. Figure 1b displays the final results of this process.

Our case study highlights the fact that some of the natural attackers we consider have not been formally
studied in relation to DP; we formally address and close some of these gaps in Section 4.

Crafter. First, note that by design the underlying data set cannot be chosen or constructed by an attacker;
thus, we consider the dataset to be drawn. Each row of the dataset concerns a mother-newborn pair, which
one could consider a “birth event”. This is the most obvious privacy unit to consider, however one could
also consider protecting individuals (i.e., mothers with two singleton birth events in 2014), or groups of
mother-newborn pairs. For this case study, we will consider both single birth events and mothers to be the
privacy units. Lastly, we include two possible values of the target source: chosen (recovering information on
a specific birth event) and drawn (recovering information on any birth event). The former corresponds to a
private investigator or a curious acquaintance, while the latter to a journalist or privacy researcher. These
roles are inspired from the statistical disclosure control literature [31, 12, 4], and we consider both.

In summary, we consider the following attack settings: dataset generation: drawn; privacy unit:
mother-newborn (birth event), mother; target source: chosen, drawn.

Attacker. We consider three classes of attackers with differing amounts of knowledge and goals. Before
describing specific attackers, we assume that only the Ministry of Health has access to the generative model
that created the microdata, and that computations were done in a secure environment; we do not consider
attackers who have access to the mechanism beyond the released microdata and the results of the quality
criteria evaluations. Access to mechanism: released dataset.

Another nuanced factor is the population-level auxiliary information. The Ministry of Health publishes
all 1-way and some 2-way marginals (with lower binning resolution) for the original (non-privatized) dataset,
and so any attacker would have access to this information. In addition, vetted medical researchers can
access the “anonymized” original data in the secure enclave environment to conduct pre-approved statistical
analyses; they are allowed to export only a limited amount of information from this environment.1 These
statistics may then eventually be released in scientific publications and become part of the public knowledge.
For this reason, we consider attackers whose population-level auxiliary knowledge is: Ministry of Health
published statistical queries on D, and chosen statistical queries on D2.

With this in mind, we consider three potential attackers who each have very different amounts and types
of dataset-level auxiliary information and different attack goals.

Health management organization. Israel has four state-mandated health service organizations, each
of which hold a substantial number of complete medical records for the population. For the portion of the
population covered by each organization, the organization has all of the fields of the birth microdata (and
more). Thus, we can model this type of knowledge as a chosen subsample of full records. In this case, the
attacker’s goal may be to reconstruct the rows of the dataset that the health organization does not have.

Baby and toddler retail chain. Private retailers like baby stores may be able to infer some of the
columns of the birth data set (such as the baby’s assigned sex at birth and the birth date) based on purchase
history. Other columns of the data set may be opaque to the retailer, such as the baby’s birth weight. We
model this type of auxiliary knowledge as chosen partial records subsample. The retailer’s goal might be to
infer attributes of its customers (for example, perhaps the mother’s parity is relevant to the family’s shopping
behaviors).

1This is a simplification; the Ministry also examines the requested information and must provide approval before allowing it
to be exported.

2In general we are not worried about researchers choosing malicious queries; rather, we allow for adversaries that could
choose the researchers’ queries, as an overestimate of the adversary’s power.
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Curious individual. Lastly, we consider an attacker who is a curious onlooker with no dataset-level
auxiliary information. This person may want to target a specific person (such as their neighbor) or anyone
generally (such as a journalist investigating privacy guarantees of the mechanism). This person may have a
number of goals; we consider: singling out, attribute inference, and reconstruction.

Evaluator. For all three of our Attackers, we consider an Evaluator who has the same knowledge and
powers as the attacker, except that the Evaluator has no access to the mechanism or its output. In other
words, we are comparing to a baseline attacker in a world where the mechanism was simply never run. The
success metrics for each attacker varies by task. The reconstruction attackers’ success will be measured via
mean squared error; attribute inference and singling out success is measured with the probability of an exact
match.

3.3 Using threat modeling to inform the choice of ε

Now we turn to discuss how our threat modeling could have been useful to the design of the birth dataset
release for setting the privacy parameter ε of the DP system. Due to the absence of an established method-
ology for setting this parameter, the designers of the release based the choice of ε on three heuristics: (1)
the ε allocated to evaluating the quality criteria should be the lowest possible that still providing sufficiently
accurate evaluation; (2) the ε allocated to training a generative model for the microdata should be the
lowest possible while producing a synthetic dataset meeting all quality criteria with a reasonable probability
(≥ 10%); and (3) the total ε should not exceed 10, positioning it within the mid-range of privacy loss budgets
utilized in previous real-world deployments [8].

These heuristics capped the total ε used in the release and took a privacy-first approach (with a clear
predefined notion of “good-enough” utility formulated through the quality criteria). However, the cap of
ε ≤ 10 was based on standards set according to past data releases, which come from very diverse contexts,
data types, and application domains; it is not clear to what extent the level of privacy protection provided
in one release translates appropriately to another release. Equipped with a list of attacks generated by
threat modeling, the designers of the live birth dataset release could have executed these attacks, either
analytically or empirically, to contextualize ε = 9.98 in terms of privacy risk, and communicated these risks
quantitatively to the stakeholders.

From a broader perspective, our taxonomy can be incorporated into existing frameworks of privacy
risk management. Consider the NIST SP 800-30 “Guide for Conducting Risk Assessments” in information
technology, which is a framework extensively used by cybersecurity professionals [20]. NIST SP 800-30
defines risk as “a measure of the extent to which an entity is threatened by a potential circumstance or
event, typically a function of: (i) the adverse impacts that would arise if the event occurs; and (ii) the
likelihood of its occurrence.” The first component can be modeled with a taxonomy of privacy harms,
such as the one Citron and Solove [6] proposes. The likelihood is determined by threats (called ‘attacks’ in
our terminology), which consist of threat events (e.g., a specific reconstruction attack) and threat sources
(i.e., a specified adversary). Our taxonomy offers a comprehensive language for describing privacy threats.
Moreover, within the NIST framework, selecting ε can be viewed as tuning a security control to mitigate
privacy threats.

4 Reconstruction Robustness for Weaker Adversaries

The taxonomy and our case study highlight clear gaps in the literature of privacy attacks needed to evaluate
privacy risks in real-world contexts. For example, the “curious individual” attacker we defined in Section 3
has not been studied before—specifically an attacker whose goal is to reconstruct a drawn individual target’s
data record with no dataset-level auxiliary information, and only blackbox access to the mechanism. More
generally, the theory relating DP to attack success tends to focus on settings where the data set is constructed
or “worst case” rather than the distributional setting where the data set is drawn; thus, it can be hard to
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establish baseline success rates and determine whether an empirical attack is a meaningful breach of privacy
in the distributional setting.

In this section, we formally prove upper bounds on the success of the “curious individual” attacker against
a general ε-DP mechanism, which allows us to better understand how vulnerable DP mechanisms are to this
type of attacker.

Data reconstruction robustness has been studied by [3], however our setting differs from this prior work
in two important ways. First, the dataset is drawn (not constructed), to reflect the realistic assumption that
the attacker cannot influence the dataset that is recorded by the Ministry of Health. Second, the attacker has
no dataset-level auxiliary information (compared to having n−1 rows), which reflects the limited knowledge
that an average onlooker would have of the true underlying dataset. These two weakenings of the attack
setting are reasonable for many other real-world scenarios.

We call protection against this attack “Distributional Reconstruction Robustness” (Algorithm 2). The full
specification of this attack setting appears in Figure 1a with label DistReRo. We prove that reconstruction
robustness implies two variants of distributional reconstruction robustness (Theorems 4.10, 4.6) and as a
result, ε-DP also implies distributional ReRo (Corollaries 4.11, 4.7). We show via a counterexample that
distributional ReRo does not necessarily imply ReRo (Theorem 4.12), and thus distributional ReRo is a
strictly weaker notion than ReRo. We summarize our findings in Figure 2. Together, these findings bring
the literature one step closer in contextualizing reconstruction attacks and baselines in the distributional
setting.

4.1 Reconstruction Robustness Preliminaries

We consider datasets x = (x1, . . . , xn) ∈ Xn consisting of one data record per user. We model a reconstruction
adversary as a function A : Range(M) × X ∗ × AUX → X that maps an output of a mechanism M, some
subset of records from the data set x, and auxiliary information aux to a reconstruction space X . In the
case of Algorithm 1, which captures a maximally informed adversary, A gets the mechanism output, data
set (except the target record), a description of the private mechanism M, and auxiliary information, and
produces a reconstruction of the target individual. This attack is also visualized in Figure 1a with label Rec.
Robustness. This is a relaxation of the worst-case membership inference game that DP guarantees, and in
the remainder of this section we will further relax this game.

Algorithm 1 Reconstruction attack with an informed adversary [3]

Input: MechanismM, Adversary A, Dataset x, Target z
Output: Loss of reconstruction

1: Run mechanism θ ←M(x ∪ {z})
2: return Reconstruction guess ẑ ← A(θ,x)

Balle et al. [3] define reconstruction robustness as a quantification over all data sets and an adversary’s
prior over the target individual. Reconstruction robustness limits the probability that the reconstruction is
a good one, according to some general loss metric, with probability taken over the choice of target individual
and the random coins of the private mechanism.

Definition 4.1 (Reconstruction Robustness (ReRo) [3]). Let D be a prior over X and ℓ : X × X → R≥0

be a reconstruction error function. A randomized mechanismM : Xn → Θ is (η, γ)-ReRo with respect to D
and ℓ if for any data set x ∈ Xn−1 and any reconstruction attack A : Θ×X → X ,

Pr
z∼D,θ∼M(x∪{z})

[ℓ(z,A(θ,x)) ≤ η] ≤ γ.

The values of η and γ may not be informative of the privacy of M in isolation, as they are highly
dependent on the data distribution and loss function. Thus, Balle et al. [3] consider the baseline level of
reconstruction for a particular prior and loss function to contextualize the privacy risks ofM. The baseline
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measures the best reconstruction that a naive attacker who does not have access to the mechanism output
can make. In a sense, it measures how “easy” it is to get a “good” reconstruction for a given prior over
targets and a given measure of reconstruction loss when no information about the specific x is revealed to A.

Definition 4.2 (ReRo Baseline Error [3]). The baseline error with respect to a given prior D and loss
function ℓ is defined as,

κD,ℓ(η) = sup
z0∈X

Pr
x∼D

[ℓ(x, z0) ≤ η].

This baseline represents the best reconstruction by an oblivious adversary without access to the mechanism’s
output.

Finally, the notion of reconstruction robustness can be related to DP guarantees.

Theorem 4.3 ([3], Theorem 2). Fix any prior D over X , η > 0, loss function ℓ : X × X → R≥0, and
corresponding reconstruction robustness baseline error κ = κD,ℓ(η). If M is an ε-differentially private
mechanism, thenM is also (η, γ)-ReRo for γ = κ · eε.

4.2 Distributional Reconstruction Robustness: Definition and Bounds

We now define a relaxation of the reconstruction robustness game, which we call distributional reconstruction
robustness (DistReRo). In this game, the records of the dataset are drawn i.i.d. from some known data
distribution D. The reconstruction adversary only receives the mechanism output, the description of the
mechanism, and a description of D. This setting may be more realistic for applications where an adversary
simply does not have access to all-but-one data record. For example, in the Census reconstruction study of
[10], the attacker used published outputs from the Census Bureau to produce reconstructions of records; in
this setting, the true data is kept internal to the Census, so the general public only has access to distributional
knowledge about the true records (e.g., via historical census publications), in addition to the published
outputs.

Algorithm 2 formalizes this attack. The key difference from Algorithm 1, is that while the dataset x
sampled from Dn is used to generate the output of mechanismM, the adversary’s reconstruction only uses
information about D, not about x.

Algorithm 2 Distributional Reconstruction Robustness attack

Input: MechanismM, Adversary A, Data distribution D, Data set size n
Output: Loss of reconstruction

1: Sample dataset x ∼ Dn

2: Run mechanism θ ←M(x)
3: return Reconstruction guess ẑ ← A(θ,D)

Unlike attack settings where the attacker has n − 1 rows of the data set x, in this setting there is no
defined target in the semantics of the attack game.3 Thus, there are numerous ways one could measure the
distance from the data set x to the produced reconstruction ẑ. One natural way to measure this distance is
to measure ℓ(x, ẑ) where x is the point in x that minimizes this loss. Another natural mapping is to look at
the loss for an average point in x (i.e., one drawn uniformly from x). These two measures correspond to the
reconstruction risk posed to the most vulnerable point and an average point, respectively.

These two DistReRo variants are defined and analyzed respectively in Sections 4.2.1 and 4.2.2. For each
of these definitions, we prove parametric relationships to DP and to ReRo. These results are summarized in
Figure 2, and presented in the remainder of this section.

3Giving the attacker a particular index i ∈ [n] to target also does not solve this problem, as M could apply a random
permutation to the records before doing a computation with no effect on the real reconstruction risk of that mechanism.
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𝜀-DP

𝜂, 𝛾!" -
AvgDistReRo

[Balle et al. 22]
𝜂, 𝛾#$#% ≔
𝜂, 𝑒& ⋅ 𝜅 𝜂

Corollary 4.11 
(𝜂, 𝛾!") = 𝜂, 𝑒& ⋅ 𝜅 𝜂

𝜂, 𝛾#$#%
-ReRo

Theorem 4.10 
𝜂, 𝛾!" ≔ (𝜂, 𝛾#$#%)

Section 4.3

𝜂, 𝛾'(" -
BCDistReRo

Corollary 4.7
𝜂, 𝛾'(" ≔	(𝜂, 𝑛 ⋅ 𝑒&⋅ 𝜅 𝜂 )	

Theorem 4.6
𝜂, 𝛾'(" ≔ (𝜂, 𝑛 ⋅ 𝛾#$#%)

Figure 2: Summary of the relationships among different notions of reconstruction robustness for fixed recon-
struction loss η throughout. Our new definitions are highlighted in yellow, and our new implications among
definitions are highlighted in blue. The red dashed arrow indicates that the implication does not hold.

4.2.1 Bounding Reconstruction for the Easiest Target

Now we show how to utilize our taxonomy to explore a new attack setting using the same distributional
reconstruction robustness game in Algorithm 2. We consider bounding the reconstruction success metric
for the “most vulnerable” target, meaning the person who is easiest to reconstruct with respect to a given
loss function ℓ. Bounding the reconstruction success with respect to this individual naturally bounds the
reconstruction success for those who are harder to reconstruct.

Definition 4.4 (Best Case Distributional Reconstruction Robustness, BCDistReRo). Let D be a prior over
X and ℓ : X × X → R≥0 be a reconstruction error function. A randomized mechanism M : Xn → Θ is
(η, γ)-BCDistReRo with respect to D and ℓ if for any reconstruction attack A : Θ→ X ,

Pr
x∼Dn

θ∼M(x)

[
inf
x∈x

ℓ(x,A(θ)) ≤ η

]
≤ γ.

Note that for a fixed loss function ℓ, parameters η, γ are not necessarily informative on their own. This
is because some data distributions D are necessarily easier to reconstruct than others. Thus, a large γ may
indicate that M is disclosive, or that D puts a lot of weight on few data values.4 In order to distinguish
these two scenarios, one must compare to an appropriate baseline.

We define the adversary’s baseline level of success as the best fixed strategy an adversary could use
without access to the mechanism output.

Definition 4.5 (BCDistReRo Baseline Success). The baseline error with respect to a given data distribution
D and loss function ℓ is defined as

κD,ℓ(η) = sup
z0∈X

Pr
x∼Dn

[ inf
x∈x

ℓ(x, z0) ≤ η].

This represents the best strategy of an oblivious adversary without access to the mechanism’s output.

4This observation was a major criticism of the census reconstruction attacks.
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The importance of baselines For data distributions with a high baseline level of reconstruction, even
a DP mechanism may appear vulnerable to reconstruction attacks in this setting.5 Concretely, if any
elements of the domain of D have weight 1/n, then γ ≥ 1 − (1 − 1/n)n for the zero-one (exact match) loss
function, simply because the attacker gets n “tries” to match one of the records in x. This holds even ifM
produces no output. Thus to demonstrate the protections (or lack of protections) of a mechanism, γ must
be contextualized against a baseline, and also computed for distributions without too much mass on any
one data record—otherwise, one may think that a significant privacy breach has occurred when actually the
baseline success rate was high. Furthermore, in Corollary 4.7 we will prove that for an ε-DP mechanism,
γ ≤ n · eε ·κD,ℓ(η) for data sets of size n. The current bounds become vacuous (γ > 1) if the baseline success
rate κ is above 1/neε; thus, demonstrating the reconstruction robustness of a DP mechanism requires data
distributions with low baseline success rates in this setting.

Next we relate this version of distributional reconstruction robustness to the original reconstruction
robustness definition. Theorem 4.6 shows that ReRo implies BCDistReRo with an additional factor of n
in the γ parameter. Note that this factor of n blowup in the success probability of the BC distributional
attacker is unavoidable, since the infimum over the data set essentially allows the attacker n ‘tries’ to match
a record in the dataset.

Theorem 4.6. Fix any data distribution D, any η, and loss function ℓ. If mechanism M is (η, γ)-ReRo,
thenM is also (η, nγ)-BCDistReRo.

Proof. Fix any data distribution D, any η, and loss function ℓ. Fix a mechanism M that is (η, γ)-ReRo.
Then,

Pr
x∼Dn

θ∼M(x)

[ inf
xi∈x

ℓ(xi,A(θ)) ≤ η] = Pr
x∼Dn

θ∼M(x)

[∨i∈[n]ℓ(xi,A(θ)) ≤ η]

≤
∑
i∈[n]

Pr
x∼Dn

θ∼M(x)

[ℓ(xi,A(θ)) ≤ η] (by a union bound)

= n · EX−1

 Pr
x1∼D

θ∼M({x1}∪x−1)

[ℓ(x1,A(θ)) ≤ η|X−1 = x−1]

 (since x are i.i.d.)

≤ n · γ (sinceM is (η, γ)-ReRo)

We can combine Theorem 4.6 with results from [3] to upper bound the distributional reconstruction
robustness for DP mechanisms. That is, since Balle et al. [3] show that DP implies ReRo and Theorem 4.6
shows that ReRo implies BCDistReRo (with some loss in parameters), then DP must also imply BCDistReRo
with the appropriate parameters.

Corollary 4.7. Fix any data distribution D, any η, loss function ℓ, and the corresponding ReRo baseline
error κ = κD,ℓ(η). If mechanism M is ε-differentially private, then M is also (η, γ)-BCDistReRo for
γ = n · eε · κ, where n is the data set size.

Proof. Fix any data distribution D, any η, loss function ℓ, and the corresponding baseline error κ = κD,ℓ(η).
Fix a mechanismM that is ε-DP, and fix a data set size n. Then, by [3],M is also (η, eε · κ)-ReRo. Thus,
by Theorem 4.6,M is (η, n · eε · κ)-BCDistReRo.

4.2.2 Reconstructing an Average Target

We now consider a different way of mapping the reconstruction attempt ẑ to the true data set x. Rather
than taking a pessimistic view and measuring the smallest reconstruction loss to a data point in x, we

5This is not unique to our definitions; Balle et al. [3] also compare to the baseline reconstruction success.
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measure the loss to an average point in x. Average distributional reconstruction robustness (AveDistReRo)
considers protection against an adversary wishing to reconstruct a target sampled uniformly at random from
the dataset. That is, AveDistReRo measures the protection against distributional reconstruction attacks,
averaged across the sampled dataset.

Definition 4.8 (Average Distributional Reconstruction Robustness). Let D be a data distribution over
X and ℓ : Xn × X → R≥0 a reconstruction error function. A randomized mechanism M : Xn → Θ is
(η, γ)-AvgDistReRo with respect to D and ℓ if for any reconstruction attack A : Θ→ X ,

Pr
x∼Dn

θ∼M(x)
i∼Unif[n]

[ℓ(xi,A(θ)) ≤ η] ≤ γ.

Again, to properly contextualize the reconstruction success probability, we define the adversary’s baseline
level of success as the best fixed strategy an adversary could use without access to the mechanism output.

Definition 4.9 (AvgDistReRo Baseline Error). The baseline error with respect to a given data distribution
D and loss function ℓ is defined as,

sup
z0∈X

Pr
x∼Dn

i∼Unif[n]

[ℓ(xi, z0) ≤ η].

Because x is sampled i.i.d., this is identical to the ReRo baseline (Definition 4.2):

κD,ℓ(η) := sup
z0∈X

Pr
x∼D

[ℓ(x, z0) ≤ η].

Thus, we refer to both as κD,ℓ(η).

Next we relate the reconstruction success of AvgDistReRo with ReRo. Theorem 4.10 shows that ReRo
implies AveDistReRo without any loss in parameters.

Theorem 4.10. Fix any data distribution D, any η, and loss function ℓ. If mechanism M is (η, γ)-ReRo,
thenM is also (η, γ)-AvgDistReRo.

Proof. Fix any data distribution D, any η, and loss function ℓ. Fix a mechanism M that is (η, γ)-ReRo.
Then,

Pr
x∼Dn

θ∼M(x)
i∼Unif[n]

[ℓ(xi,A(θ)) ≤ η] =
1

n

∑
i∈[n]

Ex−i

[
Pr
xi,θ

[ℓ(xi,A(θ)) ≤ η | x−i = x−i]

]

≤ 1

n

∑
i∈[n]

Ex−i
[γ] (sinceM is (η, γ)-ReRo)

= γ.

Similar to Corollary 4.7, we can combine Theorem 4.10 with the result of Balle et al. [3] to bound the
AveDistReRo attack success against a DP mechanism.

Corollary 4.11. Fix any data distribution D, any η, loss function ℓ, and the corresponding baseline error
κ = κD,ℓ(η). If mechanismM is ε-differentially private, thenM is also (η, γ)-AveDistReRo for γ = eε · κ.

Proof. Fix any data distribution D, any η, loss function ℓ, and the corresponding baseline error κ = κD,ℓ(η).
Fix a mechanism M that is ε-DP. Then, by Theorem 2 in [3], M is also (η, eε · κ)-ReRo. Thus, by Theo-
rem 4.10,M is also (η, eε · κ)-AveDistReRo.
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4.3 Separations

In the previous section, we have seen that Reconstruction Robustness (ReRo) implies Average Distribution
Reconstruction Robustness (AvgDistReRo) with no loss in parameters. However, does the latter imply the
former, suggesting equivalence of the two notions? The following mechanism demonstrates that the average-
case AvgDistReRo condition is insufficient to satisfy the worst-case ReRo condition. Note that a separating
mechanism cannot be DP because, otherwise, it would imply both ReRo and AvgDistReRo with the same
parameters, as seen in Theorem 4.3 and Corollary 4.11.

Theorem 4.12. There exists a mechanism M, data distribution D over {0, 1}n×k, and a loss function ℓ
such thatM is (0,Θ( 1

2k
))-AvgDistReRo butM is not (0, γ)-ReRo for γ < 1.

Proof. Let D ∼ Uniform
(
{0, 1}k

)
be the data distribution over records, and letM be the following mecha-

nism:

M(x) =

{
x∗ if x consists of n− 1 records of 0⃗ and additional record x∗,

⊥ otherwise.

Consider the goal of reconstruction with exact match, so set the loss function ℓ(x, z) = 1[x = z] and the
reconstruction threshold η = 0, so a successful reconstruction attack must be exact. Because D is uniform
over the universe of records, the best oblivious adversary (without access to the mechanism output) could
output any record. Without loss of generality, let it be 1⃗. Then the baseline probability of success (either
for ReRo or AvgDistReRo) is κ = 1

2k
. Note that with randomizing, the oblivious adversary would yield the

same success probability.
The optimal adversary gains advantage over the baseline only when the mechanismM outputs a record

x∗. When the output is ⊥, similar to with only prior distributional knowledge, the adversary can guess any
other fixed record. Thus the adversary’s output is:

A(θ) =

{
x∗ if θ = x∗,

1⃗ otherwise.

The mechanismM is not (0, γ)-ReRo for any γ < 1, meaning that there is a dataset y of n− 1 records
where an adversary could reconstruct a record z ∼ D with probability 1 given access toM(y ∪ {z}). If we
set y = 0n−1×k, thenM(x) returns exactly the missing record x∗ – a successful reconstruction.

However, this mechanism is (0,Θ( 1
2k
))-AvgDistReRo, because the contribution of the catastrophic event

M(x) = x∗ to the attack success probability is discounted by the probability of sampling the worst-case
dataset x. Let E be the event of sampling dataset x ∼ Dn with at least n− 1 records equal to 0⃗. Then the
probably of success for AvgDistReRo is

Pr
x∼πn

θ∼M(x)
i∼Unif[n]

[
ℓ(xi,A(θ)) ≤ η

]
= Pr[1[ℓ(xi,A(θ)) ≤ 0]]

= Pr[xi = A(θ)]
= Pr[E] Pr[xi = A(θ)|E, θ = 0] + Pr[Ē] Pr[xi = A(θ)|Ē, θ = 1]

= Pr[E] Pr[xi = 0⃗|E] + Pr[Ē] Pr[xi = 1⃗|Ē]

=
1

2(n−1)k
·
(
n− 1

n
· 1 + 1

n
· 1
2k

)
+

(
1− 1

2(n−1)k

)
· 1
2k

≤ 1

2k
+

1

2(n−1)k
.
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This example illustrates why AvgDistReRo is insufficient for achieving ReRo. Low probability datasets
under the product distribution Dn that enable catastrophic mechanism outputs might have very little impact
on the AvgDistReRo success probability, but would produce very poor ReRo guarantees, which are worst-case
over datasets.

5 Discussion

Our work is motivated by the question of setting the ε parameter of DP according to real-world attacks.
The first step in doing so is to map out the full feature space of attacks. Without defining this landscape,
we are unable to articulate strategies for appropriately balancing privacy and utility in specific deployment
contexts.

Our taxonomy fleshes out various types of attacks, from the perspectives of the Crafter, Attacker,
and Evaluator (Section 2). For each of these roles, there are numerous axes that can impact how we
understand the protections offered by ε, such as data generation process, auxiliary knowledge, and baseline
of success.

We applied our taxonomy to privacy threat modeling for the recent release of Israel’s birth dataset
(Section 3). This process yielded a collection of concrete attacks that articulate realistic privacy threats in
this data release, which could be helpful in forming a contextual interpretation of appropriate values of ε
that provide adequate privacy protections. This example highlights that our taxonomy may enhance existing
risk management frameworks, such as NIST SP 800-30 [20], when applied to assessing privacy risks.

Furthermore, by categorizing and highlighting which sets of taxonomy’s dimensions have been studied by
recent papers, our work makes it possible for researchers to focus their future efforts on the dimensions that
correspond to practical attacks. We ourselves demonstrate this by putting forth a definition of Distributional
Reconstruction Robustness (Section 4), which considers a more realistic adversary with only distributional
knowledge of the rest of the data, and characterizing the relationships to previous definitions of reconstruction
robustness.

Creating useful metrics for setting εmay be a longer-term goal for the DP community, but an intermediate
and more accessible use of our taxonomy is to simply communicate the real-world protections provided by
DP systems. It may be challenging for users of DP systems to understand the relative strength of a single
attack, but placing that attack within this taxonomy can provide more insight into the type of protections
a system claims to offer. We hope this also allows users to better articulate the types of attacks for which
they desire protections, and just as importantly, the types of attacks that are not relevant to the application
at hand.
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