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Abstract—Recent research advances in Artificial Intelligence
(AI) have yielded promising results for automated software
vulnerability management. AI-based models are reported to
greatly outperform traditional static analysis tools, indicating a
substantial workload relief for security engineers. However, the
industry remains very cautious and selective about integrating
AI-based techniques into their security vulnerability management
workflow. To understand the reasons, we conducted a discussion-
based study, anchored in the authors’ extensive industrial ex-
perience and keen observations, to uncover the gap between
research and practice in this field. We empirically identified
three main barriers preventing the industry from adopting
academic models, namely, complicated requirements of scalability
and prioritization, limited customization flexibility, and unclear
financial implications. Meanwhile, research works are signifi-
cantly impacted by the lack of extensive real-world security data
and expertise. We proposed a set of future directions to help
better understand industry expectations, improve the practical
usability of AI-based security vulnerability research, and drive
a synergistic relationship between industry and academia.

Index Terms—artificial intelligence, vulnerability management,
deep learning, research and practice

I. INTRODUCTION

Artificial Intelligence (AI) for software security has gar-
nered increasing interests from both industry profession-
als [11], [16], [20] and academic researchers [32], [33],
[39], establishing itself as a vibrant domain of both realms.
Although there are numerous initiatives and projects that offer
unique potential, a detailed examination of real-world practices
indicates a divergence [8], [25], [29], [32]. Specifically, the
direct implementation or adaptation of research-derived AI
models in industry security work-streams remains relatively
rare. To build a symbiotic relationship between industry prac-
tices and academic theories, we carefully review the industry’s
main needs in managing vulnerabilities and the common
research approaches.

In Section II, our paper first reviews the prevailing mecha-
nisms of the industry for managing security vulnerabilities.

*Xinda Wang is the corresponding author.

This exploration is twofold. We summarize the established
non-AI methods, which have long served as the foundation
of industry workflows. Then, we shift our focus to a review
of the representative emergent AI-based methods that have
recently been proposed.

Delving deeper, we identify three barriers in Section III
based on our hypothesis, which prevent the industry from
embracing and incorporating academic AI models into their se-
curity operations. Specifically, the three barriers include a no-
ticeable lack of confidence in models generated by academia,
reservations about the adaptability of these academic models,
and concerns about the financial costs of adopting academic
models within current operational systems. We suggest three
research directions for future academic AI security researchers
to further address and alleviate these concerns.

Furthermore, we discuss two potential channels through
which the industry can significantly contribute to academic
endeavors in Section IV. We list two barriers that may prevent
such collaborations. Specifically, we emphasize the criticality
of accessing real-world industry datasets within academia, and
the need for academia to better utilize industry security exper-
tise. Similar to the previous section, we suggest collaboration
pathways for both industry and academia to jointly explore,
aiming to bridge these divides and achieve mutual benefits.

In summary, this experience paper makes the following
contributions:

• We outline five gaps that we believe currently impede
the industry-academia interface in AI-driven security,
with three of these gaps presenting challenges for the
industry’s adoption of academic advancement, and the
other two emphasize challenges in how the industry can
beneficially inform and support academia.

• We highlight on special challenges and opportunities
introduced by AI-based vulnerability management, focus-
ing on key needs like flexible solutions and understanding
AI’s cost that are unique for AI-based methods compared
with traditional rule-based techniques.
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Fig. 1: Traditional Industry Workflow of Security
Vulnerability Management

• Through detailed discussion and structured recommenda-
tions, we not only spotlight these areas of divergence but
also offer insights and directions for future initiatives,
aiming at fostering a more collaborative relationship
between industry practices and academic research in the
dynamic field of AI-enhanced security.

II. INDUSTRY SECURITY VULNERABILITY MANAGEMENT

This section firstly introduces traditional workflows in in-
dustry security risk management, focusing on non-AI methods
that have been the cornerstone of protecting digital assets.
It then explores how AI technologies can enhance these
established processes, offering new ways to strengthen each
phase of workflow against evolving landscape of cyber threats.

A. Traditional Workflow

Two main stages in industry security vulnerability manage-
ment life cycle are Vulnerability Assessment and Vulnerability
Repair, each of which contain multiple steps with different
analysis tools. Also, industries offer various kinds of periodic
Security Training to enhance the process. The entire workflow
is depicted in Figure 11.
Vulnerability Assessment. The vulnerability management
life-cycle begins with the vulnerability assessment phase. This
typically involves a combination of automated Vulnerability
Detection and manual Security Review. Automated assess-
ments mainly leverage rule-based analysis tools, including
dynamic and static analysis, geared towards identifying known
vulnerabilities. These tools are typically integrated into the de-
velopment cycle, continually scrutinizing products throughout
their development stages.

Threat modeling and reach-ability analysis is conducted to
accurately evaluate product surface priorities. Surfaces with
zero-click or one-click surfaces trigger an additional phase

1This figure selectively presents components directly related to the gaps
we discuss in later sections, concentrating our experience paper’s content on
these specific aspects. Other components and tools in security vulnerability
management, such as feedback loop, vulnerability prioritization, and fuzzing
techniques, are omitted for simplicity.

of manual security review process. These manual reviews
involve a comprehensive examination of code components,
allowing for the precise identification of any hidden risks
or vulnerabilities that automated tools may have overlooked.
This human-driven security review by security experts adds
an essential layer of scrutiny to enhance overall security
posture. Security experts, armed with first-hand knowledge,
play a crucial role in triaging and unraveling the underlying
security issues, providing nuanced insights beyond superficial
vulnerabilities.
Vulnerability Repair. Upon detecting vulnerabilities, security
experts utilize industry best practices for remediation. This in-
cludes a blend of strategic auto-patch management (Auto-Fix),
and Expert Recommendation through manual code reviews.
We have observed that the mainstream auto-fix solutions are
still developed based on different security rules, particularly
for common vulnerabilities that can benefit from a unified
approach, like a framework, to prevent breaches. Meanwhile,
for vulnerabilities that are newly discovered or lack a universal
solution, security experts become more involved to offer expert
recommendations.

It’s noted that there is variance in remediation cultures
across different teams, reflecting distinct strategic approaches
and priorities in addressing and repairing vulnerabilities. In
some instances, automated tools are leveraged to speed up
the patching of vulnerabilities. Additionally, we’ve observed a
new opportunity for real-time repair solutions offered by Large
Language Models. However, concerns about efficiency arise,
especially when considering the balance between the accuracy
of AI-based suggestions and the engineering effort required to
verify these recommendations. More details on this will be
discussed below.
Security Training. Industrial organizations typically conduct
periodic security training events as a strategy to enhance
security. These sessions serve a dual purpose of disseminating
best practices and providing crucial updates on emerging
threats. They equip the product teams with the knowledge
and skills necessary to proactively safeguard the organization’s
digital assets.

B. AI Opportunities

In traditional industry security vulnerability management,
each stage significantly relies on human security experts,
providing opportunities for AI to relieve human efforts as
outlined below.
AI for Vulnerability Assessment. Recent deep learning (DL)
based methods have shown superior performance in vulnera-
bility assessment tasks such as vulnerability detection, code
clone detection, vulnerability severity evaluation. The adopted
DL architectures include recurrent neural network (RNN) [38],
graph neural network (GNN) [27], transformer [14], and large
language model (LLM) [9]. These state-of-the-art DL-based
approaches have reported more than 90% F1 scores [32],
which greatly outperform the traditional static analyzers in
most vulnerability assessment tasks.
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Security review, while effective for quality assurance, is
laborious and prone to error when security analysts manually
assess flaws and offer detailed feedback. Recent research intro-
duced AI-based methods to automate code review comments,
supporting the modern code review process [33], [34]. These
results highlight the potential of AI in industrial vulnerability
assessment.

Furthermore, constructing security Supervised Fine-Tuning
(SFT) datasets also presents an appealing opportunity [31].
Once equipped with ideal security SFT datasets, AI-based
tools could gain a more comprehensive understanding of
security breaches, threats, and patterns, thereby enabling AI
to identify vulnerabilities with greater precision and speed.
Additionally, SFT datasets can be utilized in various scenarios,
such as significantly enhancing the prediction quality of LLM
models.2

AI for Vulnerability Repair. AI-based automated program
repair (APR) can help developers automatically fix software
bugs including security vulnerabilities. Recent large pre-
trained language models, trained using billion of text and code
tokens, have shown great capability in APR tasks and can even
provide patch rankings and correctness checking to suggest
more natural fixes [39]. Also, when repairing a program,
developers are usually tired of writing detailed comments
and documentation. AI-based code change summarization, that
represents code edit operations as graphs, has achieved prelim-
inary progress in generating explanations to help developers
understand code changes including security fixes [13].

Additionally, the development of Specialized Language
Models (SLMs) tailored for vulnerability repair catches our
attention [1]. Beyond the general benefits that SLMs offer
over LLMs, such as enhanced specificity and efficiency, these
SLMs can be uniquely designed to incorporate the distinct
coding practices and security standards of individual indus-
trial products. They can adapt to preferred repair solutions,
effectively aligning with the complicated requirements of
different company-internal systems. This capability ensures
that suggested fixes are not only technically accurate but also
practically applicable, adhering to the unique operational and
security protocols of each product.
AI for Security Training. The key reason of introducing
security flaws during software development is a lack of
awareness [30]. In AI-based security training, each developer
is provided with essential knowledge of various types of
security flaws according to the level of security they can
implement [22]. It has demonstrated effectiveness to prevent
security problems (e.g., phishing attacks) in established tech
companies [5].

Despite significant investments from big industry companies
into developing AI-based vulnerability management tools [16],
[20], the performance of these tools hasn’t reached the level of
computer vision (CV) and natural language processing (NLP)
products. Consequently, we haven’t observed widespread us-

2Although improving LLM quality is beyond the scope of this paper,
highlighting the SFT opportunity adds extra value and impact.

age of these tools in industry security vulnerability manage-
ment workflows. We will explain why adopting this type of
research directly in industry is non-trivial in the following
sections.

III. BARRIERS TO INDUSTRY ADOPTION OF ACADEMIC
RESEARCH

This section identifies three main observed barriers between
academic research and its industry applications, particularly in
the wake of the AI research surge in vulnerability management
that has intrigued the industry. It then proposes corresponding
future research directions to bridge these gaps, aiming to
facilitate the integration of the latest research findings into
practical applications.

A. Inconsistent Scope and Priority�




�

	

Gap Observation-1: Industry tends to favor models that
are extremely proficient at addressing certain vulnerabilities
(i.e., more severe or exploitable ones), even if they constitute
only a subset of all vulnerabilities. In contrast, most research
endeavors propose one-for-all solutions with variable perfor-
mance against different types of vulnerabilities.

Model Disagreement. Finding a solution universally supe-
rior for addressing all types or most types of vulnerabilities
is highly challenging and perhaps unrealistic shortly, as il-
lustrated by recent research by Steenhoek et al. [32]. Their
detailed evaluation shows that leading AI models only agree
7% of the time across various test data. Even among the top
three models, the agreement is less than 50%. The absence
of a unified agreement hinders the adoption of a single,
standardized tool for managing vulnerabilities across various
organizations. Moreover, it is common that research works [8],
[10] present evaluations using a universal dataset, typically
illustrating a rise in total detected issues as performance
improvements without delving into the specific areas where
the model excels.

Misaligned Priority. In mature industries, security teams
typically handle various types of vulnerabilities through dif-
ferent project plans or even teams, making it financially and
operationally acceptable to utilize different tools for managing
vulnerabilities, where each tool selected is often specialized
to address certain vulnerabilities more effectively than others.
This diversity in tool usage underscores the industry’s practical
approach to security, which prioritizes specialized efficacy
over a one-size-fits-all solution. Under such settings, the
fundamental metric for each project and tool is to mitigate
a specific type of vulnerability as thoroughly as possible. This
crucial context for the practical applications of these tools in
the industry is overlooked or insufficiently considered in recent
academic research [9], [14], [27]. For example, the majority
of research efforts only focus on addressing the CWE top 25
most dangerous software weaknesses [28] that are determined
through statistical analysis of public vulnerability data sourced
from the National Vulnerability Database (NVD), which may
be far from the vulnerability distribution or fixing priority
within specific industrial internal projects.
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➢ Future Direction Proposal-1: Emphasizing Specialized
Model Research. To increase industry confidence in academic
models, there is merit in researchers redirecting their focus
towards developing models that specialize in certain types of
vulnerabilities, such as buffer overflows. In a recent empirical
study [32], the authors experimented and verified that five
different types of vulnerabilities achieved the best F1 score
across five different models. This narrower focus aligns with
the long history of security research that concentrates on
specific issues, such as the automatic detection of memory
exploitation [7], [19] and SQL injection [2], [24]. Even for
the one-for-all solutions, we hope academia researchers can
extensively exercise their models for more vulnerability distri-
butions instead of strictly adhering to the priorities in the CWE
Top 25. Such targeted research would allow for comprehensive
evaluations using diverse datasets, thereby offering persuasive
evidence of a model’s effectiveness and reliability for specific
problems in real-world settings.

B. Limited Customization Flexibility�
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Gap Observation-2: Industries often need the capability to
customize vulnerability management tools for two primary
reasons: (i) accommodating varied products and (ii) adher-
ing to different security standards across teams. However,
current academic models rarely address these critical cus-
tomization requirements.

Public Accessibility of Research Models. Unlike the CV
and NLP domains where models, datasets, and leaderboards
from research works are usually open-sourced on GitHub and
Hugging Face, most DL-based vulnerability management ap-
proaches are not publicly accessible. A recent study [29] shows
that only a small portion (25.5%) of the 55 examined papers
on DL-based vulnerability detection provided public available
tools. 54.5% available tools contain incomplete documenta-
tion and 27.3% of them have non-functional implementation,
making it challenging for industrial users to execute.

Customization for Diverse Codebases. Ideal industry models
should allow for easy customization to suit different products
or teams, while maintaining confidence in their predictive
outcomes. In Section II-A, we present that within a single
corporation, various codebases present unique requirements
due to different coding styles, risk tolerances, and the use
of distinct compilation tools and configurations across teams.
Since models that are fine-tuned for specific scenarios signif-
icantly outperform their generic, pre-trained counterparts in
detecting vulnerabilities [32], research models should be able
to easily fit into above differences in order to operate reliably
and accurately across diverse organizational scenarios.

Integration with and Learning from Existing Tool Ecosys-
tems. The industry also stands to benefit from models that are
modularized to interface with other security tools effectively.
As explained in Section II-A, conventional industry workflows
employ an array of vulnerability management tools, each de-
signed to analyze and assess different aspects of exploitability
and the potential impact of identified vulnerabilities. In this

environment, it is crucial for newly adopted academic models
to integrate seamlessly with existing tools and to possess
learning capabilities. This functionality would enable them to
iteratively incorporate and apply knowledge derived from an
organization’s existing suite of security tools.
➢ Future Direction Proposal-2: Developing Flexible and
Scalable Models. Future research on DL-based vulnerability
detection should follow open science practice to provide well-
maintained documentation, executable source code, and suffi-
cient design/implementation details for reproducing. Besides,
future research should aim to create models that are flexible
enough to be tailored to various products and scalable to adapt
to different security standards across teams. Such an approach
would facilitate continuous improvement and integration of
industry-specific insights, ensuring that the models remain
relevant and effective in diverse security environments.

C. Unclear Financial Implications�
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Gap Observation-3: While understanding the financial ben-
efits of incorporating AI-based security vulnerability man-
agement is crucial for the industry, previous research works
inadequately discuss them, even less so in the context of real-
world industry scenarios, such as computation power versus
human resources.

Model Evaluation. Academic works [10], [18] focus on the
efficacy of models in identifying vulnerabilities, often adopting
datasets with unrealistic proportions of vulnerable and non-
vulnerable samples (e.g., 50-50 [41]) and neglecting the real-
world scenario where benign code significantly outnumbers
vulnerable code. When a model identifies a moderate-risk
vulnerability but generates ten times as many false positives,
it is unlikely to be adopted due to the substantial operational
burdens that ultimately undermine its financial viability. Also,
with little consideration on explainability, how the models
make the correct decisions remains unclear: if the model is
able to capture the vulnerable code semantics or just wrongly
regard the non-vulnerable part in the vulnerable sample as the
vulnerability. The models for latter case are not reliable and
will cause financial loss in practice. In summary, the evaluation
metrics and scenarios employed in academia provide limited
insight into financial impacts of integrating these models into
organizational systems.

Scalability and Variability Concerns. The uncertainty sur-
rounding the financial implications of adopting academic
models is further compounded by their untested performance
on extensive and diverse industry codebases and infrastruc-
tures. For instance, an existing study [32] has observed more
than 50% performance drop when applying academic models
to more complex open-source software datasets. Language
models like Claude-2 and GPT-4 can only solve 4.8% and
1.7% real-world GitHub issues, respectively [21]. This vari-
ability raises concerns about cost-effectiveness of deploying
such models on even more complex proprietary codebases
in industry. On the other hand, recent popular large models
with billion-level parameter size limit the development of re-
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search works conducted in academic labs with restricted GPU
resources. The potentials and capability of large models for
vulnerability management are still awaiting for systematic and
scientific exercise and evaluation from academic perspective.
➢ Future Direction Proposal-3: Constructing Industry
Reflective Evaluation Metrics, Datasets, and Resources
for Effective Assessment. Upcoming academic investigations
should aim to develop evaluation metrics and scenarios that
align more closely with authentic industry environments, such
as incorporating a wider array of variables. This initiative,
requiring efforts from both industry and academia, will not
only evaluate models’ effectiveness in a more fitting industry
context but also showcase their practical and cost-effective
use in various real-world scenarios. Specifically, one industry-
context evaluation could involve integrating the savings in
salary or labor costs into the analysis of models’ performances.

IV. BARRIERS TO ACADEMIA ADAPTATION OF INDUSTRY
SETTINGS

This section aims to explore the potential contributions that
the industry can make to academia, as well as the barriers that
need to be overcome to facilitate this exchange. Specifically,
it looks into how industry insights and resources can help
academic researchers enhance the real-world applicability and
performance of their work.

A. Shortage of Large-Scale and Diverse Datasets�

�

�

�

Gap Observation-4: The extensive databases within indus-
tries hold invaluable insights into insecure practices across
various stages of development. However, the sharing of these
datasets is significantly hindered by many organizations’ risk
of unintentional disclosure of sensitive information.

Prior research has shown that ML-based vulnerability mit-
igation solutions can achieve better performance from larger
and more diverse training dataset [27], [32] from the following
perspectives.

More Vulnerability Samples. Synthetic datasets, widely used
in learning-based vulnerability management tasks to address
the limitation of real world data, are usually generated by
keeping vulnerable code unchanged and adding variations to
unrelated neighboring code. Since program slicing techniques
are used to identify lines of code considered most relevant to
potential software vulnerabilities, synthetic datasets introduce
huge duplicate slices [3]. The model trained with such unre-
alistic synthetic datasets lead to more than 50% performance
drop in practice [8]. To prevent this, one solution is to include
real-world datasets with vulnerability complexity and varieties
as much as possible.

More Accurate Labeling. With high standards, industry
vulnerability management process preserves the quality of
vulnerability data. In contrast, up to 70% vulnerability labels
in open-source GitHub repositories are inaccurate [8], [36].
This is because, while some public GitHub repositories permit
direct commits with minimal review, industry practices, par-
ticularly within large tech corporations, incorporate multiple
layers of coding quality safeguards. These safeguards include

mandatory peer reviews prior to committing, periodic codebase
optimization initiatives led by technical leaders, and automated
improvements executed by quality and security bots. Learning-
based vulnerability mitigation systems can greatly benefit from
these high-quality data in industry datasets.

Wider View of Vulnerabilities. In the industry, the traces of
detecting each vulnerability are well documented, including
security analyst’s strategies and general business logic. They
provide more context of detecting decisions to enable a wider
view to examine the vulnerabilities than simple vulnerable-
secure code pairs in datasets presented by research works.

Multimodal Information. Industry datasets often include
different levels of code (e.g., source code, binary code, IR
code) and diverse types of documentation (e.g., code com-
ments, reviews, discussions). These multimodal information
enables DL-based systems to better understand the semantics
of potentially vulnerable code.
➢ Future Direction Proposal-4: Exploring Data
Anonymization and Environment Simulation Techniques.
Despite the advantages of sharing datasets, it is worth noting
that potential negative effects may arise from sharing raw
industry data. Attackers may leverage identifying informa-
tion from these newly disclosed data to architect novel at-
tacks. Thus, developing advanced methods for effective data
anonymization is essential to guarantee the secure sharing
of industry internal datasets, particularly code segments. In-
dustries, willing to contribute historical security events and
legacy vulnerable code to academia, seek assurance that
sharing codebases will not expose sensitive and identifying
information, necessitating thorough anonymization of shared
data. Academia, on the other hand, requires data that retains as
much of the original patterns and contexts of vulnerabilities
after anonymization. This will enable researchers to explore
secure mechanisms for sharing vulnerability contexts further.
Additionally, in situations where sharing anonymized data is
still considered risky, another option is allowing researchers
access to industry settings. In case of bad actors or potential
misuse, these settings could either mirror or emulate the actual
processes associated with vulnerability management in an
industrial framework with necessary access control and data
isolation.

B. Lack of First-Hand Industry Expertise�

�

�

�

Gap Observation-5: Access to first-hand industry expertise
is pivotal for enhancing effectiveness of research models
in practice; however, obtaining such expert knowledge and
experience remains a significant challenge for most academic
researchers.

Advantages of practical expertise in AI-based system design.
While deep learning effectively automates feature extraction
in traditional CV and NLP tasks, security-related tasks often
necessitate expert involvement in crafting appropriate data
representations and AI algorithms [4]. For instance, for op-
timal feature extraction, researchers transform program source
code into various forms, such as code sequence [14], natural
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code sequence graphs [27], patch code property graphs [35],
or function behavior graphs [40], before input into deep
learning models. However, the creation of these representa-
tions may not fully encapsulate the complexities of industrial
programming in large proprietary projects due to researchers
typically relying on specific popular open-source projects (e.g.,
Linux kernel, FFmpeg, and QEMU) as references [37]. This
reliance may result in a limited understanding of intricate, real-
world security issues. Since cutting-edge projects often begin
as proprietary before possibly transitioning to open-source,
insights derived from existing open-source projects might not
be timely or relevant to the constantly evolving landscape
of security threats. Actively engaging industry practitioners
in developing AI-based security systems could bridge this
knowledge gap.
➢ Future Direction Proposal-5: Fostering Bidirectional
Collaboration between Industry and Academia. To effec-
tively harness industry expertise in academia, maintaining
a robust knowledge exchange channel is crucial. Industries
could support programs that offer internship opportunities and
invite more esteemed academic researchers for joint research
initiatives. This collaboration enables academics to access
significant resources and lets industry direct research towards
practical solutions meeting their needs.

Industries may also consider developing open-source com-
prehensive testing benchmarks to embed industry’s unique
requirements for research works, such as the recent release
of the Purple LLama CyberSecEval benchmark [6]. Currently,
there’s a lack of a security-focused representative benchmark
that comprehensively and accurately reflects the performance
of all models. As an ideal outcome, we could expect a robust,
industry-wide benchmark dataset, similar to the impactful
precedent set by ImageNet [12], which would enable the
comparison of competing approaches across global academic
research streams. Moreover, industries can host more technical
conference (e.g., GitHub Universe [15]) from the perspec-
tive of developers to bring together both professionals and
researchers for better learning experiences from each other.

It would be better for security research conferences to
encourage the participation of industry developers by calling
for practical experience papers, setting up industry tracks,
and hosting workshops and tutorial sessions. By gathering
invaluable inputs from industry, researchers will be able to
improve their work for practical use.

V. DISCUSSION

There has been a line of survey papers [17], [23] on DL-
based vulnerability management. The primary goal of this
paper is not to provide a comprehensive review on existing
works. Since this work aims to highlight new challenges in AI-
based methods, we only talk about the representative existing
works instead of thoroughly listing the literature. Moreover,
we summarize five gaps between the research and practice and
propose a set of future direction, which are rarely covered by
previous works.

This paper is primarily based on the perspective of in-
dustrial practitioners, articulating their concerns and expec-
tations for future research works on AI-based vulnerability
management. The main authors of this paper are security
engineers/researchers from established tech companies, their
analysis results may embody biases, as different industrial
companies might emphasize specific security aspects based
on their business scope and objectives. However, we believe
our findings and proposed directions address prevalent prob-
lems shared within the industry, applying to most modern
security vulnerability management practices [26]. We hope
this experience paper can offer fresh industrial viewpoints and
aid academic research in grasping practical industry demands
more effectively.

The five hypotheses presented in this paper are encapsulated
from the immediate experiences of industrial practitioners,
based on direct half-hour one-on-one interviews with ten
practitioners, and supplemented by team meetings and dis-
cussion materials kindly shared by these practitioners. The
practitioners are supported by four teams, each comprising
around ten security experts, specializing in the domains listed
in Figure 1, such as vulnerability detection and auto-fix.
Also, we focus on several typical vulnerability management
approaches as listed in Figure 1. We leave the discussion
on additional components and tools of security vulnerability
management (e.g., feedback loop, vulnerability prioritization,
fuzzing techniques, etc.) as our future work.

There may be potential downsides of our proposed future
directions. For example, bad actors may leverage AI to attack
vulnerabilities newly disclosed in industry datasets. But we
believe that, with the powerful AI-based vulnerability mitiga-
tion tools developed from large-scale industry data, defenders
can take one step ahead to eliminate their vulnerable code,
therefore cutting off the possibility of being attacked. Also,
research works that offer wider scope, greater customization
flexibility, and financial analysis within industry scenarios may
require extra workload and not receive adequate recognition
during the paper review process. We anticipate mechanisms
such as artifact review and badging will encourage academic
researchers to focus more on these practical aspects.

VI. CONCLUSION

In this paper, we summarize our direct experiences in
integrating AI-based vulnerability management research work
to real-world industrial environments. We empirically identify
five distinct gaps between the industry and academia, which
include three limitations of the current research that limit the
usability of AI-based techniques and two challenges that the
industry faces in contributing more effectively to academic
inquiries. To mitigate these gaps, we propose five future
directions for both academia and industry to collaboratively
forge more effective and practical AI-based vulnerability man-
agement tools as well as better leverage informative industry
datasets and expertise.
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et al. Code llama: Open foundation models for code. arXiv preprint
arXiv:2308.12950, 2023.

[32] Benjamin Steenhoek, Md Mahbubur Rahman, Richard Jiles, and Wei
Le. An empirical study of deep learning models for vulnerability de-
tection. In 2023 IEEE/ACM 45th International Conference on Software
Engineering (ICSE), pages 2237–2248. IEEE, 2023.

[33] Patanamon Thongtanunam, Chanathip Pornprasit, and Chakkrit Tan-
tithamthavorn. Autotransform: Automated code transformation to sup-
port modern code review process. In Proceedings of the 44th Interna-
tional Conference on Software Engineering, pages 237–248, 2022.

[34] Rosalia Tufano, Simone Masiero, Antonio Mastropaolo, Luca Pascarella,
Denys Poshyvanyk, and Gabriele Bavota. Using pre-trained models to
boost code review automation. In Proceedings of the 44th International
Conference on Software Engineering, pages 2291–2302, 2022.

[35] Shu Wang, Xinda Wang, Kun Sun, Sushil Jajodia, Haining Wang, and
Qi Li. GraphSPD: Graph-based security patch detection with enriched
code semantics. In 2023 IEEE Symposium on Security and Privacy (SP),
pages 2409–2426. IEEE, 2023.

[36] Xinda Wang, Kun Sun, Archer Batcheller, and Sushil Jajodia. Detecting”
0-day” vulnerability: An empirical study of secret security patch in
oss. In 2019 49th Annual IEEE/IFIP International Conference on
Dependable Systems and Networks (DSN), pages 485–492. IEEE, 2019.

[37] Xinda Wang, Shu Wang, Pengbin Feng, Kun Sun, and Sushil Jajodia.
Patchdb: A large-scale security patch dataset. In 2021 51st Annual
IEEE/IFIP International Conference on Dependable Systems and Net-
works (DSN), pages 149–160. IEEE, 2021.

[38] Xinda Wang, Shu Wang, Pengbin Feng, Kun Sun, Sushil Jajodia, Sanae
Benchaaboun, and Frank Geck. Patchrnn: A deep learning-based system
for security patch identification. In MILCOM 2021-2021 IEEE Military
Communications Conference (MILCOM), pages 595–600. IEEE, 2021.

[39] Chunqiu Steven Xia, Yuxiang Wei, and Lingming Zhang. Automated
program repair in the era of large pre-trained language models. In Pro-
ceedings of the 45th International Conference on Software Engineering
(ICSE 2023). Association for Computing Machinery, 2023.

[40] Bin Yuan, Yifan Lu, Yilin Fang, Yueming Wu, Deqing Zou, Zhen
Li, Zhi Li, and Hai Jin. Enhancing deep learning-based vulnerability

7

https://githubuniverse.com
https://www.deepmind.com/blog/competitive-programming-with-alphacode
https://www.deepmind.com/blog/competitive-programming-with-alphacode
https://developer.ibm.com/exchanges/data/all/project-codenet/
https://developer.ibm.com/exchanges/data/all/project-codenet/
https://www.microsoft.com/en-us/security/business/security-101/what-is-vulnerability-management
https://www.microsoft.com/en-us/security/business/security-101/what-is-vulnerability-management
https://cwe.mitre.org/top25/
https://cwe.mitre.org/top25/


detection by building behavior graph model. In 2023 IEEE/ACM 45th
International Conference on Software Engineering (ICSE), pages 2262–
2274. IEEE, 2023.

[41] Yaqin Zhou, Shangqing Liu, Jingkai Siow, Xiaoning Du, and Yang Liu.
Devign: Effective vulnerability identification by learning comprehensive
program semantics via graph neural networks. Advances in neural
information processing systems, 32, 2019.

8


	Introduction
	Industry Security Vulnerability Management
	Traditional Workflow
	AI Opportunities

	Barriers to Industry Adoption of Academic Research
	Inconsistent Scope and Priority
	Limited Customization Flexibility
	Unclear Financial Implications

	Barriers to Academia Adaptation of Industry Settings
	Shortage of Large-Scale and Diverse Datasets
	Lack of First-Hand Industry Expertise

	Discussion
	Conclusion
	References

