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In a paper on “the Brownian motion analog of the well-known Milne problem in radiative transfer
theory” [J Stat Phys 25 (1981) 569–82], Burschka and Titulaer reported: “The value we find for this
‘Milne extrapolation length’ is, in the appropriate dimensionless units, approximately twice the
value found in the radiative transfer problem.” A study by Ziff [J Stat Phys 65 (1991) 1217–33],
concerned with the absorption of particles executing a Rayleigh flight (randomly directed displace-
ments of equal length 𝑙) by a black sphere of radius 𝑅, led to a value for the extrapolation length
𝛾 about half as small as the benchmark result (for 𝑅 ≫ 𝑙). The first discrepancy is shown to result
from the disparity of the two length scales; the second, from the zero variance of the jump lengths.
Ziff’s finding that 𝛾 is independent of 𝑅 for 0 < 𝑙 ≤ 2𝑅, cannot be reconciled with studies based on
the Lorentz-Boltzmann equation and the Klein-Kramers equation.
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1 Introduction

The purpose of this article is to ask which if
either of the discrepancies mentioned in the
abstract is genuine, and to probe into their
implications for the long-established (but ill-
advised) practice of equating the rate constant
of diffusion-mediated bimolecular reactions in
liquids to the flux found by solving the diffu-
sion equation (DE) subject to the Smoluchowski
boundary condition (SBC), and multiplying the
calculated flux–if found to be smaller than the
experimentally determined rate constant–by a
factor smaller than unity [1–3].

The background can be best laid out by quot-
ing the introductory lines from a 1981 article [4]
of Burschka and Titulaer (B&T):

The flow of a reactant in a diffusion-controlled
reaction can often be described in terms of
Brownian motion of a particle in the presence

of absorbing or partially absorbing boundaries.
The simplest description is obtained through
a diffusion or Smoluchowski equation for the
probability density of the particle position with
either absorbing or “radiative” boundary con-
ditions. In the former case the density is put
equal to zero at the boundary, while in the lat-
ter the outward normal flux is proportional to
the density with a phenomenological propor-
tionality constant. This traditional theory has
often been criticized; in particular there seems
to be no clear way of relating the proportionality
constant in the radiative boundary conditions to
a microscopic picture of the reaction kinetics.

The reasons for the inadequacy of the
Smoluchowski equation can be exhibited by in-
specting its derivation from a more detailed
description of Brownian motion due to Klein
and Kramers, in terms of the probability den-
sity for the velocity and position of the Brow-
nian particle. The Smoluchowski equation can
be recovered from this description via a proce-
dure of the Chapman-Enskog type. This deriva-
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tion breaks down, however, near a wall or at
places where the potential varies rapidly; there
a so-called kinetic boundary layer occurs. This
breakdown is caused by the large deviations
from the Maxwellian velocity distribution that
must occur, e.g., near an absorbing boundary,
whereas for validity of the Smoluchowski equa-
tion approximate local equilibrium is required.
[Bibliographic indicators have been suppressed
here.]

The two paragraphs quoted above pro-
vide an accurate account of the (then) preva-
lent paradigm. B&T could not have foreseen
that new evidence, sufficient to overturn the
paradigm, was in the offing. The evidence [5–
8], which became available soon after the publi-
cation of ref [4], failed to deflate the paradigm,
and caused at most a few minute punctures,
which appeared to have been repaired by the
dust which accumulates on printed matter and
memory cells, if not blown away every now and
again by enquiring spirits. Some comments on
the passage are therefore in order, and should
be construed not as shooting the messenger but
as an attempt to shoot down a paradigm that
has proved to be particularly recalcitrant.

Although an additional and shorter excerpt
from ref [4] is needed, a statement of the Milne
problem (tailored for this note), a few nomen-
clatory notes, and a recapitulation of the results
most pertinent for the present discussion must
precede the last excerpt.

2 Preliminary material

2.1 Statement of the Milne problem and termi-
nology

A homogeneous, semi-infinite, non-absorbing
medium occupies the half-space 𝑥 > 0, and
sustains a constant current of test particles in
the negative 𝑥 direction. The medium (or the
host) itself contains no sources or sinks, and the
plane boundary at 𝑥 = 0 acts as a black wall
that absorbs all particles incident on it. The

test particles obey either the one-speed Lorentz-
Boltzmann equation (LBE) of neutron transport
or radiative transfer, in which case one is faced
with the Milne problem, or the Klein-Kramers
equation (KKE), which leads one to the Brow-
nian analog of the Milne problem. The problem
is to determine 𝑛(𝑥), the density of the particles
inside the medium (𝑥 > 0).

As two versions of the KKE have been
brought to bear on the Milne problem, the label
Klein-Kramers equation needs some elaboration.
When Fermi analyzed Milne’s problem, in the
context of neutron diffusion [9, pp. 980–1016],
he decided to simplify the analysis “by consid-
ering the fictitious case in which the neutrons
move in one dimension along a line, instead
of being free in space.” The choice, he ex-
plained, “has the the advantage that we can eas-
ily obtain approximate expressions valid for the
actual three-dimensional case.” The equation
used by B&T applies to true one-dimensional
Brownian motion. The Trondheim group (my-
self and two colleagues) have investigated this
version [10] as well as the complete analog of
the Milne problem, in which particles move in
three-dimensional space, but plane symmetry
prevails and the cocentration depends on only
one cartesian coordinate [11]. Menon, Kumar
and Sahni [12] pointed out that, as regards par-
ticle density, the two versions stand on an equal
footing, but their difference does manifest itself
when other physical moments are computed.

A “gas-phase Brownian analog” of the
Milne’s problem, examined by Lindenfeld and
Shizgal (L&S) [13], should also be mentioned
at this point. They analyzed, within the frame-
work of the Boltzmann equation, a variant of
the Milne problem for a gaseous mixture con-
sisting of rigid elastic spheres, in which the
number density 𝑛1 of the host particles (at a
given temperature𝑇1) far exceeds 𝑛, the number
density of the test particles. A crucial parame-
ter in this context is the mass ratio 𝛾

𝑚
= 𝑚1/𝑚,

where 𝑚1 is the mass of the host particles, and
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𝑚 that of the test particles. In the terminol-
ogy of Andersen and Shuler [14], the system
becomes a “Lorentz gas” when 𝛾𝑚 ≫ 1, and
a "Rayleigh gas” when 𝛾

𝑚
≪ 1. In the limit

𝛾
𝑚

→ ∞, the problem considered by L&S co-
incides with that formulated by the eponym,
Milne, and their results agree well with the ex-
act calculations; commenting on the opposite
extreme 𝛾

𝑚
→ 0, L&S remarked: “It might be

of interest to compare this result with a calcu-
lation employing the Fokker-Planck [KK] oper-
ator which coincides with the Boltzmann colli-
sion operator in this limit.” The results of an
approximate analytical treatment of the plane-
symmetric form of the KKE, carried out by the
Trondheim group [11], accorded well with the
calculations of L&S.

Let us recall the nomenclature common in
neutron transport literature [15, p. 73]. The
symbol 𝑥0 will denote the extrapolated endpoint,
the point beyond the boundary (𝑥 = 0) at which
the extrapolated part of the asymptotic density
𝑛as(𝑥) vanishes:

𝑛as(−𝑥0) = 0. (1)

The linear extrapolation length 𝑙ex is defined
through the relation:

𝑙ex =
𝑛as(0)

(d𝑛as/d𝑥)𝑥=0
. (2)

The models described by the KKE and the
LBE lie at opposite poles. The latter has been
called “inverse Brownian motion” [14, 16], and
Hoare [17] refined the terminology by refer-
rring to the former regular Brownian motion.
A diffusing particle will be called a “B-particle”
or an “L-particle” according as it obeys the KKE
or LBE. Neither of these models is regarded as
too remote to resemble a real physical system;
the KKE is widely believed to provide a service-
able description of the thermal wanderings of
a large particle (such as a colloid suspended in
a liquid), and the LBE has found numerous ap-

plications in the transport of photons through a
turbid medium or of a neutron through a mod-
erator.

Ziff investigated the flux of particles to a sin-
gle trap for two systems, only the first of which
will be discussed here, namely that in which
the diffusing particles execute jumps (named
the “Rayleigh flight” by Ziff), all of the same
length 𝑙, in three dimensional space, and are
absorbed by a spherical trap of radius 𝑅; a par-
ticle undergoing this type of random walk will
be called an R-particle. Smoluchowski carried
out a detailed analysis of R-particles and wrote
a paper of considerable pedagogical value[18],
but he did not think of using the model when
he turned his attention, some ten years later, to
the trapping of diffusing particles by absorbing
surfaces. Since the test particle of a “Rayleigh
gas" is a B-particle, I will refer to the model
used by Ziff as a Pearson-Rayleigh random walk
(P&R-RW, for short), and a particle undergoing
such a walk as a P&R-particle or a “Pearson-
Rayleigh random walker”. The LBE and the
P&R-RW (but not the KKE) has each an intrin-
isic unit of length, denoted here as ℓ and 𝑙, re-
spectively. As their unit of length, B&T [whose
symbol 𝛾 is replaced here by 𝜁] chose the quo-
tient Λ ≡ (𝑘𝑇/𝑚)1/2/𝜁, where 𝜁 is the friction
coefficient. “This ‘velocity persistence length’,
they remarked, “plays a role similar to that of
the mean free path in kinetic theory.” Though
common, the choice is not unique; for solving
the three-dimensional version of the KKE, the
Trondheim group found it more convenient to
use a different unit, 𝛿 ≡ (2𝑘𝑇/𝑚)1/2/𝜁. The
diffusion coefficient of a B-particle, we note, is
uniquely defined as 𝐷 = 𝑘𝑇/𝑚𝜁, and that of an
L-particle as 1

3𝑣ℓ , where 𝑣 = (8𝑘𝑇/𝜋𝑚)1/2 is the
average thermal speed.

2.2 Results for the particle density

Since the expression for 𝑛(𝑥)will depend on the
equation used for finding it, we will distinguish
between the results pertaining to the DE, KKE,
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and LBE by adding a superscript and write, for
example, 𝑛(DX)(𝑥), (for first-order results) and
𝑛(X)(𝑥) (for exact results), with X = K or L.

The particle density 𝑛(X) in the Milne prob-
lem can be expressed as:

𝑛(X)(𝑥) = 𝐴(X)
[
𝑥 + 𝑥

(X)
0 + Υ(X)(𝑥)

]
= 𝑛

(X)
as (𝑥) + 𝑛

(X)
tr (𝑥),

(3)

where

𝑛
(X)
as (𝑥) = 𝐴(X)[𝑥 + 𝑥

(X)
0 ],

and 𝑛
(X)
tr (𝑥) = 𝐴(X)Υ(X)(𝑥);

(4)

the transient terms, 𝑛
(L)
tr (𝑥) = 𝒪(𝑒−𝑥/ℓ ) and

𝑛
(B)
tr (𝑥) = 𝒪(𝑒−𝑥/Λ), are always negative. The

values (exact and first-order) of 𝐴(X) and 𝐴(DX),
and 𝑥

(X)
0 and 𝑥

(DX)
0 are listed below:

LBE (𝐷 = 1
3𝑣ℓ )

1st order:𝐴(DL) = | 𝑗 |/𝐷, 𝑥
(DL)
0 = 2𝐷/𝑣

= 2
3ℓ (5a)

Exact:𝐴(L) = | 𝑗 |/𝐷, 𝑥
(L)
0 = 0.7104 ℓ

(5b)

KKE (𝐷 = 𝑘𝑇/𝑚𝜁)
1st order:𝐴(DB) = | 𝑗 |/𝐷, 𝑥

(DB)
0 = 2𝐷/𝑣

= 1.25Λ (5c)

Exact:𝐴(B) = | 𝑗 |/𝐷, 𝑥
(B)
0 = 1.46Λ (5d)

3 Comments elicited by the solution to
Milne’s problem for B-particles

When the Brownian analog of Milne’s prob-
lem was first solved (numerically) by B&T, they
compared their value of 𝑥

(B)
0 with the known

result for 𝑥(L)0 , and remarked:
Far from the wall the density increases linearly
with distance, as one expects from the diffusion
equation. When this asymptotic solution is ex-
trapolated across the boundary region it reaches

zero not at the wall (as the solution of the diffu-
sion equation with absorbing boundary would)
but at some distance beyond it. The value we
find for this “Milne extrapolation length” is, in
the appropriate dimensionless units, approxi-
mately twice the value found in the radiative
transfer problem. The density in the actual so-
lution is everywhere lower than that of the ex-
trapolated asymptotic solution, but of course it
stays finite at the wall.

A reader of this passage will be left with
the impression that 𝑛(B)

as (𝑥) disagrees, not only
with the density calculated by using the DE
(together with a BC that sets the particle con-
centration at the wall equal to zero), but also
with 𝑛

(L)
as (𝑥). The poor performance of this DE-

solution is easily understood, and was immedi-
ately recognized by Burger [but no one else, un-
til much later] in a paper of great of power and
packed with physical insight [19]: the bound-
ary conditon 𝑛(0) = 0 (used by Smoluchowski)
cannot be strictly valid, since | 𝑗 | = 𝑛𝑣 is finite
and 𝑣 can never become infinite. But the dis-
crepancy between 𝑥

(L)
0 and 𝑥

(B)
0 is, if genuine,

rather perplexing; whether it is real or not can
be ascertained only after one has found some
means of relating the two units of length, ℓ and
Λ, there being no grounds for equating the two.

3.1 Length scales for Brownian moton and its in-
verse

As we are portraying the same physical sys-
tem by two different models, it stands to reason
that the two length scales, Λ and ℓ , must be
calibrated against an expression (with the di-
mension of length) involving parameters that
are common to both models; for the system at
hand, these parameters are 𝐷 and 𝑣. On setting
𝐴(X) = 1 = 𝐴(DX), we get 1

3ℓ 𝑣 = 𝐷 = (𝑘𝑇/𝑚𝜁),
from which ensues the desired relation between
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Λ and ℓ :

ℓ =
3𝐷
𝑣

=
3
𝑣

𝑘𝑇

𝑚𝜁

=
3
𝑣

√
𝑘𝑇

𝑚
Λ =

√
9𝜋
8 Λ ≈ 1.88Λ. (6)

Converting the value of 𝑥(L)0 given in Eq. 5b, we
find that 𝑥(L)0 = 1.335/Λ, quite close to 𝑥

(B)
0 /Λ.

Figure 1: Profiles of the particle density in the Milne problem
(solid line) and its Brownian analog (dashed line); the distance
from the wall is measured in units of the mean free path ℓ . The
dotted straight line is the result obtained by using the DE and
the boundary condition 𝑛(−𝑥0) = 0, where 𝑥0 = 2ℓ/3.

3.2 Profiles of particle density

As a further check on the reliability of the con-
version factor, we will look at the two density
profiles plotted on the same scale. Figure 1
shows plots of near-exact approximations to
𝑛(B) and 𝑛(L), and compares these with the DE
result 𝑛(D) (= 𝑛(DL) = 𝑛(DB)); the sources of the
data used for making the plots for 𝑛(B) and 𝑛(L)

are described in Appendix A.
Close to the absorbing boundary, the two

densities (𝑛(B) and 𝑛(L)) differ appreciably, al-
though not as much as one might anticipate be-

fore making such a comparison. At the coarse,
coordinate-space level of the DE, the two trans-
port equations, KKE and LBE, provide identical
results. To distinguish between these diamet-
rically opposed systems, one must go well be-
yond the two-term approximations to the distri-
bution function used for reducing each of these
equations to the DE.

4 Flux to a spherical trap

For absorption of R-particles by a spherical trap
of radius 𝑅, Ziff found the “Milne extrapola-
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tion length” to be ≈ 0.29795219𝑙 for 0 < 𝑙 ≤ 2𝑅.
Since this result contradicts (at least at first
sight) a great deal of work on closely related
problems, including some carried out by the
present author, and no resolution was offered
in Ziff’s paper [20], or in two of its sparkling
sequels [21, 22], a probe into the discrepancy is
warranted.

I will confine attention, for the most part, to
the case 𝑙/𝑅 ≪ 1, which means that we can be-
gin by looking at a system with plane symme-
try, which reduces algebraic clutter to a great
extent; still more simplification will result if I
consider only the steady state. It will be in-
structive to study the diffusion of R-particles
and L-particles moving with the same constant
speed 𝑢0. When it becomes necessary to dis-
tinguish between other quanities, superscripts
will be added.

Let us write down the expressions for the
partial currents 𝑗±(𝑥), which denote the number
of particles crossing unit area of an imaginary
surface (placed at abcissa 𝑥) in the±𝑥-direction.

L-particles:

𝑗−(𝑥) =
𝑢0
2ℓ

∫ 1

0
d𝜇𝜇

∫ ∞

0
d𝑠 exp(−𝑠/ℓ )𝑛(𝑥 + 𝑠𝜇),

(7a)

𝑗+(𝑥) = −𝑢0
2ℓ

∫ 0

−1
d𝜇𝜇

∫ ∞

0
d𝑠 exp(−𝑠/ℓ )𝑛(𝑥 + 𝑠𝜇).

(7b)

R-particles:

𝑗−(𝑥) =
𝑢0
2𝑙

∫ 1

0
d𝜇𝜇

∫ 𝑙

0
d𝑠 𝑛(𝑥 + 𝑠𝜇), (8a)

𝑗+(𝑥) = −𝑢0
2𝑙

∫ 0

−1
d𝜇𝜇

∫ 𝑙

0
d𝑠 𝑛(𝑥 + 𝑠𝜇). (8b)

Since our aim here is to obtain Fick’s law
(and thereby the DE), we now make the as-
sumption that the spatial variation of 𝑛(D), the
DE-approximation to the particle concentra-
tion, can be adequately described by a two-term

Taylor expansion:

𝑛(D)(𝑥 + 𝑠𝜇) = 𝑛(D)(𝑥) + 𝑠𝜇
d𝑛(D)

d𝑥 . (9)

For the Milne problem, d2𝑛(D)/d𝑥2 vanishes
identically; for a time-dependent problem, in-
clusion of the next term, 1

2𝜕
2𝑛(D)(𝑥, 𝑡)/𝜕𝑥2,

on the right-hand side of the time-dependent
counterpart of Eq. (9) would still lead to Fick’s
law, but not to a boundary condition in which
the particle concentration at a point on the ab-
sorbing surface is proportional to the gradient
of the concentration at the point.

Inserting the two-term expansion on the
right-hand side of Eq. (9) into Eqs. (7a) and (7b),
we get

𝑗±(𝑥) =
𝑢0
4

[
𝑛(𝑥) ∓ 2ℓ

3
d𝑛
d𝑥

]
. (10)

Whence follows Fick’s law for L-particles:

𝑗 ≡ 𝑗+(𝑥) − 𝑗−(𝑥) = −𝐷(L)d𝑛
d𝑥 ,

with 𝐷(L) =
𝑢0ℓ

3 .

(11)

We get a different result for R-particles,

𝑗±(𝑥) =
𝑢0
4

[
𝑛(𝑥) ∓ 𝑙

3
d𝑛
d𝑥

]
, (12)

but this too leads to Fick’s law, albeit with a
different expression for the diffusion coefficient
𝐷(R):

𝐷(R) =
𝑢0𝑙

6 . (13)

Equation (13) does not contradict Ziff, who
found 𝐷(R) = 𝑙2/6𝜏, because we also have the
relation 𝑢0 = 𝑙/𝜏 = 𝑙𝜈, where 𝜏 is the time
taken for traversing a path of length 𝑙. For
an L-particle, where the jump lengths show
an exponential distribution, we have the re-
lation 𝜎2 ≡ 𝑠2 = 2(𝑠)2 = 2ℓ2, which can be
combined with the relation 𝑢0 = 𝜈ℓ to get
𝐷(L) = 𝑢0ℓ/3 = 𝜈𝜎2/6 = 𝜎2/6𝜏.
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We are thus led to the seemingly insipid but
sublimely conciliatory conclusion that the ex-
pressions

𝑗±(𝑥) =
𝑢0
4

[
𝑛(𝑥) ∓ 2𝐷(X)

𝑢0

d𝑛
d𝑥

]
(14)

are valid both for L-particles and for R-particles.
The conclusion is obvious because it merely
echoes the following truism: no pair of expres-
sions (involving only two terms) for 𝑗±(𝑥) will
lead to Fick’s law if it cannot be put in the form

𝑗±(𝑥) =
1
4𝑣𝑛 ∓ 1

2𝐷(d𝑛/d𝑥). (15)

4.1 The boundary condition at the wall

We will define a black wall (located at 𝑥 = 0)
by the relation 𝑗+(0) = 0. Equations (10) and
(12) immediately yield the following boundary
conditions:

𝑛(0) = 2ℓ
3

d𝑛
d𝑥

����
𝑥=0

for L-particles, (16a)

𝑛(0) = 𝑙

3
d𝑛
d𝑥

����
𝑥=0

for R-particles. (16b)

It follows from Eq. (14) that the boundary con-
ditions above can be incorporated into the sin-
gle relation

𝑛(0) = 2𝐷
𝑣

d𝑛
d𝑥

����
𝑥=0

, (17)

in which the superscript on 𝐷 has now been
dropped, and 𝑢0 has been replaced by 𝑣, in or-
der to allow for the possibility that all the test
particles are not moving with the same speed.

If the wall absorbs only a certain fraction
(say 𝛼) of the incident particles, one only has
to impose the condition 𝑗+(0) = 𝛼 𝑗−(0), which
yields what may be called the mother of all
boundary conditions (MBC):

𝑛(0) =
(
2 − 𝛼
𝛼

)
Δ

d𝑛
d𝑥

����
𝑥=0

, with Δ ≡ 2𝐷
𝑣

. (18)

4.2 The boundary condition for a spherical sink

Citing four articles by Collins and co-workers,
Ziff makes two remarks, stating, first, that the
“constant 𝛾 [the linear extrapolation length]
must be determined by empirical arguments”,
and next, that “to lowest order they [meaning
various prescriptions by Collins et al] generally
give the same result 𝛾 = (𝑙/3)[1 + 𝒪(𝜀)], . . . ”,
where 𝜀 ≡ 𝑙/𝑅. I am unable to see an unequiv-
ocal statment to this effect in any of the four
papers cited by Ziff (his refs. 15–18). In their
Eqs. (3) and (4), reproduced here in my nota-
tion, Frisch and Collins [23] provide the clearest
statement of their BC:

𝛼𝑐(𝑅, 𝑡) = 𝜌

(
𝜕𝑐

𝜕𝑟

)
𝑟=𝑅

(F&C-3)

𝜌 =

∫ ∞

0
𝑠2𝜑(𝑠)d𝑠∫ ∞

0
𝑠 𝜑(𝑠)d𝑠

=
𝑠2

𝑠
, (F&C-4)

Since the 𝛼-dependence is wrong (see be-
low) and we are interested in a black sphere,
we will set 𝛼 = 1 in Eq. (F&C-3). By exam-
ining ref. 15 of Ziff, a 1949 article [24], one
can convince oneself that Eq. (F&C-4) should
be changed to

𝜌 =
1
3
𝑠2

𝑠
, (19)

but a general statement about 𝜌 (which is to be
identified with the linear extrapolation length
for a black sphere) is still beyond reach because

the “jumps” above discussed can be taken es-
sentially as the path of the molecule between
successive collisions. The persistence of veloc-
ity upon collision, however, causes the jump
density function 𝜑(𝑠) to be no longer spherically
uniform but to depend upon the direction of the
jump immediately preceding the jump under
consideration in the manner of a Markov pro-
cess. However, . . . this effect can be accounted
for by multiplying ⟨𝑠2⟩ by a correction factor
slightly greater than unity. For convenience in
this discussion, it will be assumed that this cor-
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rection factor has been already incorporated in
⟨𝑠2⟩ and in the other moments of 𝜑(𝑠).

For the two cases of interest to us, namely
L-particles and R-particles, we get 𝜌 = 2ℓ/3
and 𝜌 = 𝑙/3, in agreement with the calculations
based on the plane symmetric system.

It is worth adding here that the jump model
presented in the above cited 1949 article [24]
can be shown to imply the following boundary
condition for a grey sphere:

2𝐷
𝑢0

(
𝜕𝑛

𝜕𝑟

)
𝑟=𝑅

=

( 𝛼
2 − 𝛼

)
𝑛(𝑅, 𝑡) , (20)

but the inference did not appear in print until
1982 [7].

4.3 The case of a small sphere: the Achilles heel
of the “Pearson-Rayleigh random walker”

So far, we have not come across any conclu-
sion (emerging from Ziff’s model) that cannot
be reconciled with its counterparts from inverse
and regular Brownian motion. However, Ziff’s
calculations revealed the extrapolation length
𝛾 to be independent of 𝑙/𝑅 for 0 < 𝑙/𝑅 ≤ 2,
in sharp contrast to the results found in neu-
tron transport studies, which have been sum-
marized by Sahni [25] and Williams [26], both of
whom have presented their own calculations as
well. When the Brownian analog of this prob-
lem was investigated, the coagulation rate con-
stant showed an umistakable dependence on
the value of Λ/𝑅 [27–29]; an important conclu-
sion that emerged from these investigations is
worth stressing yet again: when moment meth-
ods are used for solving the KKE, attempts to
obtain better results by increasing the number
of moments will prove to be futile, because, be-
yond a certain order, convergence is lost.

5 Molecular motion in liquids

One of the most important and keenly contro-
verted issues dicussed by Hildebrand in his

thoughtful and purposely provocative note is
the question whether concepts borrowed from
the kinetic theory of gases or classical hydrody-
namics can be legitimately applied to describe
solute diffusion in liquid [30]. The bulk of his
criticism is to be found in the last two para-
graphs, excerpts from which appear below:

Attempts to calculate absolute values of diffu-
sivity have been made by starting from Stokes’
law for a particle settling under the pull of
gravity, and extrapolating over the long path
to a molecule participating with its neighbors
in aimless thermal motions that are never as
long as the molecular diameter. Individual
molecules are not impelled by a vector force that
can serve to measure a “coefficient of friction.”
Any such coefficient is fictitious.

If molecules were hard spheres, instead of
electron clouds with imbedded nuclei, and were
sufficiently far apart to justify speaking of bi-
nary collisions with linear free paths between
them, the probable distance they could be ex-
pected to wander from their initial positions
could be computed by the formula for a “ran-
dom walk.” But polyatomic molecules that
move less than 10 percent of their diameter re-
quire a more sophisticated mathematical for-
mulation. They are in a continual state of soft,
slow collision, with constant exchange between
translational and internal energy. The random
walk in this case is a slow, tipsy reel, without
sudden changes of direction. The mathemati-
cal problem involved . . .

If one is content with the macroscopic de-
scription provided by the DE, concepts such
as the mean free path and friction coefficient
do indeed recede into the background, but not
until we have derived a satisfactory boundary
condition. If one wants to ascertain the valid-
ity of the macroscopic equations, for example
the boundary condition for a particular prob-
lem, one is obliged to take a microscopic look.
Whether one uses the LBE (which speaks of
trajectories between separable collisions) or the
KKE (which envisages a medium with a given
friction coefficient) for delimiting the domain of
validity of the macroscopic description is quite
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immaterial, so long as one can convince one-
self that one’s conclusion does not rest on some
idiosyncracy of the model; the means would
justify the end provided that the end can be
reached by some other means as well.

6 Concluding remarks

Smoluchowski’s work on colloidal kinetics has
had a profound, though not purely beneficial,
influence on the kinetics of colloidal coagu-
lation and bimolecular chemical reactions; it
raised, to be sure, the awareness that the dif-
fusion equation (DE), supplemented by appro-
priate initial and boundary conditions, can be
used for modelling a large variety of reacting
systems, but it also instilled (in the minds of
most of his readers) an unshakable conviction
in the self-evidentness of his boundary condi-
tion for a perfectly absorbing (or black) sur-
face. When introducing this fateful bound-
ary condition, he added a footnote, the text of
which reads [1]: “Since the ‘speed’ of Brown-
ian motion is infinitely large for infinitely small
distances, the adsorbing property of the wall
must cause a complete removal of the parti-
cles from an infinitely thin layer adjacent to
it.” It was this boundary condition which en-
abled Smoluchowski to derive the expression
Φ = 4𝜋𝑅𝐷𝑛0[1 + 𝑅/(𝜋𝐷𝑡)1/2] for the rate at
which the diffusing particles will coalesce to
the surface of a black sphere of radius 𝑅; the
quantity of prime interest for him was the long-
time, stationary value Φst = 4𝜋𝑅𝐷𝑛0. He
made the proposal—without owning it to be
a conjecture—that, when one is dealing with
an imperfectly absorbing sink, the remedy is to
multiply this expression by 𝛼 [1–3].

The claim—motivated by the search for a
better boundary condition—that the Lorentz
model is a useful tool for investigating bimolec-
ular reactions in solutions became credible only
after the publication of Burschka and Titulaer’s
numerical solution of the one-dimensional KKE

[4]. Immediately prior to that, one critic ex-
pressed the “community opinion” by stating
in a referee report (on an article co-authored
by me) that the LBE “is absolutely useless in
dealing with transport in liquids”, and insisted
that this task is best handled by solving the
KKE. Only then did the need arise for com-
paring the length scales of inverse and regular
Brownian motion. The Trondheim group has
shown that inverse Brownian motion, regular
Brownian motion and the BGK-model are indis-
tinguishable at the DE-level, provided that one
uses the appropriate BC [31], namely that stated
in Eq. (20). A Procrustean random walk model
that allows no distribution of path lengths
seems (to me) unphysical, much like the lattice
model that informed Smoluchowksi’s thinking
(about the boundary condition at an absorbing
surface), and has misinformed generations of
students as well as aficionados of chemical ki-
netics.

Infinitely heavy B-particles, infinitely light
L-particles, infinitely inflexible (about the con-
stancy of their pathlenghts) R-particles are all
fictions, but some fictions are more fruitful
than others, and some are outright useless.
Whether the fiction of R-particles will bear fruit
(in the setting of diffusion-mediated reactions)
or serve as a mere distraction remains to be
seen.

A Milne’s problem: calculating the density
profiles

The purpose of this appendix is to enable a
reader of this article to generate the data used
for plotting the density profiles shown in Fig. 1.

The density data for L-particles were gen-
erated with the aid of a variational calculation
[32], in which ℓ was used a the unit of length.
The corresponding data for B-particles were
computed by improving the results obtained
by the Trondheim group through a half-range
treatment [10], in which the 𝑁th order approxi-
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mation for the particle density 𝑛 was expressed
in the form

𝑛(𝑥) = 𝐴

[
(𝑥 + 𝑥0) −

𝑁−1∑
𝑖=1

𝑥𝑖 exp(−𝜆𝑖𝑥/Λ)
]
,

(21)
and values of 𝑥0 (1.459877Λ), 𝑥𝑖 and 𝜆𝑖 (for
𝑖 =1–8) resulting from a ninth-order approxi-
mation (𝑁 = 8) were reported, and the values
of 𝑛(𝑥) close to the wall were compared with
those found by Marshall and Watson (M&W)
on the basis of their exact analytical treatment

[33]. The improvements consists of three minor
changes: the value of 𝑥0 has been replaced by
𝑥0 = 1.460354Λ (the first seven figures of the ex-
act result), one more term has been added, and
the values of 𝑥𝑖 and 𝜆𝑖 for the last three terms
(𝑖 =7–9) have been optimised in a least-squares
fit to the numbers in column (A) of Table 1
of M&W. The complete set of {𝑥𝑖 ,𝜆𝑖} values
(of mostly-analytical-partly-empirical origin) is
displayed in Table 1, the upper part of which is
identical with Table II of ref. [10]. For plotting
the density of B-particles in Fig. 1, the length
scale was changed from Λ to ℓ .

Table 1: Data for calculating near-exact values of the density of B-particles

𝑖 = 1 2 3 4 5 6
𝜆𝑖 1.000000 1.414231 1.737899 2.108418 2.797857 4.359013
𝑥𝑖 0.097682 0.044722 0.030035 0.035151 0.048693 0.064251

𝑖 = 7 8 9
𝜆𝑖 9.703809 31.872384 237.5727
𝑥𝑖 0.086451 0.0480307 0.069142
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