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ABSTRACT
We propose NeuronaBox, a flexible, user-friendly, and high-fidelity
approach to emulate DNN training workloads. We argue that to
accurately observe performance, it is possible to execute the training
workload on a subset of real nodes and emulate the networked
execution environment along with the collective communication
operations. Initial results from a proof-of-concept implementation
show that NeuronaBox replicates the behavior of actual systems
with high accuracy, with an error margin of less than 1% between
the emulated measurements and the real system.

1 INTRODUCTION
Modern DNN training clusters are remarkable engineering feats
that more closely resemble high-performance specialized comput-
ing environments – and the large costs that these entail – than
their mainstream counterparts in commodity cloud computing dat-
acenters. Optimizing resource utilization and overall efficiency is
paramount to maximizing the performance of training workloads
and minimizing associated costs. Therefore, it is highly desirable to
explore the large space of potential design considerations, perfor-
mance optimizations and configuration tunings, and ideally to do
so without incurring time, energy, and monetary costs of profiling
training workloads at scale on actual hardware.

Conducting in-depth “what if” analyses is essential to making
informed decisions and beneficial for a variety of scenarios. For
instance, a ML engineer may want to explore for a given model the
impact of a particular parallelization strategy1 on the training time
and resource utilization. But it is not practical to profile the training
workload on thousands of HW accelerators (GPUs, TPUs, etc.) for
each possible strategy and different configurations. Similarly, a
researcher may want to quantify the benefits at scale of a new
optimization technique to improve LLM training efficiency. Also in
this case, it is hardly feasible to run systematic experiments on a
large cluster for each possible configuration.

Recent work has shown the potential of simulation and analytical
methods to gain insights about DNN training behavior [1, 2, 19–
21, 29]. However, these approaches suffer from at least one of three
limitations: 1) they require significant effort to transform the actual
workloads into an input model for the simulator, 2) they require
explicit models of parallelization strategies and incorporating new
ones entails non-trivial development of new simulation models,
and, 3) the fidelity of their results is limited by how faithful the

∗Work done primarily while author was interning at KAUST.
1Possible strategies include data parallelism [30], tensor parallelism [23], pipeline
parallelism [8], fully sharded data parallelism [32] among others.
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Figure 1: A training job running in a 4-node cluster (left) is emulated
by executing a single real node (𝑁0) wrapped by NeuronaBox, which
emulates the environment (right).

underlying analytical models of compute and communication are,
which are notoriously difficult to get right at scale [15].

This work pioneers and advocates the use of emulation to aid
in the analysis and experimentation of distributed DNN training
workloads. What we mean by emulation is illustrated in Fig. 1. In
a nutshell, we propose to isolate a node subset (denoted as N ) of
a distributed training job and emulate the networked execution
environment (denoted as E) from the perspective of the nodes in
N . We elect to view the network as a natural boundary between
the real and emulated environments since communication between
nodes in distributed training jobs typically occurs through a collec-
tive communication library (e.g., NCCL [17]) that both isolates the
training scripts from dealing with all the unnecessary details of the
underlying network and demarcates clear points for inter-process
synchronization. We refer to our approach as NeuronaBox.

Notably, in this approach, the nodes in N run unmodified train-
ing scripts, DNN frameworks and libraries. In particular, the commu-
nication is handled by the actual collective communication library
over the network fabric. Meanwhile, the emulation environment
E executes on dedicated hardware resources. The requirements
for the emulation environment are modest: it doesn’t require HW
accelerators, it can run on a single CPU-based node, and it requires
network bandwidth to match the available aggregate bandwidth of
nodes in N .

The key benefit of this approach is that it allows us to faith-
fully execute on real hardware a portion of the training workload,
which executes without overheads from instrumentation (since
there is none) nor profiling N in controlled conditions. Therefore,
we can observe the actual behavior of the training job, including
the HW utilization metrics and collective communication patterns
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that are critical in analyzing the performance of distributed training
workloads.

We wish to stress that our objective is to enable performance
analysis and optimization of distributed training workloads. Impli-
cations on model quality are out of scope.

Thus, in this work, we initiate the study of these core research
questions: 1) What aspects of the workload must E emulate? 2) How
can this approach maintain high fidelity while retaining wide appli-
cability?

With this short paper, we aim to provide an initial exploration of
the feasibility and potential of this approach, and to solicit feedback
from the community on the soundness of our approach and the
prospects for future research.

2 PROPOSED APPROACH
Our goal is to enable any subset N of nodes in a distributed DNN
training job to execute the workload as if it were running on the
entire set of nodes and resources. We propose to achieve this goal
by emulating the interactions between N and its networked envi-
ronment E, which in a sense can be viewed as a virtualization of
the remaining job’s nodes. We argue that, under certain assump-
tions (detailed below), by observing the performance of N , we can
analyze and extrapolate the behavior for an entire job with high
fidelity.

In our design, we adhere to two driving principles:
1) Ease of use. The user should be able to use NeuronaBox without
any modification to their existing code.
2) Flexibility and independence of parallelization strategies.
NeuronaBox should target a level of abstraction that is indepen-
dent of the specific parallelization strategy. NeuronaBox should be
flexible to seamlessly adapt to changes in parallelization strategies,
including new ones that may emerge in the future.
Workflow and architecture. Fig. 2 depicts an overview of our ap-
proach. The high-level workflow of NeuronaBox is as follows. First,
the user provides the training script, the job configuration (e.g.,
world size, nodes in N , HW resources, etc.), and optionally a set of
what-if conditions for experimentation (an example is given later).
Second, NeuronaBox initializes the emulation environment by syn-
thesizing the network topology and instantiating a communication
model that calculates delay times for collective operations within
the emulated environment. Third, the training script is launched
(e.g., via torchrun). Meanwhile, desired performance metrics like
iteration time and resource utilization are gathered in N . Traces of
collective communication (e.g., NCCL traces) can also be collected.
Assumptions. We assume that nodes have uniform hardware and
network configuration. In practice, it is common to execute dis-
tributed training jobs on homogeneous clusters [10, 13, 26, 28, 33].
We assume that the model fits entirely within N . This assumption
is not restrictive, as it is common to use model or tensor parallelism
within a node or a shard [9, 23] . We expect that these assumption
yield a sort of symmetry in the workload distribution across the
nodes, which allows us to treat the nodes in N as a representative
sample of the entire nodes.We discuss how to extend our arguments
to a non-uniform scenario in § 2.3.

Further, we assume that the collective communication layer is
the only point of interaction between N and E. This assumption is

Training 
Workload

Input

Output

Cluster
Config 

Iteration
Time

Resource
Utilization

NeuronaBox

Coll. Comm. Lib. (NCCL)

DNN Framework (PyTorch)

Network

DNN Framework (PyTorch)
Coll. Comm. Lib. (NCCL)

Network

Real Node

Delay Model
Modified

Vanilla

Add-on

What-if
Conditions System

Traces

Figure 2: Overall workflow and architecture of NeuronaBox.

reasonable, as the collective communication layer is the primary
interface between the computation and the network stack in dis-
tributed training jobs. Finally, note that we are free to modify the
DNN framework and collective communication libraries within the
emulator. That is how we are able to implement NeuronaBox!
Scalability. While collective communication is a natural layer
to target in our work, the astute reader may now wonder how
scalable this approach is. Scalability is traditionally a challenge in
network emulators [11, 27], as emulating a large number of nodes
could overload the emulator. Our key insight is that we are only
interested in the interaction betweenN and the outside world. And
so, the actual communication between the emulated nodes can be
skipped. Instead, only the delay resulting from these communica-
tion operations needs to be incorporated into the emulation. As a
result, the number of connections as well as the amount of data
transfer for NeuronaBox are the same as that ofN . This observation
allow NeuronaBox to potentially scale to a large number of nodes.
A complete exploration of the scalability of NeuronaBox is left for
future work.

In the remainder of this section, we detail the design and imple-
mentation of our proposed approach, NeuronaBox. Since we aim
to demonstrate feasibility through a proof-of-concept, we focus on
a single real node, denoted by 𝑁0. That is, N = {𝑁0}.

2.1 Initialization
Before we describe how NeuronaBox behaves during training, we
first need to initialize the emulator. This requires setting up the en-
vironment, including the network topology and the communication
model.
Topology detection. This step involves establishing the con-
nection between any pair of nodes, and finding the optimal data
paths between all node pairs. It is normally bootstrapped by the
collective communication library itself. During this process, each
node builds up its own local topology graph (how HW accelera-
tors are connected via NVLink, PCIe and NICs), then exchanges
its local graph and, together with other nodes, builds the global
graph. In NeuronaBox, the emulator fakes the local graph of emu-
lated nodes based on the job configuration input. Then, it emulates
multiple end points (the virtualized job nodes) so that nodes in N
can communicate with them (directly via RDMA).
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Figure 3: An example DAG for four-node ring all-reduce. The upper
left squares shows the net result of all-reduce, where color-coded
data fromdifferent nodes are reduced and then gathered at each node.
The upper right figure shows the dependency DAG for N (𝑁0). The
lower figure shows how we merge the dependency DAG of 𝑁1, 𝑁2, 𝑁3
into E. The cross-node dependencies from 𝑠𝑒𝑛𝑑 (𝑥 ) to 𝑟𝑒𝑐𝑣 (𝑥 ) are not
shown for clarity sake. We only show the initial 4 steps of all-reduce
for simplicity.

Delay calculation. Based on the global topology, NeuronaBox
calculates the communication and computation delays within the
emulated environment. In our design, we provide an interface so
that the calculation itself is done within a user-defined add-on plu-
gin. For example, the delay in a ring all-reduce call can be estimated
simply by using the classical all-reduce delay model [25], or by
using a packet-level simulator. In the future we seek to leverage
the network simulation components of DNN simulators [1, 2, 29].

2.2 Emulation in a Uniform Scenario
In general, a collective operation (e.g., ring all-reduce) can be split
into a number of messages with dependencies. The emulator must
send/receive messages in a way that takes into account both the
dependency and the internal protocol of the collective operations
library (in our case, NCCL). We first describe how we treat a single
collective operation and then generalize to multiple asynchronous
collective operations.
Single collective operation. Recall that we only need to consider
the interaction between N and E. This means that we can omit
the dependencies for communication within E. The workflow of a
collective operation can be represented as a directed acyclic graph
(DAG) where vertices are send or recv tasks and edges are the data
dependencies. Thus, we note that in NeuronaBox, this DAG can be
greatly simplified. Fig. 3 shows an example for ring all-reduce.2 It is
worth noting that the DAGs forN and NeuronaBox are isomorphic.
As a result, with every message received from N to E, we can

2The all-reduce operation performs reduction on data (i.e., sums) across nodes and
stores the result in a buffer at every node. We use different color for data in different
worker.

always determine the correct state in order to generate the next
message of the collective operation workflow.

To achieve this, E maintains a bitmap of the messages that have
been sent to or received from N , and it applies the following two
actions (E polls these using background threads) that advance the
state of the DAG ensuring synchronization correctness:
1) Try Send To N . A message can be sent if and only if all its prede-
cessors have been sent or received in the DAG. If the next unsent
message in the bitmap fulfils this condition, we update the bitmap
and send the message.
2) Try Receive FromN . Upon receiving a message fromN , E checks
whether it is the expected message for the current operation. If this
is the case, the bitmap of the record is updated; otherwise, an error
is reported.
Multiple async collective operations. The design of a single
collective operation can easily be extended to support multiple oper-
ations by assigning a unique ID to each operation and maintaining
its information in a logically centralized controller. We record the
mapping of operations to their message bitmaps. We ensure fairness
between the individual streams through round-robin polling. Note
that the method for single operation is asynchronous by nature,
as the functions are polled by background threads. Given that, the
synchronization is achieved by busy-waiting.

2.3 Extension to a Non-uniform Scenario
The workload of individual nodes in a training job may not always
be balanced. This is the case, for example, when model parallelism
fails to achieve a balanced workload distribution, or when there is
heterogeneity of hardware and topology. Consequently, emulating
the behavior of an arbitrary node subset (N ) may not adequately
represent the behavior of the entire workload. To overcome this
challenge, we propose to classify each node in the job based on the
part of the model it contains, e.g., like having different stages in
model parallelism. We then ensure that one node in each class is
in N . This approach allows us to infer the behavior of the work-
load by observing the collective behavior of each class of nodes.
This approach also solves the heterogeneity of hardware and topol-
ogy when we classify nodes with different hardware into different
classes.

However, we note that this approach requires more resources.
Suppose there are𝑚 classes; in the basic solution, we need to have
one representative real node for each of them. And with 𝑡 hardware
types, we then need 𝑡𝑚 nodes in N . We conjecture that it may be
possible to reduce the number of nodes inN , say to𝑘 , by decoupling
the emulation between different nodes. Assuming nodes in N are
in different classes, if all the communication is interposed by E,
then we can time-multiplex the class-based workload and assign
each node 𝑚

𝑘
amount of load. We leave the exploration of these

techniques for future work.

2.4 Proof-of-concept Implementation
Our proof-of-concept implementation entails the development of an
end-to-end system using the PyTorch DNN framework and NCCL
as the collective communication library, chosen because of their
popularity.
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Size AllreduceB AllreduceE AllgatherB AllgatherE
1KB 435.2us 418.8us 282.6us 276.2us
4KB 526.5us 511.0us 306.5us 300.2us
32KB 564.9us 552.3us 329.0us 322.6us
256KB 1326.0us 1314.0us 868.9us 859.6us
2MB 7661us 7655us 4928us 4929us
16MB 59.0ms 58.9ms 37.5ms 37.5ms
128MB 470ms 469ms 298ms 298ms

1GB 3760ms 3760ms 2408ms 2407ms
Table 1: Average run time per call. B for baseline and E for emulator
(NeuronaBox). NeuronaBox only incurs at most 4%/2% extra time for
all-reduce and all-gather, respectively.

Our implementation is able to run a two-node training using a
distributed data-parallel strategy. In particular, we modify NCCL’s
instance in E to emulate the collective operations as per § 2.2.
Moreover, in E we skip the cudaKernelLaunch completely so that
no GPU computations are involved. We also modify the NCCL
proxy so that it sends dummy data in compliance with the internal
protocol so that the workload continues to run and N is not aware
of the emulation. In PyTorch, we mainly alter the autogard and
c10d to implement the synchronization that previously relies on a
CUDA kernel now compatible with the emulator. We also remove
computation in backward pass and model weight update in E, given
that those computations are redundant in emulation.

The whole system is about 2000 LoC in CUDA C++ and 50 LoC
in Python, exclusive of experiments and tests. We plan to release
NeuronaBox as open source.

3 PRELIMINARY EXPERIMENTS
We evaluate our prototype NeuronaBox implementation by (1) run-
ning microbenchmarks in NCCL level to see the pure performance
of collective communication, (2) running an end-to-end system
in PyTorch to see the accuracy of emulation, as well as measur-
ing CPU utilization to evaluate the overheads of NeuronaBox. We
also demonstrate (3) an application scenario of NeuronaBox by
performing a “what-if” analysis with latency variations.

Testbed. Our test environment consists of two nodes, each equipped
with two 8-core Intel Xeon Silver 4112 CPUs running at 2.60 GHz,
512 GB RAM and is fitted with a 100 GbEMellanox ConnectX-5 NIC.
In addition, each node contains two NVIDIA V100 GPUs, although
only one is used during evaluation. Each node runs Ubuntu 22.04
(Linux kernel 5.15.0), CUDA 12.2, PyTorch 2.2.0a0 and NCCL 2.19.4.

If not otherwise stated, we call the two nodesN = {𝑁0} and E =

{𝑁𝑒𝑚𝑢 }.𝑁0 always runs the unmodified code.𝑁𝑒𝑚𝑢 is configured to
run either NeuronaBox’s modified code(as emulator), or unmodified
modified code (as a baseline).

3.1 Microbenchmark
Setup. First we assess NeuronaBox’s capability to emulate col-
lective communication operations. We devise the benchmark by
generating input data tensors of different sizes on GPU and issuing
two-node collective operations. We test ncclAllreduce and ncclAll-
gather. After warm-up, we measure the time taken over at least

Model Task Dataset Size
BERT [5] Question Answer SQuAD [18] 1.28GB
ResNet152 [6] Image Classify ImageNet-1K [22] 230MB
DeepLight [4] Click Predict Criteo 1TB [14] 2.26GB

Table 2: Characteristics of benchmark DDN models, size represents
the total parameter size of a model.

Model Time-E Time-B CPU-E CPU-B
BERT 629 ± 3.0 628±1.1 12.93% 14.25%
ResNet152 1061±19.8 1063±16.3 12.68% 12.95%
DeepLight 727±15.0 726± 13.8 7.52% 7.75%

Table 3: End-to-end workload comparison. ‘E’ and ‘B’ stand for
emulator-enabled (NeuronaBox) and the baseline, respectively.
‘Time’ stands for the training times inmilliseconds; and ‘CPU’ stands
for the percentage of CPU usage in a node.

100 repetitions for each call on 𝑁𝑒𝑚𝑢 and report the average. 𝑁0
always runs unmodified code. We compare the result when 𝑁𝑒𝑚𝑢

is running unmodified NCCL (baseline) and NeuronaBox’s NCCL
(emulator).
Results. Table 1 shows that NeuronaBox only incurs at most 4%
overhead; we attribute this to the mutex lock on the controller and
bitmap bookkeeping. The overhead diminishes as the size increases;
when the size is greater than 2MB, the gap is no more than 1%. Since
most data parallel implementations use buckets to batch all-reduce
calls to a larger size (e.g., 25MB in NVIDIA APEX [16]), we believe
this NCCL-level overhead of NeuronaBox is acceptable.

3.2 End-to-end Training Emulation
Setup. To evaluate NeuronaBox’s ability to accurately emulate
end-to-end DNN training, we conducted experiments using three
real-world DNN models, including computer vision, natural lan-
guage processing and recommendation systems. The models details
are listed in Table 2. We use PyTorch’s DistributedDataParallel
module for data parallelism. 𝑁0 runs unmodified PyTorch; 𝑁𝑒𝑚𝑢

runs NeuronaBox’s PyTorch as emulator and unmodified PyTorch
as baseline.

We measure the metrics and report the average after warm-up.
We report training time per iteration for BERT and ResNet; we
report training time per epoch for DeepLight because it involves
model pruning and has variance in between iterations. We also
measure the CPU usage in NeuronaBox to illustrate the overhead
of the emulation.
Results. As shown in Table 3, NeuronaBox is quite accurate in
a two-node environment training with data parallelism, with er-
ror less than 1%. For CPU usage, it actually drops a little bit in
all scenario. We attribute that to: (1) the efficient and lightweight
implementation of NeuronaBox, which keeps the overhead gener-
ally low; (2) the removal of computation in backward pass, which
eliminates a lot of memory allocation and data movements. So the
net effect is a drop in CPU usage. This is promising in terms of the
potential scalability of NeuronaBox.
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Figure 4: The end-to-end training time per iteration in BERT model
(ms) vs the additional delay injected in every all reduce call (ms).
Error bar is plotted in black.

3.3 What-if Analysis: Latency
Setup. In this experiment, 𝑁0 runs unmodified code and 𝑁𝑒𝑚𝑢

runs NeuronaBox. We inject additional delay in each all-reduce
call in 𝑁𝑒𝑚𝑢 and train a BERT model. We measure the emulated
training time per iteration for each delay.
Results. As Fig. 4 shows, the iteration time increases linearly with
the delay larger than 2 milliseconds. However, when the delay is
small, the overheads reflected in the end-to-end performance does
not grow linearly. We consider this “smooth slope” as a result of
the computation-communication overlap during the training. The
delay injected in each all-reduce call is partly shadowed by the
async computation in the backward pass. Such observation implies
a possible space of improvement in the training, as there is a "2ms"
space for more communication to happen. This is an example of
the kind of insights that can be obtained from using NeuronaBox.

4 RELATEDWORK
DDL simulation. A number of simulators have been developed to
study the behavior of DNN clusters, including DeepFlow[1], Astra-
sim [19, 29], vTrain [2] and several others [7, 20, 21, 24]. These
simulators use analytical methods combined with profiling results
to make predictions, suffering from limitations mentioned in § 1.
Network emulation. Emulation has been widely adopted in net-
working research [11, 27]. MimicNet [31] is a machine learning
based network emulator. It exercises a similar idea by dividing the
datacenter into an “observable” cluster (N in our work) and a black-
box (E in our work) and it applies a machine learning model to fit
it. However, MimicNet focuses on how to train a model to better
approximate the datacenter network at scale, whereas our work
focuses on emulating end-to-end DNN training behaviors.
Goodput prediction. Currently, NeuronaBox only sends dummy
data to N during emulation since it only predicts the completion
time for each training iteration. However, lossy training optimiza-
tion techniques like compression and quantization [12, 28] require
goodput (accuracy) to be taken into account. To support that, Neu-
ronaBox needs to communicate meaningful data to N without
incurring much overhead. One possible solution is to use a proxy
model [3] that generates data with a similar distribution to the
dataset and intermediate results.

5 CONCLUSION
We proposed a novel approach for estimating time-per-iteration
in distributed DNN training, focusing on executing only a part of
the model along with collective communication operations. To sub-
stantiate our proposal, we designed the NeuronaBox emulator and
implement a proof-of-concept system. Through extensive experi-
mentation, we demonstrated in a two-node setup that NeuronaBox
achieves high accuracy in predicting training time across a variety
of DNN models, with an error margin of less than 1% compared to
actual training runs. Finally, we encourage further research in this
direction, recognizing that many questions remain to be explored.
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