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#### Abstract

We consider the compressible barotropic Navier-Stokes equations in a half-line and study the time-asymptotic behavior toward the outgoing viscous shock wave. Precisely, we consider the two boundary problems: impermeable wall and inflow problems, where the velocity at the boundary is given as a constant state. For both problems, when the asymptotic profile determined by the prescribed constant states at the boundary and far-fields is a viscous shock, we show that the solution asymptotically converges to the shifted viscous shock profiles uniformly in space, under the condition that initial perturbation is small enough in $H^{1}$ norm. We do not impose the zeromass condition on initial data, which improves the previous results by Matsumura and Mei 20] for impermeable case, and by Huang, Matsumura and Shi [8] for inflow case. Moreover, for the inflow case, we remove the assumption $\gamma \leq 3$ in $[8$. Our results are based on the method of $a$-contraction with shifts, as the first extension of the method to the boundary value problems.
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## 1. Introduction

We consider the one-dimensional compressible barotropic Navier-Stokes(NS) equations in a halfline $\mathbb{R}_{+}=(0, \infty)$ :

$$
\begin{align*}
& \rho_{t}+(\rho u)_{x}=0, \quad t \in \mathbb{R}_{+}, \quad x \in \mathbb{R}_{+} \\
& (\rho u)_{t}+\left(\rho u^{2}+p\right)_{x}=\mu u_{x x} \tag{1.1}
\end{align*}
$$

subject to the boundary condition

$$
\begin{equation*}
\left.(\rho, u)\right|_{x=0}=\left(\rho_{-}, u_{-}\right), \quad t>0 \tag{1.2}
\end{equation*}
$$

and the far-field condition

$$
\begin{equation*}
(\rho, u) \rightarrow\left(\rho_{+}, u_{+}\right), \quad \text { as } \quad x \rightarrow \infty, \quad t>0 \tag{1.3}
\end{equation*}
$$

The initial data $\left.(\rho, u)\right|_{t=0}=\left(\rho_{0}, u_{0}\right)$ satisfies the two conditions (1.2)-(1.3). Here, $\rho$ and $u$ denote the density and velocity of the fluid, and $p=\rho^{\gamma}$ is the pressure with adiabatic constant $\gamma>1$. For simplicity, $\mu$ is the viscosity coefficient, which will be chosen as $\mu=1$.

The initial-boundary value problem (1.1)-(1.3) is classified into three classes. When $u_{-}>0$, which implies that the fluid flows through the boundary $x=0$, it is called the inflow problem; when $u_{-}<0$, that is the flow recede through the boundary, the problem is called the outflow problem; finally, when $u_{-}=0$, there is no flow through the boundary and therefore, the problem is called impermeable wall problem. In the case of the impermeable wall problem, the condition $\rho(t, 0)=\rho_{-}$ should be removed and the boundary condition (1.2) becomes simply $u(t, 0)=u_{-}$. In the present paper, we consider the impermeable wall and inflow problems.

- (Impermeable wall problem): We first focus on the impermeable wall problem. In this case, the NS equations (1.1) together with the boundary condition $u_{-}=0$ can be represented in terms of the Lagrangian mass coordinates $(t, x)$, as in [20]: (Here, we still keep the variable $x$ to denote the mass variable)

$$
\begin{align*}
& v_{t}-u_{x}=0, \quad t \in \mathbb{R}_{+}, \quad x \in \mathbb{R}_{+} \\
& u_{t}+p(v)_{x}=\left(\frac{u_{x}}{v}\right)_{x} \tag{1.4}
\end{align*}
$$

subject to the boundary and far-field conditions:

$$
\begin{equation*}
u(t, 0)=u_{-}=0, \quad(v, u) \rightarrow\left(v_{+}, u_{+}\right) \quad \text { as } \quad x \rightarrow \infty, \quad t>0 \tag{1.5}
\end{equation*}
$$

which is also satisfied by initial data $\left.(v, u)\right|_{t=0}=\left(v_{0}, u_{0}\right)$. Here, $v=1 / \rho>0$ denotes the specific volume, $v_{+}:=1 / \rho_{+}$and the pressure is now given as $p(v)=v^{-\gamma}$.

We are interested in the large-time behavior of the solution $(v, u)$ to the NS equations (1.4). In particular, we consider the case when $u_{+}<0$, in which the solution is expected to converge toward
the outgoing viscous shock (or equivalently, 2-shock) [20]. The viscous shock profile uniquely exists up to shift if the values $\left(v_{ \pm}, u_{ \pm}\right)$satisfy the Rankine-Hugoniot(RH) conditions:

$$
\begin{align*}
& -\sigma\left(v_{+}-v_{-}\right)-\left(u_{+}-u_{-}\right)=0, \\
& -\sigma\left(u_{+}-u_{-}\right)+\left(p\left(v_{+}\right)-p\left(v_{-}\right)\right)=0 . \tag{1.6}
\end{align*}
$$

In the case of impermeable wall condition $u_{-}=0$, for any given $v_{+}>0$ and $u_{+}<0$, the values of $v_{-}$and the shock speed $\sigma$ are determined from the RH conditions (1.6) as

$$
\begin{equation*}
v_{+}^{-\gamma+1}\left(1-\left(\frac{v_{-}}{v_{+}}\right)^{-\gamma}\right)\left(1-\frac{v_{-}}{v_{+}}\right)=-u_{+}^{2}, \quad \sigma=\frac{-u_{+}}{v_{+}-v_{-}}, \tag{1.7}
\end{equation*}
$$

with $v_{-}<v_{+}$. For these far field states $\left(v_{ \pm}, u_{ \pm}\right)$, the viscous shock wave $(\widetilde{v}(\zeta), \widetilde{u}(\zeta))$ with $\zeta=x-\sigma t$ is given by the solution to the following ODEs:

$$
\begin{align*}
& -\sigma(\widetilde{v})^{\prime}-(\widetilde{u})^{\prime}=0 \\
& -\sigma(\widetilde{u})^{\prime}+p(\widetilde{v})^{\prime}=\left(\frac{(\widetilde{u})^{\prime}}{\widetilde{v}}\right)^{\prime},  \tag{1.8}\\
& (\widetilde{v}, \widetilde{u})(-\infty)=\left(v_{-}, u_{-}\right), \quad(\widetilde{v}, \widetilde{u})(+\infty)=\left(v_{+}, u_{+}\right)
\end{align*}
$$

The first goal of the present paper is to attain the convergence of the solution $(v(t, x), u(t, x))$ to the impermeable wall problem (1.4)-(1.5) towards the shifted viscous shock profile satisfying (1.8).

- (Inflow problem): On the other hand, for the case of the inflow problem, the NS system (1.1) is transformed to the Lagrangian mass coordinates, as in [8, 19] : (We still keep the variable $x$ to denote the mass variable)

$$
\begin{align*}
& v_{t}-u_{x}=0, \quad t>0, \quad x>\sigma_{-} t, \\
& u_{t}+p(v)_{x}=\left(\frac{u_{x}}{v}\right)_{x}, \tag{1.9}
\end{align*}
$$

subject to the boundary and far-field conditions:

$$
\begin{equation*}
\left.(v, u)(t, x)\right|_{x=\sigma_{-} t}=\left(v_{-}, u_{-}\right), \quad(v, u) \rightarrow\left(v_{+}, u_{+}\right) \quad \text { as } \quad x \rightarrow \infty, \quad t>0, \tag{1.10}
\end{equation*}
$$

where $\sigma_{-}=-\frac{u_{-}}{v_{-}}<0$ and $v_{ \pm}:=1 / \rho_{ \pm}$. We fix boundary $x=\sigma_{-} t$ of the system (1.9) by using a change of variable $\xi=x-\sigma_{-} t>0$, and so (1.9) is rewritten as

$$
\begin{align*}
& v_{t}-\sigma_{-} v_{\xi}-u_{\xi}=0, \quad t>0, \quad \xi>0, \\
& u_{t}-\sigma_{-} u_{\xi}+p(v)_{\xi}=\left(\frac{u_{\xi}}{v}\right)_{\xi}, \tag{1.11}
\end{align*}
$$

with the boundary and far-field conditions:

$$
\begin{equation*}
(v, u)(t, 0)=\left(v_{-}, u_{-}\right), \quad(v, u) \rightarrow\left(v_{+}, u_{+}\right) \quad \text { as } \quad \xi \rightarrow \infty, \quad t>0, \tag{1.12}
\end{equation*}
$$

which is also satisfied by initial data $\left.(v, u)\right|_{t=0}=\left(v_{0}, u_{0}\right)$.
Different from the impermeable wall problem, the boundary value $v_{-}$should be imposed and the values $\left(v_{ \pm}, u_{ \pm}\right)$satisfy the same RH conditions (1.6) and the entropy condition $v_{-}<v_{+}$and $u_{-}>u_{+}$, where now the shock speed $\sigma$ becomes

$$
\begin{equation*}
\sigma=\sqrt{-\frac{p\left(v_{+}\right)-p\left(v_{-}\right)}{v_{+}-v_{-}}}>0 . \tag{1.13}
\end{equation*}
$$

We are also interested in the time-asymptotic behavior of solutions to the inflow problem (1.11)(1.12) (and (1.9)-(1.10)) toward the outgoing viscous shock $(\widetilde{v}(\zeta), \widetilde{u}(\zeta))$ with $\zeta=x-\sigma t=\xi-(\sigma-$ $\left.\sigma_{-}\right) t$ satisfying (1.8). For that, as in [8], we consider when the boundary state ( $v_{-}, u_{-}$) belongs to
the subsonic region $\Omega_{\text {sub }}:=\left\{(v, u) \in \mathbb{R}_{+} \times \mathbb{R}_{+}| | u \mid<v \sqrt{-p^{\prime}(v)}\right\}$ and the far-field state $\left(v_{+}, u_{+}\right)$ lies on the 2 -shock curve starting from $\left(v_{-}, u_{-}\right)$, that is, the RH condition (1.6) and the entropy condition $v_{-}<v_{+}, u_{-}>u_{+}$hold. For this situation, it is expected from a heuristic argument [8, 19 that solutions $(v(t, \xi), u(t, \xi))$ to (1.11) asymptotically converge to the viscous shock profile $\left(\widetilde{u}\left(\xi-\left(\sigma-\sigma_{-}\right) t\right), \widetilde{v}\left(\xi-\left(\sigma-\sigma_{-}\right) t\right)\right)$ up to shift. For the rest of the paper, we interpret the solution $(v, u)$ as a function of $(t, x)$ for the impermeable wall problem, and as a function of $(t, \xi)$ for the inflow problem.
1.1. Literature review. Large-time behaviors of the one-dimensional compressible NS equations have been extensively studied after the pioneering work of Matsumura-Nishihara [21, 22], Goodman [3], Liu [18], and Szepessy-Xin [27]. Although there are plenty of results when the spatial domain is the whole line $\mathbb{R}$, we focus on reviewing the previous results on the large-time behavior of the compressible NS equations for the case of half-line $\mathbb{R}_{+}$. For the impermeable wall problem, the asymptotic behavior of the solution can be classified into two cases, namely the outgoing viscous shock and rarefaction wave, which are investigated in [20] and [23] respectively. However, the patterns for asymptotic behaviors of the inflow and outflow problems are much more complicated, due to the presence of the boundary layer solution, and they are classified depending on the states at the boundary and far-field [19]. In [24], the asymptotic convergence towards both the rarefaction wave and the superposition of the boundary layer solution and the rarefaction wave are established. On the other hand, the cases of viscous shock wave and its superposition with the boundary layer solution are considered in [8]. Finally, for the case of outflow problems, the asymptotic stability of the boundary layer solution and the superposition of rarefaction wave and the boundary layer solution were studied in [9, 16, 17. We also refer to [7, 6, 25, 26] and references therein for the large-time behaviors of the Navier-Stokes-Fourier equations on the half-line.

Note that the results in [8, 20] regarding the stability of the viscous shock wave are based on the anti-derivative method which requires the zero-mass condition. Recently, the stability results on the viscous shock wave and its composition with the other elementary waves are investigated in [4, 14, 15] by using the method of $a$-contraction with shifts developed in [10], which does not introduce the anti-derivative variables. Instead, it directly uses the original perturbation itself, and so does not need the zero-mass condition.
1.2. Main results. We now state the main results on the global existence and large-time behavior of the impermeable wall problem and the inflow problem.

Theorem 1.1 (Impermeable wall problem). Assume $\gamma>1$. For a given constant state $\left(v_{+}, u_{+}\right)$ with $v_{+}>0$ and $u_{+}<0$, there exists $\delta_{0}, \varepsilon_{0}, \beta>0$ such that the following holds.
For any $\left(v_{-}, u_{-}=0\right)$ satisfying (1.7) such that $\left|v_{+}-v_{-}\right| \sim\left|u_{+}-u_{-}\right|=\left|u_{+}\right|<\delta_{0}$, let ( $\widetilde{v}(x-$ $\sigma t), \widetilde{u}(x-\sigma t))$ be the viscous 2-shock wave satisfying (1.8) where the shock speed $\sigma$ is given in (1.7). Let $\left(v_{0}, u_{0}\right)$ be any initial data such that

$$
\begin{equation*}
\left\|\left(v_{0}, u_{0}\right)-\left(v_{+}, u_{+}\right)\right\|_{L^{2}(\beta, \infty)}+\left\|\left(v_{0}, u_{0}\right)-\left(v_{-}, u_{-}\right)\right\|_{L^{2}(0, \beta)}+\left\|\left(\partial_{x} v_{0}, \partial_{x} u_{0}\right)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}<\varepsilon_{0} \tag{1.14}
\end{equation*}
$$

Then, the impermeable wall problem (1.4)-(1.5) subject to the initial data $\left(v_{0}, u_{0}\right)$ admits a unique global-in-time solution $(v, u)(t, x)$ as follows: there exists a Lipschitz shift $t \mapsto \mathbf{X}(t)$ such that

$$
\begin{aligned}
& (v, u)(t, x)-(\widetilde{v}, \widetilde{u})(x-\sigma t-\mathbf{X}(t)-\beta) \in C\left(0, \infty ; H^{1}\left(\mathbb{R}_{+}\right)\right), \\
& u_{x x}(t, x)-\widetilde{u}_{x x}(x-\sigma t-\mathbf{X}(t)-\beta) \in L^{2}\left(0, \infty ; L^{2}\left(\mathbb{R}_{+}\right)\right) .
\end{aligned}
$$

Moreover,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sup _{x \in \mathbb{R}_{+}}|(v, u)(t, x)-(\widetilde{v}, \widetilde{u})(x-\sigma t-\mathbf{X}(t)-\beta)|=0 \tag{1.15}
\end{equation*}
$$

and $\lim _{t \rightarrow \infty}|\dot{\mathbf{X}}(t)|=0$.

For the inflow problem, a similar statement holds. The only difference is that we use the variable $\xi=x-\sigma_{-} t$ instead of the variable $x$.

Theorem 1.2 (Inflow problem). Assume $\gamma>1$. For a given constant state ( $\left.v_{-}, u_{-}\right) \in \Omega_{\text {sub }}:=$ $\left\{(v, u) \in \mathbb{R}_{+} \times \mathbb{R}_{+}| | u \mid<v \sqrt{-p^{\prime}(v)}\right\}$, there exists $\delta_{0}, \varepsilon_{0}, \beta>0$ such that the following holds.

For any $\left(v_{+}, u_{+}\right) \in \mathbb{R}_{+} \times \mathbb{R}$ satisfying (1.6) and the entropy condition $v_{-}<v_{+}$and $u_{-}>u_{+}$ such that $\left|v_{+}-v_{-}\right| \sim\left|u_{+}-u_{-}\right|<\delta_{0}$, let $\left(\widetilde{v}\left(\xi-\left(\sigma-\sigma_{-}\right) t\right), \widetilde{u}\left(\xi-\left(\sigma-\sigma_{-}\right) t\right)\right)$ be the viscous 2-shock wave satisfying (1.8) where the shock speed $\sigma$ is given in (1.13). Let $\left(v_{0}, u_{0}\right)$ be any initial data such that

$$
\begin{equation*}
\left\|\left(v_{0}, u_{0}\right)-\left(v_{+}, u_{+}\right)\right\|_{L^{2}(\beta, \infty)}+\left\|\left(v_{0}, u_{0}\right)-\left(v_{-}, u_{-}\right)\right\|_{L^{2}(0, \beta)}+\left\|\left(\partial_{x} v_{0}, \partial_{x} u_{0}\right)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}<\varepsilon_{0} \tag{1.16}
\end{equation*}
$$

Then, the inflow problem (1.11)-(1.12) subject to the initial data $\left(v_{0}, u_{0}\right)$ admits a unique global-in-time solution $(v, u)(t, \xi)$ as follows: there exists a Lipschitz shift $t \mapsto \mathbf{X}(t)$ such that

$$
\begin{aligned}
& (v, u)(t, \xi)-(\widetilde{v}, \widetilde{u})\left(\xi-\left(\sigma-\sigma_{-}\right) t-\mathbf{X}(t)-\beta\right) \in C\left(0, \infty ; H^{1}\left(\mathbb{R}_{+}\right)\right), \\
& u_{\xi \xi}(t, \xi)-\widetilde{u}_{\xi \xi}\left(\xi-\left(\sigma-\sigma_{-}\right) t-\mathbf{X}(t)-\beta\right) \in L^{2}\left(0, \infty ; L^{2}\left(\mathbb{R}_{+}\right)\right) .
\end{aligned}
$$

Moreover,

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \sup _{\xi \in \mathbb{R}_{+}}\left|(v, u)(t, \xi)-(\widetilde{v}, \widetilde{u})\left(\xi-\left(\sigma-\sigma_{-}\right) t-\mathbf{X}(t)-\beta\right)\right|=0 \tag{1.17}
\end{equation*}
$$

and $\lim _{t \rightarrow \infty}|\dot{\mathbf{X}}(t)|=0$.
Remark 1.1. As in [8, 20, we consider the time-asymptotic stability of viscous shock under small perturbation in $H^{1}$ norm. For that, we consider the situation where the initial data $\left(v_{0}, u_{0}\right)$ are given in a neighborhood of $(\widetilde{v}, \widetilde{u})(x-\beta)$ for some large constant $\beta>0$ as in (1.14) and (1.16). Then, our results imply the long-time behavior toward the asymptotic profile $(\widetilde{v}, \widetilde{u})(x-\sigma t-\beta)$ up to a dynamical shift $\mathbf{X}(t)$ where the asymptotic proflie is far away from the boundary. Indeed, in the above results, the decay estimate $\lim _{t \rightarrow \infty}|\dot{\mathbf{X}}(t)|=0$ implies

$$
\lim _{t \rightarrow+\infty} \frac{\mathbf{X}(t)}{t}=0
$$

which means that the shift function $\mathbf{X}(t)$ grows at most sub-linearly as $t \rightarrow \infty$. Thus, the dynamically shifted wave $(\widetilde{v}, \widetilde{u})(x-\sigma t-\mathbf{X}(t)-\beta)$ time-asymptotically tends to the original wave $(\widetilde{v}, \widetilde{u})(x-\sigma t-\beta)$ shifted by the constant $\beta$.

Remark 1.2. Theorems 1.1 and 1.2 do not require the zero-mass condition imposed by the previous results [8, 20. In particular, for the inflow problem, Theorem 1.2 holds for any $\gamma>1$, which removes the assumption $\gamma \leq 3$ of 8 . Our results handle a shock wave of small jump strength, while the results of [8, 20] are for a shock wave of moderate strength. However, we do not need the smallness assumption on $u_{-}$that is crucially used in 8 for the inflow problem.
1.3. Main ideas for the proof. As we mentioned above, the main tool for proving the results in Theorem 1.1 and Theorem 1.2 is the method of a-contraction with shift, which was developed in [10] to study the stability of the shock wave. Consider a system with an entropy $\eta$. For example, the NS system (1.4) is equipped with a natural entropy (as a mechanical energy of the system) $\eta(U)=\frac{u^{2}}{2}+Q(v)$, where

$$
U=(v, u), \quad Q(v)=\frac{v^{1-\gamma}}{\gamma-1} .
$$

Then, one of the natural quantities to measure the difference between the state $U$ and the reference state $\bar{U}$ is the relative entropy defined by

$$
\eta(U \mid \bar{U})=\eta(U)-\eta(\bar{U})-\nabla \eta(\bar{U})(U-\bar{U}),
$$

which is always nonnegative due to the convexity of $\eta$ with respect to $U$ and it vanishes if and only if $U=\bar{U}$. In [11, 12 , the method of $a$-contraction with shift was used to show the contraction of large perturbations of a viscous shock. More precisely, if $U$ is any large NS solution, and $\bar{U}$ is a viscous shock, then

$$
\frac{d}{d t} \int_{\Omega} a^{\mathbf{x}} \eta\left(U \mid \bar{U}^{\mathbf{x}}\right) d x \leq 0
$$

where some weight function $a$ and the viscous shock are shifted by some dynamical shift $\mathbf{X}(t)$. This contraction property plays a crucial role in the inviscid limit problem as in 12, 13. The property also successfully derives the large-time behavior of the composite waves of NS [4, 14] or Naiver-Stokes-Fourier systems [15]. In the same context, the goals of the present paper are to carry out an establishment of the method of $a$-contraction with shift to the boundary value problems: the impermeable wall and inflow problems.

However, when applying the method to the boundary problems, we would naturally encounter the following main difficulties.
First, when applying the Poincaré-type inequality of Lemma 2.3 to the main terms in (4.6) that are localized by derivative of weight and viscous shock, we use the change of variable $x \mapsto y$ as in (4.14) that is defined by the viscous shock. However, the range $\left[y_{0}, 1\right]$ of the new variable $y$, as a time-dependent interval, is slightly smaller than the normalized interval $[0,1]$, contrary to the whole space case $\mathbb{R}$ (as in [11, [14]), since the viscous shock connects the left state $\left(v_{-}, u_{-}\right)$at $x=-\infty$ to the right state $\left(v_{+}, u_{+}\right)$at $x=+\infty$ whereas the solution stays only on the half space $\mathbb{R}_{+}$. To overcome it, we use the smallness of $|\mathbf{X}(t)|$ to get $0<y_{0} \leq C e^{-C \delta \beta}$ as in (4.15), by which $y_{0} \approx 0$ for $\beta$ large enough. At this point, we also use the important fact that the optimal constant $\frac{1}{2}$ of the Poincaré-type inequality does not depend on the range of $y$ as in Lemma 2.3,
Second, we should control the size of boundary values arising in using integration by parts, as in Lemmas 4.5. 5.1 and 6.3. For that, we use the interpolation inequality, the a prior bounds and some cancellation structure.
1.4. Organization of the paper. The paper is organized as follows. In Section 2, we provide preliminaries on the estimates for the relative quantities, viscous shock wave, and the Poincarétype inequality, which are used in the later analysis. Section 3 presents a statement of the a priori estimates on $H^{1}$-perturbation of the solution. Based on them, we also provide the proof of the main theorems. Then, we provide detailed proof of the a priori estimate on the impermeable wall problem in Section 4 and Section 5. Finally, we provide the proof of the a priori estimate on the inflow problem in Section 6, highlighting the difference in the proof compared to the impermeable wall problem.

## 2. Preliminaries

We first present several estimates on the relative quantities and viscous shock wave, which will be used in the later analysis. We also provide the Poincaré-type inequality for general domain.
2.1. Estimates on the relative quantities. For any function $F:(0, \infty) \rightarrow \mathbb{R}$ and $v, \bar{v} \in(0, \infty)$, we define the relative quantity $F(v \mid \bar{v})$ of $F$ as

$$
F(v \mid \bar{v}):=F(v)-F(\bar{v})-F^{\prime}(\bar{v})(v-\bar{v})
$$

In particular, we consider the relative quantities for the pressure $p(v)=v^{-\gamma}$ and the internal energy $Q(v)=\frac{v^{1-\gamma}}{\gamma-1}$, and present the lower and upper bound estimates on them. Since the proof of the following lemma can be found in [11], we omit the proof for simplicity.

Lemma 2.1. Let $\gamma>1$ and $v_{+}$be given constants. Then, there exist constants $C$ and $\delta_{*}$ such that the following assertions hold:
(1) For any $v, \bar{v}$ satisfying $0<\bar{v}<2 v_{+}$and $0<v<3 v_{+}$,

$$
|v-\bar{v}|^{2} \leq C Q(v \mid \bar{v}), \quad|v-\bar{v}|^{2} \leq C p(v \mid \bar{v}) .
$$

(2) For any $v, \bar{v}>\frac{v_{+}}{2}$,

$$
|p(v)-p(\bar{v})| \leq C|v-\bar{v}| .
$$

(3) For any $0<\delta<\delta_{*}$ and any $v, \bar{v}>0$ satisfying $|p(v)-p(\bar{v})|<\delta$ and $\left|p(\bar{v})-p\left(v_{+}\right)\right|<\delta$,

$$
\begin{aligned}
& p(v \mid \bar{v}) \leq\left(\frac{\gamma+1}{2 \gamma p(\bar{v})}+C \delta\right)|p(v)-p(\bar{v})|^{2}, \\
& Q(v \mid \bar{v}) \geq \frac{p(\bar{v})^{-\frac{1}{\gamma}-1}}{2 \gamma}|p(v)-p(\bar{v})|^{2}-\frac{1+\gamma}{3 \gamma^{2}} p(\bar{v})^{-\frac{1}{\gamma}-2}(p(v)-p(\bar{v}))^{3}, \\
& Q(v \mid \bar{v}) \leq\left(\frac{p(\bar{v})^{-\frac{1}{\gamma}-1}}{2 \gamma}+C \delta\right)|p(v)-p(\bar{v})|^{2} .
\end{aligned}
$$

2.2. Viscous shock wave. Recall that the profile of the viscous shock wave satisfies the ODEs (1.8), and the existence, uniqueness, and properties of the viscous shock wave are now well understood. The following lemma summarizes the main properties of the viscous shock wave, which will be used in the later analysis. We refer to [3, 21] for the proof of the lemma.

Lemma 2.2. For a given right-end state $\left(v_{+}, u_{+}\right)$, there exists a constant $C>0$ such that the following holds. For any left-end state ( $v_{-}, u_{-}$) connected with ( $v_{+}, u_{+}$) via 2-shock curve, there exists a unique solution $(\widetilde{v}(\zeta), \widetilde{u}(\zeta))$ to (1.8). Let $\delta$ be the strength of the shock defined as $\delta:=$ $\left|u_{+}-u_{-}\right| \sim\left|v_{+}-v_{-}\right|$. Then, we have

$$
\widetilde{v}_{\zeta}>0, \quad \widetilde{u}_{\zeta}<0
$$

and

$$
\begin{align*}
& \left|\widetilde{v}(\zeta)-v_{ \pm}\right|,\left|\widetilde{u}(\zeta)-u_{ \pm}\right| \leq C \delta e^{-C \delta|\zeta|}, \quad \pm \zeta>0, \\
& \left|\left(\widetilde{v}_{\zeta}, \widetilde{u}_{\zeta}\right)\right| \leq C \delta^{2} e^{-C \delta|\zeta|}, \quad \zeta \in \mathbb{R},  \tag{2.1}\\
& \left|\left(\widetilde{v}_{\zeta \zeta}, \widetilde{u}_{\zeta \zeta}\right)\right| \leq C \delta\left|\left(\widetilde{v}_{\zeta}, \widetilde{u}_{\zeta}\right)\right|, \quad \zeta \in \mathbb{R} .
\end{align*}
$$

2.3. Poincaré-type inequality. One of the main tools for attaining asymptotic stability result is the Poincaré-type inequality. The optimal constant $\frac{1}{2}$ of the Poincaré-type inequality in [11] is independent of the size of domain as follows. This is useful in our analysis.

Lemma 2.3. For any $c<d$ and function $f:[c, d] \longrightarrow \mathbb{R}$ satisfying $\int_{c}^{d}(y-c)(d-y)\left|f^{\prime}(y)\right|^{2} d y<\infty$,

$$
\int_{c}^{d}\left|f(y)-\frac{1}{d-c} \int_{c}^{d} f(y) d y\right|^{2} d y \leq \frac{1}{2} \int_{c}^{d}(y-c)(d-y)\left|f^{\prime}(y)\right|^{2} d y
$$

Proof. First, we recall the Poincaré-type inequality in [11]. For any $g:[0,1] \rightarrow \mathbb{R}$ satisfying $\int_{0}^{1} z(1-z)\left|g^{\prime}(z)\right|^{2} d z<\infty$, we have

$$
\begin{equation*}
\int_{0}^{1}\left|g-\int_{0}^{1} g d z\right|^{2} d z \leq \frac{1}{2} \int_{0}^{1} z(1-z)\left|g^{\prime}\right|^{2} d z \tag{2.2}
\end{equation*}
$$

Then, we use change of variables $y=c+(d-c) z$ to observe that

$$
\frac{1}{d-c} \int_{c}^{d} f(y) d y=\int_{0}^{1} g(z) d z, \quad g(z):=f(y)=f(c+(d-c) z)
$$

Therefore we use (2.2) to obtain

$$
\begin{aligned}
\int_{c}^{d} \mid & f(y)-\left.\frac{1}{d-c} \int_{c}^{d} f(y) d y\right|^{2} d y \\
& =(d-c) \int_{0}^{1}\left|g(z)-\int_{0}^{1} g(z) d z\right|^{2} d z \leq \frac{d-c}{2} \int_{0}^{1} z(1-z)\left|g^{\prime}(z)\right|^{2} d z \\
& =\frac{d-c}{2} \int_{c}^{d} \frac{y-c}{d-c} \frac{d-y}{d-c}(d-c)^{2}\left|f^{\prime}(y)\right|^{2} \frac{d y}{d-c} \\
& =\frac{1}{2} \int_{c}^{d}(y-c)(d-y)\left|f^{\prime}(y)\right|^{2} d y
\end{aligned}
$$

## 3. A priori estimate and proof of the main theorem

In this section, we state a priori estimates for the $H^{1}$-perturbation between the solution and the viscous shock wave, and based on them, we prove the large-time behavior of the impermeable and inflow problem towards the viscous shock waves.
3.1. Local existence of solutions. We first ensure that the impermeable wall problem admits a unique local-in-time solution.

Proposition 3.1. For any constant $\beta>0$, let $\underline{v}$ and $\underline{u}$ be smooth monotone functions such that

$$
(\underline{v}(x), \underline{u}(x))=\left(v_{+}, u_{+}\right), \quad \text { for } \quad x \geq \beta, \quad \underline{v}(0)>0 .
$$

For any constants $M_{0}, M_{1}, \underline{\kappa}_{0}, \bar{\kappa}_{0}, \underline{\kappa}_{1}$, and $\bar{\kappa}_{1}$ with $0<M_{0}<M_{1}$ and $0<\underline{\kappa}_{1}<\underline{\kappa}_{0}<\bar{\kappa}_{0}<\bar{\kappa}_{1}$, there exists a constant $T_{0}>0$ such that if

$$
\begin{aligned}
& \left\|\left(v_{0}-\underline{v}, u_{0}-\underline{u}\right)\right\|_{H^{1}\left(\mathbb{R}_{+}\right)} \leq M_{0}, \\
& 0<\underline{\kappa}_{0} \leq v_{0}(x) \leq \bar{\kappa}_{0}, \quad x \in \mathbb{R}_{+},
\end{aligned}
$$

the impermeable wall problem (1.4)-(1.5) has a unique solution $(v, u)$ on $\left[0, T_{0}\right]$ such that

$$
v-\underline{v} \in C\left(\left[0, T_{0}\right] ; H^{1}\left(\mathbb{R}_{+}\right)\right), \quad u-\underline{u} \in C\left(\left[0, T_{0}\right] ; H^{1}\left(\mathbb{R}_{+}\right)\right) \cap L^{2}\left(0, T_{0} ; H^{2}\left(\mathbb{R}_{+}\right)\right),
$$

and

$$
\|(v-\underline{v}, u-\underline{u})\|_{L^{\infty}\left(0, T_{0} ; H^{1}\left(\mathbb{R}_{+}\right)\right)} \leq M_{1} .
$$

Moreover,

$$
\underline{\kappa}_{1} \leq v(t, x) \leq \bar{\kappa}_{1}, \quad u(t, 0)=0, \quad \forall t>0, \quad x \in \mathbb{R}_{+} .
$$

Proof. Since the local existence can be proved using the standard iterative method by considering the following sequence of functions $\left\{\left(v^{n}, u^{n}\right)\right\}_{n=1}^{\infty}$ :

$$
\begin{aligned}
& v_{t}^{n+1}-u_{x}^{n+1}=0, \quad t>0, \quad x>0, \\
& u_{t}^{n+1}+p\left(v^{n}\right)_{x}=\left(\frac{u_{x}^{n+1}}{v^{n}}\right)_{x}, \quad u^{n+1}(t, 0)=0,
\end{aligned}
$$

we omit the proof.
Similarly, we also obtain the local existence for the inflow problem, that is presented by the same statement as in Proposition 3.1 by replacing the boundary condition $u(t, 0)=0$ by $(v, u)(t, 0)=$ ( $v_{-}, u_{-}$).
3.2. Construction of shift. As we mentioned in the introduction, it is expected that the viscous shock wave should be shifted to attain the stability estimate. In this part, we explicitly construct the shift function. For the impermeable wall problem, we first define the weight function $a=a(\zeta)$ as

$$
\begin{equation*}
a(\zeta):=1-\frac{\widetilde{u}(\zeta)}{\sqrt{\delta}}, \quad \zeta=x-\sigma t \tag{3.1}
\end{equation*}
$$

where $\delta=\left|u_{+}-u_{-}\right|=\left|u_{+}\right|$denotes the strength of shock. We note that the weight function $a$ satisfies $1 \leq a \leq 1+\sqrt{\delta}<\frac{3}{2}$ for small enough $\delta$, and

$$
\begin{equation*}
a^{\prime}(\zeta)=-\frac{\widetilde{u}^{\prime}(\zeta)}{\sqrt{\delta}}=\frac{\sigma \widetilde{v}^{\prime}(\zeta)}{\sqrt{\delta}}>0, \quad \text { and } \quad\left|a^{\prime}(\zeta)\right| \sim \frac{\widetilde{v}^{\prime}(\zeta)}{\sqrt{\delta}} \tag{3.2}
\end{equation*}
$$

Then, we define the shift function $\mathbf{X}: \mathbb{R}_{+} \rightarrow \mathbb{R}$ as a solution to the following ODE:

$$
\begin{align*}
\dot{\mathbf{X}}(t)=-\frac{M}{\delta}( & \int_{\mathbb{R}_{+}} a^{\mathbf{X}, \beta}(\zeta) \widetilde{u}_{\zeta}^{\mathbf{X}, \beta}(\zeta)\left(u(t, x)-\widetilde{u}^{\mathbf{X}, \beta}(\zeta)\right) d x  \tag{3.3}\\
& \left.+\frac{1}{\sigma} \int_{\mathbb{R}_{+}} a^{\mathbf{X}, \beta}(\zeta) \partial_{x}\left[p\left(\widetilde{v}^{\mathbf{X}, \beta}(\zeta)\right)\right]\left(v(t, x)-\widetilde{v}^{\mathbf{X}, \beta}(\zeta)\right) d x\right), \quad \mathbf{X}(0)=0,
\end{align*}
$$

where $M, \beta>0$ are positive constants which will be chosen later. Here, for any function $f: \mathbb{R} \rightarrow \mathbb{R}$, we use the abbreviated notation

$$
f^{\mathbf{X}, \beta}(\cdot):=f(\cdot-\mathbf{X}(t)-\beta) .
$$

Similarly, the weight function and shift function for the inflow problem are defined exactly in the same manner, except that we use the variable $\xi=x-\sigma_{-} t$ instead of $x$. More precisely, define the weight function $a$ for the inflow problem as

$$
a(\zeta):=1+\frac{u_{-}-\widetilde{u}(\zeta)}{\sqrt{\delta}}, \quad \zeta=\xi-\left(\sigma-\sigma_{-}\right) t
$$

where $\delta=\left|u_{+}-u_{-}\right|$and the same estimates in (3.2) hold. We define the shift function $\mathbf{X}$ for the inflow problem as

$$
\begin{align*}
\dot{\mathbf{X}}(t)=-\frac{M}{\delta}( & \int_{\mathbb{R}_{+}} a^{\mathbf{X}, \beta}(\zeta) \widetilde{u}_{\zeta}^{\mathbf{X}, \beta}(\zeta)\left(u(t, \xi)-\widetilde{u}^{\mathbf{X}, \beta}(\zeta)\right) d \xi  \tag{3.4}\\
& \left.+\frac{1}{\sigma} \int_{\mathbb{R}_{+}} a^{\mathbf{X}, \beta}(\zeta) \partial_{\xi}\left[p\left(\widetilde{v}^{\mathbf{X}, \beta}(\zeta)\right)\right]\left(v(t, \xi)-\widetilde{v}^{\mathbf{X}, \beta}(\zeta)\right) d \xi\right), \quad \mathbf{X}(0)=0
\end{align*}
$$

As in [14, Lemma 3.3], we ensure the existence of Lipschitz solution to the above ODEs (3.3) and (3.4) under the the condition that $v$ has positive upper and lower bounds, and $u$ is bounded, which is guaranteed by Proposition 3.1 and the a priori assumption (3.5).

At this moment, it is unclear why the shifts are defined in the above manner. However, this becomes clear in Section 4, where we apply the method of $a$-contraction with shift.
3.3. A priori estimates. Now, we are ready to present the main proposition on a priori estimates for both the impermeable wall problem and the inflow problem, which are the key estimates for obtaining the large-time behaviors of the systems. In the following proposition, for the impermeable problem, the shifted viscous shock wave ( $\left.\widetilde{v}^{\mathbf{X}, \beta}, \widetilde{u}^{\mathbf{X}, \beta}\right)$ is understood as a function of $(t, x)$ :

$$
\widetilde{v}^{\mathbf{X}, \beta}(t, x)=\widetilde{v}(x-\sigma t-\mathbf{X}(t)-\beta), \quad \widetilde{u}^{\mathbf{X}, \beta}(t, x)=\widetilde{u}(x-\sigma t-\mathbf{X}(t)-\beta) .
$$

For the inflow problem, the shifted viscous shock wave is understood as a function of $(t, \xi)$ :

$$
\widetilde{v}^{\mathbf{X}, \beta}(t, \xi)=\widetilde{v}\left(\xi-\left(\sigma-\sigma_{-}\right) t-\mathbf{X}(t)-\beta\right), \quad \widetilde{u}^{\mathbf{X}, \beta}(t, \xi)=\widetilde{u}\left(\xi-\left(\sigma-\sigma_{-}\right) t-\mathbf{X}(t)-\beta\right) .
$$

Proposition 3.2. For a given $\left(v_{+}, u_{+}\right) \in \mathbb{R}_{+} \times \mathbb{R}$, there exist positive constants $C_{0}, \delta, \varepsilon$, and $\beta$ such that the following holds. Suppose that $(v, u)$ is the solution to the impermeable wall problem (1.4) -(1.5) (resp. inflow problem (1.11)-(1.12)) on $[0, T]$ for some $T>0$, and $(\widetilde{v}, \widetilde{u})$ is the viscous shock profile satisfying (1.8) with $\delta=\left|u_{+}\right|$(resp. $\delta=\left|u_{+}-u_{-}\right|$), and the shift $\mathbf{X}$ is defined in (3.3) (resp. (3.4)). Suppose that

$$
\begin{aligned}
& v-\widetilde{v}^{\mathbf{X}, \beta} \in C\left([0, T] ; H^{1}\left(\mathbb{R}_{+}\right)\right), \\
& u-\widetilde{u}^{\mathbf{X}, \beta} \in C\left([0, T] ; H^{1}\left(\mathbb{R}_{+}\right)\right) \cap L^{2}\left(0, T ; H^{2}\left(\mathbb{R}_{+}\right)\right),
\end{aligned}
$$

and

$$
\begin{equation*}
\left\|v-\widetilde{v}^{\mathbf{X}, \beta}\right\|_{L^{\infty}\left(0, T ; H^{1}\left(\mathbb{R}_{+}\right)\right)}+\left\|u-\widetilde{u}^{\mathbf{X}, \beta}\right\|_{L^{\infty}\left(0, T ; H^{1}\left(\mathbb{R}_{+}\right)\right)} \leq \varepsilon . \tag{3.5}
\end{equation*}
$$

Then, for all $0 \leq t \leq T$,

$$
\begin{align*}
\sup _{t \in[0, T]} & {\left[\left\|v-\widetilde{v}^{\mathbf{X}, \beta}\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}+\left\|u-\widetilde{u}^{\mathbf{X}, \beta}\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}\right] } \\
& +\sqrt{\int_{0}^{t}\left(\delta|\dot{\mathbf{X}}|^{2}+G_{1}+G^{S}+D_{v_{1}}+D_{u_{1}}+D_{u_{2}}\right) d s}  \tag{3.6}\\
\leq & C_{0}\left(\left\|v_{0}-\widetilde{v}^{\mathbf{X}, \beta}(0, \cdot)\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}+\left\|u_{0}-\widetilde{u}^{\mathbf{X}, \beta}(0, \cdot)\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}\right)+C_{0} e^{-C \delta \beta},
\end{align*}
$$

where $C_{0}$ is independent of $T$ and

$$
\begin{align*}
& G_{1}:=\int_{\mathbb{R}_{+}} a_{x}\left|p(v)-p\left(\widetilde{v}^{\mathbf{X}, \beta}\right)-\frac{u-\widetilde{u}^{\mathbf{X}, \beta}}{2 C_{*}}\right|^{2} d x, \quad G^{S}:=\int_{\mathbb{R}_{+}}\left|\widetilde{u}_{x}^{\mathbf{X}, \beta} \| u-\widetilde{u}^{\mathbf{X}, \beta}\right|^{2} d x, \\
& D_{v_{1}}:=\int_{\mathbb{R}_{+}}\left|\left(p(v)-p\left(\widetilde{v}^{\mathbf{X}, \beta}\right)\right)_{x}\right|^{2} d x,  \tag{3.7}\\
& D_{u_{1}}:=\int_{\mathbb{R}_{+}}\left|\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{x}\right|^{2} d x, \quad D_{u_{2}}:=\int_{\mathbb{R}_{+}}\left|\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{x x}\right|^{2} d x,
\end{align*}
$$

where $x$ is replaced by $\xi$ for the inflow problem.
In particular, for all $0 \leq t \leq T$,

$$
\begin{equation*}
|\dot{\mathbf{X}}(t)| \leq C_{0}\left\|\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)(t, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}_{+}\right)} \tag{3.8}
\end{equation*}
$$

3.4. Proof of Theorem 1.1 and Theorem 1.2. Based on Propositions 3.1 and 3.2, we use the continuation argument to prove the global-in-time existence of perturbations. We also use Proposition 3.2 to prove the long-time behavior. Those proofs are similar to that of the previous articles (e.g. [4, 14). Therefore, we present them in Appendix, and complete the proofs of Theorem 1.1 and Theorem 1.2 .

Therefore, it only remains to prove the main Proposition 3.2, We will present detailed proofs of Proposition 3.2 for the impermeable case in Section 4 and Section 5. Since the proof of Proposition 3.2 for the inflow case shares a lot of parts with the impermeable case, we will only provide estimates for some new terms in Section 6,

## 4. Relative Entropy estimates for the impermeable wall problem

In this section, we obtain estimates on the $L^{2}$-norms of the perturbation for the impermeable wall problem, by using the method of $a$-contraction with shift. In what follows, we suppress the
dependency on the shift $\mathbf{X}$ and $\beta$, that is, we will use the following concise notation with no confusion:

$$
\begin{aligned}
& a(t, x)=a(x-\sigma t-\mathbf{X}(t)-\beta), \\
& \widetilde{v}(t, x)=\widetilde{v}^{\mathbf{X}, \beta}(t, x)=\widetilde{v}(x-\sigma t-\mathbf{X}(t)-\beta), \\
& \widetilde{u}(t, x)=\widetilde{u}^{\mathbf{X}, \beta}(t, x)=\widetilde{u}(x-\sigma t-\mathbf{X}(t)-\beta) .
\end{aligned}
$$

In the remaining part, $C$ denotes a positive $O(1)$-constant that may change from line to line, but is independent of the parameters $\delta, \varepsilon, \beta$ and the time $T$.
The goal of this section is to prove the following lemma.
Lemma 4.1. Under the hypothesis of Proposition 3.2, there exists a positive constant $C$ such that for all $t \in[0, T]$,

$$
\begin{align*}
\| v & -\widetilde{v}\left\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\right\| u-\widetilde{u} \|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\int_{0}^{t}\left(\delta|\dot{\mathbf{X}}(s)|^{2}+G_{1}+G^{S}+D_{u_{1}}\right) d s \\
& \leq C\left(\left\|v_{0}-\widetilde{v}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\left\|u_{0}-\widetilde{u}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}\right)+C e^{-C \delta \beta}+C \varepsilon^{2} \int_{0}^{t}\left\|(u-\widetilde{u})_{x x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2} d s, \tag{4.1}
\end{align*}
$$

where $G_{1}, G^{S}$, and $D_{u_{1}}$ are the terms defined in (3.7).
4.1. Weighted relative entropy estimate. To prove Lemma 4.1, we use the celebrated relative entropy method introduced by Dafermos and DiPerna [1, 2]. To this end, we rewrite the system (1.4) into the general form of viscous hyperbolic conservation laws:

$$
\begin{equation*}
\partial_{t} U+\partial_{x} A(U)=\partial_{x}\left(M(U) \partial_{x} \nabla \eta(U)\right) \tag{4.2}
\end{equation*}
$$

where

$$
U:=\binom{v}{u}, \quad A(U):=\binom{-u}{p(v)} .
$$

Here the entropy $\eta$ of the system (4.2) is given by $\eta(U):=\frac{u^{2}}{2}+Q(v)$, where $Q(v)=\frac{v^{-\gamma+1}}{\gamma+1}$, i.e., $Q^{\prime}(v)=-p(v)$ and the matrix $M(U)$ is given by

$$
M(U):=\left(\begin{array}{cc}
0 & 0 \\
0 & \frac{1}{v}
\end{array}\right) .
$$

Similarly, the shifted viscous shock wave

$$
\widetilde{U}(t, x):=\binom{\widetilde{v}(t, x)}{\widetilde{u}(t, x)}
$$

satisfies a similar system given as

$$
\begin{equation*}
\partial_{t} \widetilde{U}+\partial_{x} A(\widetilde{U})=\partial_{x}\left(M(\widetilde{U}) \partial_{x} \nabla \eta(\widetilde{U})\right)-\dot{\mathbf{X}} \partial_{x} \widetilde{U} \tag{4.3}
\end{equation*}
$$

To estimate the difference between $U$ and $\widetilde{U}$, we use the relative entropy as a measurement of the difference. The relative entropy functional is defined as

$$
\eta(U \mid V)=\eta(U)-\eta(V)-\nabla \eta(V)(U-V),
$$

and the relative flux is given by

$$
A(U \mid V)=A(U)-A(V)-\nabla A(V)(U-V)
$$

Finally, let $G(\cdot ; \cdot \cdot)$ be the relative entropy flux defined as

$$
G(U ; V)=G(U)-G(V)-\nabla \eta(V)(A(U)-A(V)),
$$

where $G$ is the entropy flux of $\eta$, i.e., $\partial_{i} G(U)=\sum_{k=1}^{2} D_{k} \eta(U) \partial_{i} A_{k}(U)$ for $i=1,2$. For the system (4.2), a straight computation yields

$$
\begin{equation*}
\eta(U \mid \widetilde{U})=\frac{|u-\widetilde{u}|^{2}}{2}+Q(v \mid \widetilde{v}), \quad A(U \mid \widetilde{U})=\binom{0}{p(v \mid \widetilde{v})}, \quad G(U ; \widetilde{U})=(p(v)-p(\widetilde{v}))(u-\widetilde{u}) . \tag{4.4}
\end{equation*}
$$

Below, we will estimate the relative entropy, weighted by the function $a$ in (3.1), between the solution $U(t, x)$ of (4.2) and the shifted viscous shock wave $\widetilde{U}(t, x)$ of (4.3).

Lemma 4.2. Let a be the weight function defined in (3.1), $U$ be a solution to (4.2) and $\tilde{U}$ be the shifted shock wave satisfying (4.3). Then,

$$
\begin{equation*}
\left.\left.\frac{d}{d t} \int_{\mathbb{R}_{+}} a(t, x) \eta(U(t, x)) \right\rvert\, \widetilde{U}(t, x)\right) d x=\dot{\mathbf{X}}(t) \mathbf{Y}+\mathcal{J}^{\text {bad }}-\mathcal{J}^{\text {good }}+\mathcal{P}, \tag{4.5}
\end{equation*}
$$

where

$$
\begin{align*}
\mathbf{Y}:= & -\int_{\mathbb{R}_{+}} a_{x} \eta(U \mid \widetilde{U}) d x+\int_{\mathbb{R}_{+}} a \nabla^{2} \eta(\widetilde{U})(\widetilde{U})_{x}(U-\widetilde{U}) d x, \\
\mathcal{J}^{\text {bad }}:= & \int_{\mathbb{R}_{+}} a_{x}(p(v)-p(\widetilde{v}))(u-\widetilde{u}) d x-\int_{\mathbb{R}_{+}} a \widetilde{u}_{x} p(v \mid \widetilde{v}) d x \\
& -\int_{\mathbb{R}_{+}} a_{x} \frac{u-\widetilde{u}}{v} \partial_{x}(u-\widetilde{u}) d x+\int_{\mathbb{R}_{+}} a_{x}(u-\widetilde{u})(v-\widetilde{v}) \frac{\partial_{x} \widetilde{u}}{v \widetilde{v}} d x \\
& +\int_{\mathbb{R}_{+}} a \partial_{x}(u-\widetilde{u}) \frac{v-\widetilde{v}}{v \widetilde{v}} \partial_{x} \widetilde{u} d x,  \tag{4.6}\\
\mathcal{J}^{\text {good }}:= & \frac{\sigma}{2} \int_{\mathbb{R}_{+}} a_{x}|u-\widetilde{u}|^{2} d x+\sigma \int_{\mathbb{R}_{+}} a_{x} Q(v \mid \widetilde{v}) d x \\
& +\int_{\mathbb{R}_{+}} \frac{a}{v}\left|\partial_{x}(u-\widetilde{u})\right|^{2} d x, \\
\mathcal{P}:= & {\left[-a \widetilde{u}(p(v)-p(\widetilde{v}))+a \widetilde{u} \frac{\left(u_{x}-\widetilde{u}_{x}\right)}{v}-a \widetilde{u}(v-\widetilde{v}) \frac{\widetilde{u}_{x}}{v \widetilde{v}}\right]_{x=0} . }
\end{align*}
$$

Remark 4.1. Since $a_{x}>0$, the terms in $\mathcal{J}^{\text {good }}$ have positive signs as good terms, while the signs of the terms in $\mathcal{J}^{\text {bad }}$ are indefinite. Moreover, the terms in $\mathcal{P}$ come from the boundary value, when we take the integration-by-parts from $x=0$ to $x=+\infty$.

Proof. Following the same computations as in [11, Lemma 2.3], it holds from (4.2) and (4.3) that

$$
\frac{d}{d t} \int_{\mathbb{R}_{+}} a \eta(U \mid \widetilde{U}) d x=\dot{\mathbf{X}}(t) \mathbf{Y}-\sigma \int_{\mathbb{R}_{+}} a_{x} \eta(U \mid \widetilde{U}) d x+\sum_{i=1}^{5} I_{i},
$$

where

$$
\begin{align*}
& I_{1}:=-\int_{\mathbb{R}_{+}} a \partial_{x} G(U ; \widetilde{U}) d x, \\
& I_{2}:=-\int_{\mathbb{R}_{+}} a \partial_{x} \nabla \eta(\widetilde{U}) A(U \mid \widetilde{U}) d x, \\
& I_{3}:=\int_{\mathbb{R}_{+}} a(\nabla \eta(U)-\nabla \eta(\widetilde{U})) \partial_{x}\left(M(U) \partial_{x}(\nabla \eta(U)-\nabla \eta(\widetilde{U})) d x,\right.  \tag{4.7}\\
& I_{4}:=\int_{\mathbb{R}_{+}} a(\nabla \eta(U)-\nabla \eta(\widetilde{U})) \partial_{x}\left((M(U)-M(\widetilde{U})) \partial_{x} \nabla \eta(\widetilde{U})\right) d x, \\
& I_{5}:=\int_{\mathbb{R}_{+}} a(\nabla \eta)(U \mid \widetilde{U}) \partial_{x}\left(M(\widetilde{U}) \partial_{x} \nabla \eta(\widetilde{U})\right) d x .
\end{align*}
$$

Although the overall estimates for $I_{i}$ for $i=1,2, \ldots, 5$ are the same as in the previous literature, e.g., [11], we present the estimates on them for the readers' convenience, especially taking care of the boundary terms.

- (Estimate of $I_{1}$ ): We use the definition of $G(\cdot ; \cdot)$ in (4.4), boundary condition $u(t, 0)=0$, and integration-by-parts to derive

$$
\begin{aligned}
I_{1} & =\int_{\mathbb{R}_{+}} a_{x} G(U ; \widetilde{U}) d x+[a G(U ; \widetilde{U})]_{x=0} \\
& =\int_{\mathbb{R}_{+}} a_{x}(p(v)-p(\widetilde{v}))(u-\widetilde{u}) d x-a(t, 0) \widetilde{u}(t, 0)(p(v(t, 0))-p(\widetilde{v}(t, 0)))
\end{aligned}
$$

- (Estimate of $\left.I_{2}\right)$ : Using the definition of $A(U \mid \widetilde{U})$ in (4.4), we have

$$
I_{2}=-\int_{\mathbb{R}_{+}} a \widetilde{u}_{x} p(v \mid \widetilde{v}) d x
$$

- (Estimates of $I_{3}$ and $I_{4}$ ): As in the estimate of $I_{1}$, we use integration-by-parts to obtain

$$
\begin{aligned}
I_{3}= & \int_{\mathbb{R}_{+}} a(u-\widetilde{u}) \partial_{x}\left(\frac{1}{v} \partial_{x}(u-\widetilde{u})\right) d x \\
= & -\int_{\mathbb{R}_{+}} \frac{a}{v}\left|\partial_{x}(u-\widetilde{u})\right|^{2} d x-\int_{\mathbb{R}_{+}} a_{x} \frac{u-\widetilde{u}}{v} \partial_{x}(u-\widetilde{u}) d x \\
& +a(t, 0) \widetilde{u}(t, 0) \frac{\left(u_{x}(t, 0)-\widetilde{u}_{x}(t, 0)\right)}{v(t, 0)}
\end{aligned}
$$

and

$$
\begin{aligned}
I_{4}= & \int_{\mathbb{R}_{+}} a(u-\widetilde{u}) \partial_{x}\left(\frac{\widetilde{v}-v}{v \widetilde{v}} \partial_{x} \widetilde{u}\right) d x \\
= & \int_{\mathbb{R}_{+}} a_{x}(u-\widetilde{u})(v-\widetilde{v}) \frac{\partial_{x} \widetilde{u}}{v \widetilde{v}} d x+\int_{\mathbb{R}_{+}} a \partial_{x}(u-\widetilde{u}) \frac{v-\widetilde{v}}{v \widetilde{v}} \partial_{x} \widetilde{u} d x \\
& -a(t, 0) \widetilde{u}(t, 0)(v(t, 0)-\widetilde{v}(t, 0)) \frac{\widetilde{u}_{x}(t, 0)}{v(t, 0) \widetilde{v}(t, 0)}
\end{aligned}
$$

- (Estimate of $\left.I_{5}\right)$ : Finally, it can be directly obtained that $I_{5}=0$.

Therefore, combining the estimates on $I_{i}$ for $i=1,2, \ldots, 5$, we obtain

$$
\begin{aligned}
& \frac{d}{d t} \int_{\mathbb{R}_{+}} a(t, x) \eta(U(t, x) \mid \widetilde{U}(t, x)) d x \\
& =\dot{\mathbf{X}}(t) \mathbf{Y}+\int_{\mathbb{R}_{+}} a_{x}(p(v)-p(\widetilde{v}))(u-\widetilde{u}) d x-\int_{\mathbb{R}_{+}} a \widetilde{u}_{x} p(v \mid \widetilde{v}) d x \\
& \quad-\int_{\mathbb{R}_{+}} a_{x} \frac{u-\widetilde{u}}{v} \partial_{x}(u-\widetilde{u}) d x+\int_{\mathbb{R}_{+}} a_{x}(u-\widetilde{u})(v-\widetilde{v}) \frac{\partial_{x} \widetilde{u}}{v \widetilde{v}} d x+\int_{\mathbb{R}_{+}} a \partial_{x}(u-\widetilde{u}) \frac{v-\widetilde{v}}{v \widetilde{v}} \partial_{x} \widetilde{u} d x \\
& \quad-\frac{\sigma}{2} \int_{\mathbb{R}_{+}} a_{x}|u-\widetilde{u}|^{2} d x-\sigma \int_{\mathbb{R}_{+}} a_{x} Q(v \mid \widetilde{v}) d x-\int_{\mathbb{R}_{+}} \frac{a}{v}\left|\partial_{x}(u-\widetilde{u})\right|^{2} d x \\
& \quad+\left[-a \widetilde{u}(p(v)-p(\widetilde{v}))+a \widetilde{u} \frac{\left(u_{x}-\widetilde{u}_{x}\right)}{v}-a \widetilde{u}(v-\widetilde{v}) \frac{\widetilde{u}_{x}}{v \widetilde{v}}\right]_{x=0} \\
& =\dot{\mathbf{X}}(t) \mathbf{Y}+\mathcal{J}^{\text {bad }}-\mathcal{J}^{\text {good }}+\mathcal{P} .
\end{aligned}
$$

4.2. Maximization on $p(v)-p(\widetilde{v})$. Our strategy is to control the bad terms $\mathcal{J}^{\text {bad }}$ on the righthand side of (4.5) by using the good terms $\mathcal{J}^{\text {good }}$. However, the most troubling one among the terms in $\mathcal{J}^{\text {bad }}$ is

$$
\int_{\mathbb{R}_{+}} a_{x}(p(v)-p(\widetilde{v}))(u-\widetilde{u}) d x
$$

where the perturbation $p(v)-p(\widetilde{v})$ and $u-\widetilde{u}$ are coupled. Therefore, to decouple those perturbations, we will rewrite $\mathcal{J}^{\text {bad }}$ into the maximized representation in terms of $p(v)-p(\widetilde{v})$. We will use the following lemma, which is exactly the same as [5, Lemma 4.3].
Lemma 4.3. [5, Lemma 4.3] For any $\delta>0$ small enough, let $C_{*}$ be the constant as

$$
C_{*}:=\frac{1}{2}\left(\frac{1}{\sigma_{l}}-\sqrt{\delta} \frac{\gamma+1}{\gamma} \frac{1}{p\left(v_{-}\right)}\right), \quad \sigma_{l}:=\sqrt{-p^{\prime}\left(v_{-}\right)} .
$$

Then we have

$$
\begin{aligned}
&-\int_{\mathbb{R}_{+}} a \widetilde{u}_{x} p(v \mid \widetilde{v}) d x-\sigma \int_{\mathbb{R}_{+}} a_{x} Q(v \mid \widetilde{v}) d x \\
& \leq-C_{*} \int_{\mathbb{R}_{+}} a_{x}|p(v)-p(\widetilde{v})|^{2} d x \\
&+C \delta \int_{\mathbb{R}_{+}} a_{x}|p(v)-p(\widetilde{v})|^{2} d x+C \int_{\mathbb{R}_{+}} a_{x}|p(v)-p(\widetilde{v})|^{3} d x
\end{aligned}
$$

Using Lemma 4.3 and the quadratic structure with respect to $p(v)-p(\widetilde{v})$, we can represent $\mathcal{J}^{\text {bad }}-\mathcal{J}^{\text {good }}$ in the another form.
Lemma 4.4. For $\mathcal{J}^{\text {bad }}$ and $\mathcal{J}^{\text {good }}$ defined in (4.6), we have

$$
\mathcal{J}^{\text {bad }}-\mathcal{J}^{\text {good }} \leq \mathcal{B}-\mathcal{G},
$$

where

$$
\begin{aligned}
\mathcal{B}:= & \frac{1}{4 C_{*}} \int_{\mathbb{R}_{+}} a_{x}|u-\widetilde{u}|^{2} d x+C \delta \int_{\mathbb{R}_{+}} a_{x}|p(v)-p(\widetilde{v})|^{2} d x+C \int_{\mathbb{R}_{+}} a_{x}|p(v)-p(\widetilde{v})|^{3} d x \\
& -\int_{\mathbb{R}_{+}} a_{x} \frac{u-\widetilde{u}}{v} \partial_{x}(u-\widetilde{u}) d x+\int_{\mathbb{R}_{+}} a_{x} \frac{(u-\widetilde{u})(v-\widetilde{v}) \partial_{x} \widetilde{u}}{v \widetilde{v}} d x+\int_{\mathbb{R}_{+}} a \partial_{x}(u-\widetilde{u}) \frac{(v-\widetilde{v}) \partial_{x} \widetilde{u}}{v \widetilde{v}} d x \\
\mathcal{G}:= & C_{*} \int_{\mathbb{R}_{+}} a_{x}\left|p(v)-p(\widetilde{v})-\frac{u-\widetilde{u}}{2 C_{*}}\right|^{2} d x+\frac{\sigma}{2} \int_{\mathbb{R}_{+}} a_{x}|u-\widetilde{u}|^{2} d x+\int_{\mathbb{R}_{+}} \frac{a}{v}\left|\partial_{x}(u-\widetilde{u})\right|^{2} d x .
\end{aligned}
$$

Again, since $\sigma>0, a_{x}>0$, and $a>0$, the terms in $\mathcal{G}$ have positive sign.
Proof. Let $J_{1}$ and $J_{2}$ be the first and second term of $\mathcal{J}^{\text {bad }}$, and let $J_{3}$ be the second term of $\mathcal{J}^{\text {good }}$ :

$$
J_{1}:=\int_{\mathbb{R}_{+}} a_{x}(p(v)-p(\widetilde{v}))(u-\widetilde{u}) d x, \quad J_{2}:=-\int_{\mathbb{R}_{+}} a \widetilde{u}_{x} p(v \mid \widetilde{v}) d x, \quad J_{3}:=\sigma \int_{\mathbb{R}_{+}} a_{x} Q(v \mid \widetilde{v}) d x
$$

Then, we use Lemma 4.3 to derive

$$
\begin{align*}
J_{1}+J_{2}-J_{3} \leq & \int_{\mathbb{R}_{+}} a_{x}(p(v)-p(\widetilde{v}))(u-\widetilde{u}) d x-C_{*} \int_{\mathbb{R}_{+}} a_{x}|p(v)-p(\widetilde{v})|^{2} d x \\
& +C \delta \int_{\mathbb{R}_{+}} a_{x}|p(v)-p(\widetilde{v})|^{2} d x+C \int_{\mathbb{R}_{+}} a_{x}|p(v)-p(\widetilde{v})|^{3} d x \tag{4.8}
\end{align*}
$$

However, since the first two terms in the right-hand side of (4.8) can be rewritten by using the quadratic structure of $p(v)-p(\widetilde{v})$ as

$$
\begin{aligned}
& \int_{\mathbb{R}_{+}} a_{x}(p(v)-p(\widetilde{v}))(u-\widetilde{u}) d x-C_{*} \int_{\mathbb{R}_{+}} a_{x}|p(v)-p(\widetilde{v})|^{2} d x \\
& =\int_{\mathbb{R}_{+}} a_{x}\left[-C_{*}\left((p(v)-\widetilde{p}(v))^{2}-\frac{(p(v)-p(\widetilde{v}))(u-\widetilde{u})}{C_{*}}+\frac{(u-\widetilde{u})^{2}}{4 C^{*}}\right)+\frac{(u-\widetilde{u})^{2}}{4 C_{*}}\right] d x \\
& =\int_{\mathbb{R}_{+}} a_{x}\left[-C_{*}\left((p(v)-p(\widetilde{v}))-\frac{u-\widetilde{u}}{2 C_{*}}\right)^{2}+\frac{(u-\widetilde{u})^{2}}{4 C_{*}}\right] d x .
\end{aligned}
$$

Since the other terms in $\mathcal{J}^{\text {bad }}$ and $\mathcal{J}^{\text {good }}$ are unchanged, we obtain the desired inequality.
4.3. Bound for shift. Applying Lemma 2.2 to (3.8), and using $\left|(\widetilde{v})^{\prime}\right| \sim\left|(\widetilde{u})^{\prime}\right|$, we have

$$
\begin{aligned}
|\dot{\mathbf{X}}(t)| & \leq \frac{C}{\delta}\left(\|\left(v-\widetilde{v}(t, \cdot)\left\|_{L^{\infty}\left(\mathbb{R}_{+}\right)}+\right\|\left(u-\widetilde{u}(t, \cdot) \|_{L^{\infty}\left(\mathbb{R}_{+}\right)}\right) \int_{\mathbb{R}_{+}}\left|\widetilde{v}_{x}\right| d x\right.\right. \\
& \leq C\left(\|\left(v-\widetilde{v}(t, \cdot)\left\|_{L^{\infty}\left(\mathbb{R}_{+}\right)}+\right\|\left(u-\widetilde{u}(t, \cdot) \|_{L^{\infty}\left(\mathbb{R}_{+}\right)}\right)\right.\right.
\end{aligned}
$$

which yields (3.8).
4.4. Estimate on the boundary terms. Compared to the previous results [4, 14] on the largetime behaviors on $\mathbb{R}$, the most prominent difference is the presence of the boundary terms $\mathcal{P}$. Since the terms in $\mathcal{P}$ are pointwise values at $x=0$, they should be treated separately. In the following lemma, we provide the time integration of the boundary terms can be controlled by the constant shift $\beta$ and the second-order term of $u-\widetilde{u}$.

Lemma 4.5. There exists $C>0$ independent of $\delta$ such that

$$
\left|\int_{0}^{t} \mathcal{P} d s\right| \leq C e^{-C \delta \beta}+C \varepsilon^{2} \int_{0}^{t}\left\|(u-\widetilde{u})_{x x}\right\|_{L^{2}(\mathbb{R}+)}^{2} d s
$$

for all $t \in[0, T]$.
Proof. First, using (3.8), the a priori assumption (3.5) with Sobolev inequality and the smallness of $\varepsilon$, we have

$$
|\dot{\mathbf{X}}(t)| \leq C \varepsilon \leq \frac{\sigma}{2}, \quad t \leq T
$$

and so

$$
|\mathbf{X}(t)| \leq \frac{\sigma}{2} t, \quad t \leq T,
$$

which yields

$$
\begin{equation*}
-\sigma t-\mathbf{X}(t)-\beta \leq-\frac{\sigma}{2} t-\beta<0, \quad t \leq T \tag{4.9}
\end{equation*}
$$

We split the boundary terms into three parts as

$$
\begin{aligned}
\mathcal{P} & =[-a \widetilde{u}(p(v)-p(\widetilde{v}))]_{x=0}+\left[a \widetilde{u} \frac{\left(u_{x}-\widetilde{u}_{x}\right)}{v}\right]_{x=0}+\left[-a \widetilde{u}(v-\widetilde{v}) \frac{\widetilde{u}_{x}}{v \widetilde{v}}\right]_{x=0} \\
& =: \mathcal{P}_{1}+\mathcal{P}_{2}+\mathcal{P}_{3} .
\end{aligned}
$$

We first use (2.1) and (4.9) to have

$$
\begin{equation*}
|\widetilde{u}(t, 0)|=\left|\widetilde{u}(-\sigma t-\mathbf{X}(t)-\beta)-u_{-}\right| \leq C \delta e^{-C \delta|-\sigma t-\mathbf{X}(t)-\beta|}=C \delta e^{-C \delta t} e^{-C \delta \beta} . \tag{4.10}
\end{equation*}
$$

Then we use (3.5) to estimate $\mathcal{P}_{1}$ as

$$
\left|\int_{0}^{t} \mathcal{P}_{1} d s\right| \leq C\|p(v)-p(\widetilde{v})\|_{L^{\infty}\left(\mathbb{R}_{+}\right)} \int_{0}^{t}|\widetilde{u}(s, 0)| d s \leq C \varepsilon e^{-C \delta \beta}
$$

Using the interpolation inequality, Young's inequality and (3.5), we obtain

$$
\begin{aligned}
\left|\int_{0}^{t} \mathcal{P}_{2}(U) d s\right| & \left.=\left|\int_{0}^{t} \frac{a}{v}(u-\widetilde{u})(u-\widetilde{u})_{x}\right|_{x=0} d s \right\rvert\, \\
& \leq C \int_{0}^{t}|\widetilde{u}(s, 0)|\left\|(u-\widetilde{u})_{x}\right\|_{L^{\infty}\left(\mathbb{R}_{+}\right)} d s \\
& \leq C \int_{0}^{t}|\widetilde{u}(s, 0)|^{\frac{4}{3}} d s+C \int_{0}^{t}\left\|(u-\widetilde{u})_{x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}\left\|(u-\widetilde{u})_{x x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2} d s \\
& \leq C \delta^{\frac{1}{3}} e^{-C \delta \beta}+C \varepsilon^{2} \int_{0}^{t}\left\|(u-\widetilde{u})_{x x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2} d s .
\end{aligned}
$$

Likewise, since

$$
\left|\widetilde{u}_{x}(t, 0)\right|=\left|\widetilde{u}^{\prime}(-\sigma t-\mathbf{X}(t)-\beta)\right| \leq C \delta^{2} e^{-C \delta t} e^{-C \delta \beta},
$$

we have

$$
\left|\int_{0}^{t} \mathcal{P}_{3} d s\right| \leq C\|v-\widetilde{v}\|_{L^{\infty}} \int_{0}^{t}\left|\left[\frac{\widetilde{u} \widetilde{u}_{x}}{v \widetilde{v}}\right]_{x=0}\right| d s \leq C \varepsilon \delta^{2} e^{-C \delta \beta} .
$$

Combining the estimates on $\mathcal{P}_{i}$ for $i=1,2,3$, we finally derive

$$
\left|\int_{0}^{t} \mathcal{P} d s\right| \leq C e^{-C \delta \beta}+C \varepsilon^{2} \int_{0}^{t}\left\|(u-\widetilde{u})_{x x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2} d s
$$

4.5. Proof of Lemma 4.1. We now provide the proof of Lemma 4.1. It follows from the results of Lemma 4.2 and Lemma 4.4 that

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathbb{R}_{+}} a \eta(U \mid \widetilde{U}) d x \leq \dot{\mathbf{X}}(t) \mathbf{Y}+\mathcal{B}-\mathcal{G}+\mathcal{P} . \tag{4.11}
\end{equation*}
$$

We split the bad terms $\mathcal{B}$ and the good terms $\mathcal{G}$ as follows:

$$
\mathcal{B}:=\sum_{i=1}^{6} B_{i}, \quad \mathcal{G}:=G_{1}+G_{2}+D
$$

where

$$
\begin{aligned}
B_{1} & :=\frac{1}{4 C^{*}} \int_{\mathbb{R}_{+}} a_{x}|u-\widetilde{u}|^{2} d x, \quad B_{2}:=-\int_{\mathbb{R}_{+}} a_{x} \frac{u-\widetilde{u}}{v} \partial_{x}(u-\widetilde{u}) d x \\
B_{3} & :=\int_{\mathbb{R}_{+}} a_{x}(u-\widetilde{u})(v-\widetilde{v}) \frac{\partial_{x} \widetilde{u}}{v \widetilde{v}} d x, \quad B_{4}:=\int_{\mathbb{R}_{+}} a \partial_{x}(u-\widetilde{u}) \frac{v-\widetilde{v}}{v \widetilde{v}} \partial_{x} \widetilde{u} d x \\
B_{5} & :=C \delta \int_{\mathbb{R}_{+}} a_{x}|p(v)-p(\widetilde{v})|^{2} d x, \quad B_{6}:=C \int_{\mathbb{R}_{+}} a_{x}|p(v)-p(\widetilde{v})|^{3} d x
\end{aligned}
$$

and

$$
\begin{aligned}
G_{1} & :=C_{*} \int_{\mathbb{R}_{+}} a_{x}\left|p(v)-p(\widetilde{v})-\frac{u-\widetilde{u}}{2 C^{*}}\right|^{2} d x, \quad G_{2}:=\frac{\sigma}{2} \int_{\mathbb{R}_{+}} a_{x}|u-\widetilde{u}|^{2} d x \\
D & :=\int_{\mathbb{R}_{+}} \frac{a}{v}\left|\partial_{x}(u-\widetilde{u})\right|^{2} d x
\end{aligned}
$$

Moreover, we also split the term $\mathbf{Y}$ as

$$
\begin{aligned}
\mathbf{Y} & =-\int_{\mathbb{R}_{+}} a_{x} \eta(U \mid \widetilde{U}) d x+\int_{\mathbb{R}_{+}} a \nabla^{2} \eta(\widetilde{U}) \widetilde{U}_{x}(U-\widetilde{U}) d x \\
& =-\int_{\mathbb{R}_{+}} a_{x}\left(\frac{|u-\widetilde{u}|^{2}}{2}+Q(v \mid \widetilde{v})\right) d x+\int_{\mathbb{R}_{+}} a \widetilde{u}_{x}(u-\widetilde{u}) d x-\int_{\mathbb{R}_{+}} a p^{\prime}(\widetilde{v}) \widetilde{v}_{x}(v-\widetilde{v}) d x \\
& =\sum_{i=1}^{6} \mathbf{Y}_{i}
\end{aligned}
$$

where

$$
\begin{aligned}
& \mathbf{Y}_{1}:=\int_{\mathbb{R}_{+}} a \widetilde{u}_{x}(u-\widetilde{u}) d x, \quad \mathbf{Y}_{2}:=\frac{1}{\sigma} \int_{\mathbb{R}_{+}} a p^{\prime}(\widetilde{v}) \widetilde{v}_{x}(u-\widetilde{u}) d x \\
& \mathbf{Y}_{3}:=-\frac{1}{2} \int_{\mathbb{R}_{+}} a_{x}\left(u-\widetilde{u}-2 C_{*}(p(v)-p(\widetilde{v}))\right)\left(u-\widetilde{u}+2 C_{*}(p(v)-p(\widetilde{v}))\right) d x \\
& \mathbf{Y}_{4}:=-2 C_{*}^{2} \int_{\mathbb{R}_{+}} a_{x}(p(v)-p(\widetilde{v}))^{2} d x-\int_{\mathbb{R}_{+}} a_{x} Q(v \mid \widetilde{v}) d x \\
& \mathbf{Y}_{5}:=-\int_{\mathbb{R}_{+}} a p^{\prime}(\widetilde{v}) \widetilde{v}_{x}\left(v-\widetilde{v}+\frac{2 C_{*}}{\sigma}(p(v)-p(\widetilde{v}))\right) d x \\
& \mathbf{Y}_{6}:=\int_{\mathbb{R}_{+}} a p^{\prime}(\widetilde{v}) \widetilde{v}_{x} \frac{2 C_{*}}{\sigma}\left(p(v)-p(\widetilde{v})-\frac{u-\widetilde{u}}{2 C_{*}}\right) d x
\end{aligned}
$$

Now, the ODE in (3.3) can be written as

$$
\dot{\mathbf{X}}(t)=-\frac{M}{\delta}\left(\mathbf{Y}_{1}+\mathbf{Y}_{2}\right)
$$

which implies

$$
\dot{\mathbf{X}}(t) \mathbf{Y}=-\frac{\delta}{M}|\dot{\mathbf{X}}(t)|^{2}+\dot{\mathbf{X}}(t) \sum_{i=3}^{6} \mathbf{Y}_{i}
$$

Therefore, the right-hand side of (4.11) can be written as follows:

$$
\begin{align*}
\frac{d}{d t} \int_{\mathbb{R}_{+}} a \eta(U \mid \widetilde{U}) d x= & \underbrace{-\frac{\delta}{2 M}|\dot{\mathbf{X}}|^{2}+B_{1}-G_{2}-\frac{3}{4} D}_{=: \mathcal{R}_{1}} \\
& \underbrace{-\frac{\delta}{2 M}|\dot{\mathbf{X}}|^{2}+\dot{\mathbf{X}} \sum_{i=3}^{6} \mathbf{Y}_{i}+\sum_{i=2}^{6} B_{i}-G_{1}-\frac{D}{4}}_{:=\mathcal{R}_{2}}+\mathcal{P} \tag{4.12}
\end{align*}
$$

Observe that, the definition (3.3) of shift $\mathbf{X}$ is motivated by the above decomposition. Among the bad terms $B_{i}$, the first term $B_{1}$ is the worst term to be controlled, as the other bad terms are comparably small, thanks to the smallness of the perturbation or shock strength. Therefore, estimating $\mathcal{R}_{1}$ would be the main issue, which uses a careful analysis and sharp Poincaré-type inequality in Lemma [2.3]. After obtaining the estimates for $\mathcal{R}_{1}$, the estimate on $\mathcal{R}_{2}$ can be obtained in a straightforward manner.
4.5.1. Estimate of $\mathcal{R}_{1}$. We first focus on obtaining the following estimate on $\mathcal{R}_{1}$.

Lemma 4.6. For sufficiently large $\beta>0$, there exists a constant $C_{1}>0$ independent of $\delta$ such that

$$
\begin{equation*}
\mathcal{R}_{1}=-\frac{\delta}{2 M}|\dot{\mathbf{X}}|^{2}+B_{1}-G_{2}-\frac{3}{4} D \leq-C_{1} \int_{\mathbb{R}_{+}}\left|\widetilde{u}_{x} \| u-\widetilde{u}\right|^{2} d x=:-C_{1} G^{S} \tag{4.13}
\end{equation*}
$$

Proof. Since $\mathbf{X}$ is bounded by (3.8), for a fixed $t \in[0, T]$, we consider a change of variable $x \mapsto y$ as

$$
\begin{equation*}
y:=\frac{u_{-}-\widetilde{u}(x-\sigma t-\mathbf{X}(t)-\beta)}{\delta}=-\frac{\widetilde{u}(x-\sigma t-\mathbf{X}(t)-\beta)}{\delta} . \tag{4.14}
\end{equation*}
$$

Indeed, the map $x \mapsto y=y(x)$ is one-to-one and increasing function satisfying

$$
\frac{d y}{d x}=-\frac{\widetilde{u}_{x}(x-\sigma t-\mathbf{X}(t)-\beta)}{\delta}>0, \quad \lim _{x \rightarrow 0} y=y_{0}, \quad \lim _{x \rightarrow+\infty} y=1
$$

where

$$
y_{0}:=\frac{-\widetilde{u}(-\sigma t-\mathbf{X}(t)-\beta)}{\delta}>0 .
$$

As in (4.10), we have

$$
\begin{equation*}
y_{0} \leq C e^{-C \delta|\sigma t+\mathbf{X}(t)+\beta|} \leq C e^{-C \delta \beta}, \tag{4.15}
\end{equation*}
$$

which implies that $y_{0}$ can be chosen arbitrary small by taking large $\beta$. In particular, we choose large enough $\beta$ so that $y_{0}<\frac{1}{6}$. Moreover, we represent the perturbation $u-\widetilde{u}$ in terms of the variable $y$ as

$$
f(y):=(u(t, \cdot)-\widetilde{u}(\cdot-\sigma t-\mathbf{X}(t)-\beta)) \circ y^{-1} .
$$

We also note that the weight function $a$ defined in (3.1) implies that $a(t, x)=1+\sqrt{\delta} y$ and therefore $\partial_{x} a=\sqrt{\delta}(d y / d x)$. Below, we will get a sharp estimate for each term of $\mathcal{R}_{1}$ separately.

In the sharp estimates, we will use the following $O(1)$-constants:

$$
\begin{equation*}
\sigma_{l}:=\sqrt{-p^{\prime}\left(v_{-}\right)}, \quad \alpha_{l}:=\frac{\gamma+1}{2 \gamma \sigma_{l} p\left(v_{-}\right)}, \tag{4.16}
\end{equation*}
$$

which are indeed independent of the shock strength $\delta$. The following approximations for $\sigma_{l}$ will be importantly used:

$$
\begin{equation*}
\left|\sigma-\sigma_{l}\right| \leq C \delta, \quad\left|\sigma_{l}^{2}+p^{\prime}(\widetilde{v})\right| \leq C \delta, \quad\left|\frac{1}{\sigma_{l}^{2}}-\frac{p(\widetilde{v})^{-\frac{1}{\gamma}-1}}{\gamma}\right| \leq C \delta . \tag{4.17}
\end{equation*}
$$

- (Estimate of $-\frac{\delta}{2 M}|\dot{\mathbf{X}}|^{2}$ ): We first represent $\mathbf{Y}_{1}$ and $\mathbf{Y}_{2}$ by using the new variable $y$ as

$$
\begin{aligned}
& \mathbf{Y}_{1}=\int_{\mathbb{R}_{+}} a \widetilde{u}_{x}(u-\widetilde{u}) d x=-\delta \int_{y_{0}}^{1}(1+\sqrt{\delta} y) f d y \\
& \mathbf{Y}_{2}=-\frac{1}{\sigma^{2}} \int_{\mathbb{R}_{+}} a p^{\prime}(\widetilde{v}) \widetilde{u}_{x}(u-\widetilde{u}) d x=\frac{\delta}{\sigma^{2}} \int_{y_{0}}^{1}(1+\sqrt{\delta} y) p^{\prime}(\widetilde{v}) f d y .
\end{aligned}
$$

Therefore, we have

$$
\begin{equation*}
\left|\mathbf{Y}_{1}+\delta \int_{y_{0}}^{1} f d y\right| \leq \delta^{3 / 2} \int_{y_{0}}^{1}|f| d y \tag{4.18}
\end{equation*}
$$

and by using (4.17),

$$
\begin{align*}
\left|\mathbf{Y}_{2}+\delta \int_{y_{0}}^{1} f d y\right| & \leq\left|\mathbf{Y}_{2}-\frac{\delta}{\sigma^{2}} \int_{y_{0}}^{1} p^{\prime}(\widetilde{v}) f d y\right|+\left|\frac{\delta}{\sigma^{2}} \int_{y_{0}}^{1} p^{\prime}(\widetilde{v}) f d y+\delta \int_{y_{0}}^{1} f d y\right| \\
& \leq \frac{\delta^{3 / 2}}{\sigma^{2}} \int_{y_{0}}^{1} y\left|p^{\prime}(\widetilde{v})\right||f| d y+\frac{\delta}{\sigma^{2}} \int_{y_{0}}^{1}\left|\sigma^{2}+p^{\prime}(\widetilde{v})\right||f| d y  \tag{4.19}\\
& \leq C\left(\delta^{3 / 2}+\delta^{2}\right) \int_{y_{0}}^{1}|f| d y \leq C \delta^{3 / 2} \int_{y_{0}}^{1}|f| d y .
\end{align*}
$$

Combining the estimates (4.18) and (4.19), we obtain

$$
\left|\dot{\mathbf{X}}-2 M \int_{y_{0}}^{1} f d y\right|=\left|\sum_{i=1}^{2} \frac{M}{\delta}\left(\mathbf{Y}_{i}+\delta \int_{y_{0}}^{1} f d y\right)\right| \leq C \sqrt{\delta} \int_{y_{0}}^{1}|f| d y
$$

which yields

$$
\left(\left|2 M \int_{y_{0}}^{1} f d y\right|-|\dot{\mathbf{X}}|\right)^{2} \leq C \delta \int_{y_{0}}^{1}|f|^{2} d y
$$

The above inequality and a simple inequality $\frac{p^{2}}{2}-q^{2} \leq(p-q)^{2}$ for all $p, q \in \mathbb{R}$ yield

$$
2 M^{2}\left(\int_{y_{0}}^{1} f d y\right)^{2}-|\dot{\mathbf{X}}|^{2} \leq C \delta \int_{y_{0}}^{1}|f|^{2} d y .
$$

Thus, we obtain

$$
\begin{equation*}
-\frac{\delta}{2 M}|\dot{\mathbf{X}}|^{2} \leq-M \delta\left(\int_{y_{0}}^{1} f d y\right)^{2}+C \delta^{2} \int_{y_{0}}^{1}|f|^{2} d y \tag{4.20}
\end{equation*}
$$

- (Estimates of $B_{1}$ and $G_{2}$ ): Recall that $B_{1}$ and $G_{2}$ are defined as

$$
B_{1}=\frac{1}{4 C_{*}} \int_{\mathbb{R}_{+}} a_{x}|u-\widetilde{u}|^{2} d x, \quad G_{2}=\frac{\sigma}{2} \int_{\mathbb{R}_{+}} a_{x}|u-\widetilde{u}|^{2} d x .
$$

Therefore,

$$
\begin{aligned}
B_{1}-G_{2} & =\left(\frac{1}{4 C_{*}}-\frac{\sigma}{2}\right) \int_{\mathbb{R}_{+}} a_{x}|u-\widetilde{u}|^{2} d x=-\left(\frac{1}{4 C_{*}}-\frac{\sigma}{2}\right) \frac{1}{\sqrt{\delta}} \int_{\mathbb{R}_{+}} \widetilde{u}_{x}|u-\widetilde{u}|^{2} d x \\
& =\sqrt{\delta}\left(\frac{1}{4 C_{*}}-\frac{\sigma}{2}\right) \int_{y_{0}}^{1}|f|^{2} d y
\end{aligned}
$$

where the constant $C_{*}$ defined in Lemma 4.3 can be written as

$$
C_{*}=\frac{1}{2 \sigma_{l}}-\sqrt{\delta} \alpha_{l} \sigma_{l} .
$$

Using (4.17), we obtain

$$
\begin{aligned}
\sqrt{\delta}\left(\frac{1}{4 C_{*}}-\frac{\sigma}{2}\right) & \leq \frac{\sigma_{l}}{2} \frac{\sqrt{\delta}}{1-2 \sqrt{\delta} \sigma_{l}^{2} \alpha_{l}}-\frac{\sigma}{2} \sqrt{\delta} \\
& \leq \frac{\sqrt{\delta}}{2}\left(\sigma_{l}\left(\frac{1}{1-2 \sqrt{\delta} \sigma_{l}^{2} \alpha_{l}}-1\right)+\left(\sigma_{l}-\sigma\right)\right) \\
& \leq \delta \sigma_{l}^{3} \alpha_{l}+C \delta^{3 / 2} .
\end{aligned}
$$

Therefore, we have

$$
\begin{equation*}
B_{1}-G_{2} \leq \sigma_{l}^{3} \alpha_{l} \delta \int_{y_{0}}^{1}|f|^{2} d y+C \delta^{3 / 2} \int_{y_{0}}^{1}|f|^{2} d y \tag{4.21}
\end{equation*}
$$

- (Estimate of $D$ ): First, using $a \geq 1$ and change of variables, we estimate $D$ in terms of $f$ as

$$
D \geq \int_{\mathbb{R}_{+}} \frac{1}{v}\left|\partial_{x}(u-\widetilde{u})\right|^{2} d x=\int_{y_{0}}^{1}\left|\partial_{y} f\right|^{2} \frac{1}{v}\left(\frac{d y}{d x}\right) d y
$$

To estimate $\frac{d y}{d x}$ above, we use the following estimate: there exists $C>0$ such that

$$
\begin{equation*}
\left|\frac{1}{y(1-y)} \frac{1}{\widetilde{v}}\left(\frac{d y}{d x}\right)-\frac{\sigma}{2 \sigma_{l}} \frac{\delta v^{\prime \prime}\left(p_{-}\right)}{\left|v^{\prime}\left(p_{-}\right)\right|^{2}}\right| \leq C \delta^{2}, \quad \forall x \in \mathbb{R}, \tag{4.22}
\end{equation*}
$$

where $v(p)=p^{-1 / \gamma}$. We refer to [5, Appendix A] for the proof of (4.22). On the other hand, since $C^{-1} \leq v \leq C$, we have

$$
\begin{equation*}
\left|\frac{\widetilde{v}}{v}-1\right| \leq C|\widetilde{v}-v| \leq C \varepsilon \tag{4.23}
\end{equation*}
$$

Then, using (4.22) and (4.23), we obtain the lower bound for $D$ as

$$
\begin{aligned}
D & \geq \int_{y_{0}}^{1}\left|\partial_{y} f\right|^{2} \frac{\widetilde{v}}{v} \frac{1}{\widetilde{v}}\left(\frac{d y}{d x}\right) d y \\
& \geq(1-C \varepsilon)\left(\frac{\sigma}{2 \sigma_{l}} \frac{\delta v^{\prime \prime}\left(p_{-}\right)}{\left|v^{\prime}\left(p_{-}\right)\right|^{2}}-C \delta^{2}\right) \int_{y_{0}}^{1} y(1-y)\left|\partial_{y} f\right|^{2} d y
\end{aligned}
$$

Finally, since

$$
\frac{1}{2} \frac{v^{\prime \prime}\left(p_{-}\right)}{\left|v^{\prime}\left(p_{-}\right)\right|^{2}}=\frac{1}{2}(1+\gamma) \frac{1}{v_{-}}=\sigma_{l}^{3} \alpha_{l}
$$

we obtain

$$
\begin{align*}
D & \geq \sigma_{l}^{3} \alpha_{l} \delta(1-C(\delta+\varepsilon)) \int_{y_{0}}^{1} y(1-y)\left|\partial_{y} f\right|^{2} d y  \tag{4.24}\\
& \geq \sigma_{l}^{3} \alpha_{l} \delta(1-C(\delta+\varepsilon)) \int_{y_{0}}^{1}\left(y-y_{0}\right)(1-y)\left|\partial_{y} f\right|^{2} d y
\end{align*}
$$

We combine the estimates (4.21) and (4.24) to obtain

$$
\begin{aligned}
B_{1}-G_{2}-\frac{3}{4} D \leq & \sigma_{l}^{3} \alpha_{l} \delta \int_{y_{0}}^{1}|f|^{2} d y+C \delta^{3 / 2} \int_{y_{0}}^{1}|f|^{2} d y \\
& -\frac{3}{4} \sigma_{l}^{3} \alpha_{l} \delta(1-C(\delta+\varepsilon)) \int_{y_{0}}^{1}\left(y-y_{0}\right)(1-y)\left|\partial_{y} f\right|^{2} d y
\end{aligned}
$$

Now, we use Poincaré-type inequality in Lemma 2.3 with $c=y_{0}, d=1$ to have

$$
\bar{f}:=\frac{1}{1-y_{0}} \int_{y_{0}}^{1} f d y, \quad \text { and } \quad \int_{y_{0}}^{1}|f-\bar{f}|^{2} d y=\int_{y_{0}}^{1}|f|^{2} d y-\left(1-y_{0}\right) \bar{f}^{2} .
$$

Thus,

$$
\begin{align*}
B_{1}-G_{2}-\frac{3}{4} D \leq & \sigma_{l}^{3} \alpha_{l} \delta \int_{y_{0}}^{1}|f|^{2} d y+C \delta^{3 / 2} \int_{y_{0}}^{1}|f|^{2} d y  \tag{4.25}\\
& -\frac{3}{2} \sigma_{l}^{3} \alpha_{l} \delta(1-C(\delta+\varepsilon))\left[\int_{y_{0}}^{1}|f|^{2} d y-\left(1-y_{0}\right) \bar{f}^{2}\right]
\end{align*}
$$

Thus, we combine (4.20) and (4.25), and using the smallness of $\delta, \varepsilon$, and $y_{0}$, we have

$$
\begin{aligned}
&-\frac{\delta}{2 M}|\dot{\mathbf{X}}|^{2}+B_{1}-G_{2}-\frac{3}{4} D \\
& \leq-M \delta\left(\int_{y_{0}}^{1} f d y\right)^{2}+\left(\sigma_{l}^{3} \alpha_{l} \delta+C \delta^{2}+C \delta^{3 / 2}\right) \int_{y_{0}}^{1}|f|^{2} d y \\
&-\frac{10}{8} \sigma_{l}^{3} \alpha_{l} \delta\left[\int_{y_{0}}^{1}|f|^{2} d y-\left(1-y_{0}\right) \bar{f}^{2}\right] \\
& \quad \leq-M \delta\left(\int_{y_{0}}^{1} f d y\right)^{2}+\frac{9}{8} \sigma_{l}^{3} \alpha_{l} \delta \int_{y_{0}}^{1}|f|^{2} d y-\frac{10}{8} \sigma_{l}^{3} \alpha_{l} \delta \int_{y_{0}}^{1}|f|^{2} d y+\frac{5}{4} \frac{\sigma_{l}^{3} \alpha_{l} \delta}{1-y_{0}}\left(\int_{y_{0}}^{1} f d y\right)^{2}
\end{aligned}
$$

Choosing $M=\frac{3}{2} \sigma_{l}^{3} \alpha_{l}$ and using the smallness $y_{0}<\frac{1}{6}$, we have

$$
-\frac{\delta}{2 M}|\dot{\mathbf{X}}|^{2}+B_{1}-G_{2}-\frac{3}{4} D \leq-\frac{\sigma_{l}^{3} \alpha_{l}}{8} \delta \int_{y_{0}}^{1}|f|^{2} d y
$$

Therefore, taking $C_{1}=\frac{\sigma_{l}^{3} \alpha_{l}}{8}$, we get the desired inequality (4.13).
4.5.2. Estimate of $\mathcal{R}_{2}$. Now, we provide the estimate for the remaining terms $\mathcal{R}_{2}$. We use CauchySchwarz inequality to estimate $\mathcal{R}_{2}$ as

$$
\begin{aligned}
\mathcal{R}_{2} & =-\frac{\delta}{2 M}|\dot{\mathbf{X}}|^{2}+\dot{\mathbf{X}} \sum_{i=3}^{6} \mathbf{Y}_{i}+\sum_{i=2}^{6} B_{i}-G_{1}-\frac{D}{4} \\
& \leq-\frac{\delta}{4 M}|\dot{\mathbf{X}}|^{2}+\frac{C}{\delta} \sum_{i=3}^{6}\left|\mathbf{Y}_{i}\right|^{2}+\sum_{i=2}^{6} B_{i}-G_{1}-\frac{D}{4}
\end{aligned}
$$

We first obtain the following estimates on the bad terms in $\mathcal{R}_{2}$.
Lemma 4.7. For sufficiently small $\delta$ and $\varepsilon$,

$$
\frac{C}{\delta} \sum_{i=3}^{6}\left|\mathbf{Y}_{i}\right|^{2} \leq \frac{1}{8}\left(G_{1}+C_{1} G^{S}\right), \quad \sum_{i=2}^{6} B_{i} \leq \frac{5}{32}\left(G_{1}+C_{1} G^{S}+D\right)
$$

Proof. Since the proof is essentially the same as in [5, Section 4.5], we omit the proof.
The estimates in Lemma 4.7 yield the following bound on $\mathcal{R}_{2}$ :

$$
\begin{align*}
\mathcal{R}_{2} & \leq-\frac{\delta}{4 M}|\dot{\mathbf{X}}|^{2}+\frac{9}{32}\left(G_{1}+C_{1} G^{S}\right)+\frac{5}{32} D-G_{1}-\frac{D}{4} \\
& =-\frac{\delta}{4 M}|\dot{\mathbf{X}}|^{2}+\frac{9}{32} C_{1} G^{S}-\frac{23}{32} G_{1}-\frac{3}{32} D \tag{4.26}
\end{align*}
$$

Therefore, from (4.12), (4.13), and (4.26), we have

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathbb{R}_{+}} a \eta(U \mid \widetilde{U}) d x \leq-\frac{\delta}{4 M}|\dot{\mathbf{X}}|^{2}-\frac{23}{32} G_{1}-\frac{23}{32} C_{1} G^{S}-\frac{3}{32} D+\mathcal{P} \tag{4.27}
\end{equation*}
$$

We now integrate (4.27) over $[0, t]$ for any $t \in[0, T]$ to derive

$$
\begin{aligned}
& \int_{\mathbb{R}_{+}} a(t, x) \eta(U(t, x) \mid \widetilde{U}(t, x)) d x+\int_{0}^{t}\left(\delta|\dot{\mathbf{X}}|^{2}+G_{1}+G^{S}+D\right) d s \\
& \quad \leq C\left(\int_{\mathbb{R}_{+}} a(0, x) \eta(U(0, x) \mid \widetilde{U}(0, x)) d x+\int_{0}^{t} \mathcal{P} d s\right)
\end{aligned}
$$

Using $1 \leq a \leq \frac{3}{2}$ and the estimate on the boundary term in Lemma 4.5, we obtain

$$
\begin{aligned}
& \int_{\mathbb{R}_{+}} \eta(U(t, x) \mid \widetilde{U}(t, x)) d x+\int_{0}^{t}\left(\delta|\dot{\mathbf{X}}|^{2}+G_{1}+G^{S}+D\right) d s \\
& \quad \leq C e^{-C \delta \beta}+C \int_{\mathbb{R}_{+}} \eta(U(0, x) \mid \widetilde{U}(0, x)) d x+C \varepsilon^{2} \int_{0}^{t}\left\|(u-\widetilde{u})_{x x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2} d s .
\end{aligned}
$$

Finally, by Lemma 2.1, the relative entropy is equivalent to the $L^{2}$-distance under the a priori assumption on small perturbation, that is,

$$
\|U(t, \cdot)-\widetilde{U}(t, \cdot)\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2} \sim \int_{\mathbb{R}_{+}} \eta(U(t, x) \mid \widetilde{U}(t, x)) d x, \quad 0 \leq t \leq T,
$$

we derive the desired estimate on the $L^{2}$-norm of the perturbation:

$$
\begin{aligned}
& \|(v-\widetilde{v})(t, \cdot)\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\|(u-\widetilde{u})(t, \cdot)\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\int_{0}^{t}\left(\delta|\dot{\mathbf{X}}|^{2}+G_{1}+G^{S}+D\right) d s \\
& \quad \leq C\left(\|(v-\widetilde{v})(0, \cdot)\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\|(u-\widetilde{u})(0, \cdot)\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}\right)+C e^{-C \delta \beta}+C \varepsilon^{2} \int_{0}^{t}\left\|(u-\widetilde{u})_{x x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2} d s
\end{aligned}
$$

Finally, since $D \sim D_{u_{1}}$, we obtain the desired estimate (4.1). This complete the proof of Lemma 4.1.

## 5. $H^{1}$-perturbation estimate for the impermeable wall problem

In order to attain the $H^{1}$-estimate for the perturbation, we need another good term to control $\partial_{x}(v-\widetilde{v})$ term. Inspired by the previous literature [11, 14] on the long-time behavior of the NavierStokes equations in the whole line, we introduce an effective velocity $h:=u-(\ln v)_{x}$ and consider the NS system in terms of $(v, h)$-variables:

$$
\begin{align*}
& v_{t}-h_{x}=(\ln v)_{x x} \\
& h_{t}+p(v)_{x}=0 . \tag{5.1}
\end{align*}
$$

The equations for the corresponding viscous shock wave in terms of $(\widetilde{v}, \widetilde{h})$ become

$$
\begin{aligned}
& -\sigma \widetilde{v}^{\prime}-\widetilde{h}^{\prime}=(\ln \widetilde{v})^{\prime \prime} \\
& -\sigma \widetilde{h}^{\prime}+(p(\widetilde{v}))^{\prime}=0 .
\end{aligned}
$$

Again, the system (5.1) can be written as general hyperbolic system of the form

$$
U_{t}+A(U)_{x}=\partial_{x}\left(M(U) \partial_{x} \nabla \eta(U)\right),
$$

where now the conserved quantity $U$, flux $A$ and the diffusion matrix $M$ are

$$
U=\binom{v}{h}, \quad A(U):=\binom{-h}{p(v)}, \quad M(U):=\left(\begin{array}{cc}
\frac{1}{\gamma p(v)} & 0 \\
0 & 0
\end{array}\right) .
$$

Then, the entropy and relative entropy for this system are thus given by

$$
\begin{equation*}
\eta(U)=\frac{|h|^{2}}{2}+Q(v), \quad \eta(U \mid \widetilde{U})=\frac{|h-\widetilde{h}|^{2}}{2}+Q(v \mid \widetilde{v}) . \tag{5.2}
\end{equation*}
$$

Similarly, the shifted shock wave $(\widetilde{v}, \widetilde{h}):=(\widetilde{v}, \widetilde{h})(x-\sigma t-\mathbf{X}(t)-\beta)$ for the system (5.1) satisfies

$$
\widetilde{U}_{t}+A(\widetilde{U})_{x}=\partial_{x}\left(M(\widetilde{U}) \partial_{x} \nabla \eta(\widetilde{U})\right)-\dot{\mathbf{X}} \partial_{x} \widetilde{U}
$$

Then, using $(v, h)$ variables, we obtain the following estimate on the $H^{1}$-perturbation of $v$.
Lemma 5.1. Under the hypothesis of Proposition 3.2, there exists a positive constant $C$ such that for all $t \in[0, T]$,

$$
\begin{align*}
\| v & -\widetilde{v}\left\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}+\right\| u-\widetilde{u} \|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\delta \int_{0}^{t}|\dot{\mathbf{X}}|^{2} d s+\int_{0}^{t}\left(G_{1}+G^{S}+D_{v_{1}}+D_{u_{1}}\right) d s \\
& \leq C\left(\left\|v_{0}-\widetilde{v}(0, \cdot)\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}+\left\|u_{0}-\widetilde{u}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}\right)+C e^{-C \delta \beta}+C \varepsilon_{1}^{2} \int_{0}^{t}\left\|(u-\widetilde{u})_{x x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2} d s, \tag{5.3}
\end{align*}
$$

where $D_{v_{1}}$ is the same term defined in (3.7).
Proof. Following the proof of Lemma 4.2 with $a(t, x) \equiv 1$, we obtain the estimate on the time derivative of the relative entropy $\eta(U \mid \widetilde{U})$ given as (15.2):

$$
\frac{d}{d t} \int_{\mathbb{R}_{+}} \eta\left(U(t, x) \mid \widetilde{U}(t, x) d x=\dot{\mathbf{X}}(t) \mathcal{Y}+\sum_{i=1}^{5} \mathcal{I}_{i}\right.
$$

where

$$
\begin{align*}
& \mathcal{Y}:=\int_{\mathbb{R}_{+}} \widetilde{h}_{x}(h-\widetilde{h}) d x-\int_{\mathbb{R}_{+}} p^{\prime}(\widetilde{v}) \widetilde{v}_{x}(v-\widetilde{v}) d x:=\mathcal{Y}_{1}+\mathcal{Y}_{2}, \\
& \mathcal{I}_{1}:=-\int_{\mathbb{R}_{+}} \partial_{x}((p(v)-p(\widetilde{v}))(h-\widetilde{h})) d x, \quad \mathcal{I}_{2}:=-\int_{\mathbb{R}_{+}} \widetilde{h}_{x} p(v \mid \widetilde{v}) d x, \\
& \mathcal{I}_{3}:=\int_{\mathbb{R}_{+}}(p(v)-p(\widetilde{v})) \partial_{x}\left(\frac{1}{\gamma p(v)} \partial_{x}(p(v)-p(\widetilde{v}))\right) d x,  \tag{5.4}\\
& \mathcal{I}_{4}:=\int_{\mathbb{R}_{+}}(p(v)-p(\widetilde{v})) \partial_{x}\left(\frac{p(\widetilde{v})-p(v)}{\gamma p(v) p(\widetilde{v})} \partial_{x} p(\widetilde{v})\right) d x, \\
& \mathcal{I}_{5}:=-\int_{\mathbb{R}_{+}} p(v \mid \widetilde{v})(\ln \widetilde{v})_{x x} d x .
\end{align*}
$$

However, from the definition $h=u-(\ln v)_{x}$ and (2.1) we have

$$
|h-\widetilde{h}| \leq C|u-\widetilde{u}|+C\left|\widetilde{v}_{x}\right||v-\widetilde{v}|+C\left|(v-\widetilde{v})_{x}\right|, \quad \text { and } \quad\left|\widetilde{h}_{x}\right| \leq C\left|\widetilde{v}_{x}\right| \leq C\left|\widetilde{u}_{x}\right| .
$$

Therefore, we control $\mathcal{Y}_{1}$ by using $|v-\widetilde{v}| \leq C|p(v)-p(\widetilde{v})|$ and Cauchy-Schwarz inequality as

$$
\begin{aligned}
\left|\mathcal{Y}_{1}\right| \leq & C \int_{\mathbb{R}_{+}}\left|\widetilde{u}_{x}\right||u-\widetilde{u}| d x+C \int_{\mathbb{R}_{+}}\left|\widetilde{v}_{x}\right||v-\widetilde{v}| d x+C \int_{\mathbb{R}_{+}}\left|\widetilde{v}_{x}\right|\left|(v-\widetilde{v})_{x}\right| d x \\
\leq & C \int_{\mathbb{R}_{+}}\left(\left|\widetilde{u}_{x}\right|+\left|\widetilde{v}_{x}\right|\right)|u-\widetilde{u}| d x+C \int_{\mathbb{R}_{+}}\left|\widetilde{v}_{x}\right|\left|p(v)-p(\widetilde{v})-\frac{u-\widetilde{u}}{2 C_{*}}\right| d x \\
& +C \int_{\mathbb{R}_{+}}\left|\widetilde{v}_{x}\right|\left|(v-\widetilde{v})_{x}\right| d x \\
\leq & C \sqrt{\delta} \sqrt{G^{S}}+C \delta \sqrt{G_{1}}+C \delta\left\|(v-\widetilde{v})_{x}\right\|_{L^{2}(\mathbb{R}+)} .
\end{aligned}
$$

Thus, we get

$$
C|\dot{\mathbf{X}}|\left|\mathcal{Y}_{1}\right| \leq \frac{\delta}{4}|\dot{\mathbf{X}}|^{2}+C G^{S}+C \delta G_{1}+C \delta\left\|(v-\widetilde{v})_{x}\right\|_{L^{2}(\mathbb{R}+)}^{2}
$$

Similarly, we also obtain

$$
C|\dot{\mathbf{X}}|\left|\mathcal{Y}_{2}\right| \leq \frac{\delta}{4}|\dot{\mathbf{X}}|^{2}+C G^{S}+C \delta G_{1}
$$

We now focus on estimating $\mathcal{I}_{i}$ for $i=1,2, \ldots, 5$. We first consider the terms $\mathcal{I}_{1}, \mathcal{I}_{3}$, and $\mathcal{I}_{4}$. Using integration-by-parts, we get

$$
\begin{aligned}
\mathcal{I}_{1} & =[(p(v)-p(\widetilde{v}))(h-\widetilde{h})]_{x=0}, \\
\mathcal{I}_{3} & =\left[-\frac{1}{\gamma p(v)}(p(v)-p(\widetilde{v})) \partial_{x}(p(v)-p(\widetilde{v}))\right]_{x=0}-\int_{\mathbb{R}_{+}} \frac{1}{\gamma p(v)}\left|(p(v)-p(\widetilde{v}))_{x}\right|^{2} d x \\
& =: \mathcal{I}_{31}-\widetilde{D}, \\
\mathcal{I}_{4} & =-\left[(p(v)-p(\widetilde{v}))^{2} \frac{\partial_{x} p(\widetilde{v})}{\gamma p(v) p(\widetilde{v})}\right]_{x=0}+\int_{\mathbb{R}_{+}} \partial_{x}\left(p(v)-p(\widetilde{v}) \frac{p(v)-p(\widetilde{v})}{\gamma p(v) p(\widetilde{v})} \partial_{x} p(\widetilde{v}) d x\right. \\
& =: \mathcal{I}_{41}+\mathcal{I}_{42} .
\end{aligned}
$$

Substituting $h=u-(\ln v)_{x}$ and $p^{\prime}(v)=-\gamma v^{-\gamma-1}$, we have

$$
\mathcal{I}_{1}+\mathcal{I}_{31}=[(p(v)-p(\widetilde{v}))(u-\widetilde{u})]_{x=0}+\left[(p(v)-p(\widetilde{v}))\left(\frac{\widetilde{v}_{x}}{\widetilde{v}}-\frac{\widetilde{v}^{-\gamma-1}}{v^{-\gamma}} \widetilde{v}_{x}\right)\right]_{x=0} .
$$

Since $u(t, 0)=0$, we use the same argument as in the proof of Lemma 4.5 to obtain

$$
[(p(v)-p(\widetilde{v}))(u-\widetilde{u})]_{x=0} \leq\|p(v)-p(\widetilde{v})\|_{L^{\infty}\left(\mathbb{R}_{+}\right)}|\widetilde{u}(t, 0)| \leq C \varepsilon \delta e^{-C \delta \beta} e^{-C \delta t},
$$

and

$$
\begin{aligned}
{\left[(p(v)-p(\widetilde{v}))\left(\frac{\widetilde{v}_{x}}{\widetilde{v}}-\frac{\widetilde{v}^{-\gamma-1}}{v^{-\gamma}} \widetilde{v}_{x}\right)\right]_{x=0} } & \leq\|p(v)-p(\widetilde{v})\|_{L^{\infty}\left(\mathbb{R}_{+}\right)}\left[\left|\frac{\widetilde{v}_{x}}{\widetilde{v}}\right|+\left|\frac{\widetilde{v}^{-\gamma-1}}{v^{-\gamma}}\right|\left|\widetilde{v}_{x}\right|\right]_{x=0} \\
& \leq C \varepsilon \delta^{2} e^{-C \delta \beta} e^{-C \delta t}
\end{aligned}
$$

On the other hand, we estimate $\mathcal{I}_{41}$ as

$$
\left|\mathcal{I}_{41}\right| \leq C\|p(v)-p(\widetilde{v})\|_{L^{\infty}\left(\mathbb{R}_{+}\right)}^{2}\left|\partial_{x} p(\widetilde{v}(t, 0))\right| \leq C \varepsilon^{2} \delta^{2} e^{-C \delta \beta} e^{-C \delta t} .
$$

These estimates imply that

$$
\mathcal{I}_{1}+\mathcal{I}_{31}+\mathcal{I}_{41} \leq C \varepsilon \delta e^{-C \delta \beta} e^{-C \delta t}
$$

Finally, we estimate $\mathcal{I}_{42}$ as

$$
\begin{aligned}
\mathcal{I}_{42} & \leq \frac{1}{4} \int_{\mathbb{R}_{+}} \frac{\left|(p(v)-p(\widetilde{v}))_{x}\right|^{2}}{\gamma p(v)} d x+C \int_{\mathbb{R}_{+}}|p(v)-p(\widetilde{v})|^{2}\left|\widetilde{v}_{x}\right|^{2} d x \\
& \leq \frac{1}{4} \widetilde{D}+C \int_{\mathbb{R}_{+}}\left|\widetilde{u}_{x}\right|^{2}\left|p(v)-p(\widetilde{v})-\frac{u-\widetilde{u}}{2 C_{*}}\right|^{2} d x+C \int_{\mathbb{R}_{+}}\left|\widetilde{u}_{x}\right|^{2}|u-\widetilde{u}|^{2} d x \\
& \leq \frac{1}{4} \widetilde{D}+C \delta G_{1}+C \delta G^{S} .
\end{aligned}
$$

Therefore, we obtain

$$
\mathcal{I}_{1}+\mathcal{I}_{3}+\mathcal{I}_{4} \leq-\frac{3}{4} \widetilde{D}+C \delta G_{1}+C \delta G^{S}+C e^{-C \delta \beta}
$$

To estimate $\mathcal{I}_{2}$, we first note that $\|v-\widetilde{v}\|_{L^{\infty}\left(\mathbb{R}_{+}\right)} \leq C \varepsilon$. Therefore, we can apply Lemma 2.1 (3) to obtain

$$
0<p(v \mid \widetilde{v}) \leq C|p(v)-p(\widetilde{v})|^{2} .
$$

Since $\left|\widetilde{h}_{x}\right| \leq C\left|\widetilde{v}_{x}\right|$ we have

$$
\left|\mathcal{I}_{2}\right| \leq \sqrt{\delta} G_{1}+C G^{S}
$$

Similarly, it is straightforward to estimate $\mathcal{I}_{5}$ as

$$
\left|\mathcal{I}_{5}\right| \leq C \delta^{3 / 2} G_{1}+C G^{S} .
$$

Thus, combining all the estimates above and integrating over $[0, t]$ for $0 \leq t \leq T$, and using the fact that $\widetilde{D} \sim D_{v_{1}}$, we obtain

$$
\begin{align*}
&\|(v-\widetilde{v})(t, \cdot)\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\|(h-\widetilde{h})(t, \cdot)\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\int_{0}^{t} D_{v_{1}} d s \\
& \leq C\left(\|(v-\widetilde{v})(0, \cdot)\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\|(h-\widetilde{h})(0, \cdot)\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}\right)+\frac{\delta}{2} \int_{0}^{t}|\dot{\mathbf{X}}(s)|^{2} d s  \tag{5.5}\\
& \quad+\sqrt{\delta} \int_{0}^{t} G_{1} d s+C_{2} \int_{0}^{t} G^{S} d s+C \varepsilon e^{-C \delta \beta},
\end{align*}
$$

where $C_{2}>0$. Therefore, we multiply the estimates (5.5) by $\frac{1}{2 \max \left\{1, C_{2}\right\}}$ and combine it with (4.1) to derive

$$
\begin{aligned}
\| v & -\widetilde{v}\left\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\right\| u-\widetilde{u}\left\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\right\| h-\widetilde{h} \|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2} \\
& +\delta \int_{0}^{t}|\dot{\mathbf{X}}|^{2} d s+\int_{0}^{t}\left(G_{1}+G^{S}+D_{v_{1}}+D_{u_{1}}\right) d s \\
\leq & C\left(\left\|v_{0}-\widetilde{v}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\left\|u_{0}-\widetilde{u}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\left\|h_{0}-\widetilde{h}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}\right)+C e^{-C \delta \beta} \\
& +C \varepsilon^{2} \int_{0}^{t}\left\|(u-\widetilde{u})_{x x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2} d s .
\end{aligned}
$$

Finally, since

$$
\left|(v-\widetilde{v})_{x}\right| \leq C(|h-\widetilde{h}|+|v-\widetilde{v}|+|u-\widetilde{u}|) \quad \text { and } \quad|h-\widetilde{h}| \leq C\left(|u-\widetilde{u}|+|v-\widetilde{v}|+\left|(v-\widetilde{v})_{x}\right|\right),
$$

we obtain the desired $H^{1}$-estimate (5.3) for the perturbation on $v$.
5.1. Estimate of $\left\|(u-\widetilde{u})_{x}\right\|_{L^{2}}$. Finally, we complete the proof of the main proposition for the impermeable case by obtaining the $H^{1}$-norm of $u$ perturbation.

Lemma 5.2. Under the hypothesis of Proposition 3.2, there exists a positive constant $C$ such that for all $t \in[0, T]$,

$$
\begin{aligned}
\| v- & \widetilde{v}\left\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}+\right\| u-\widetilde{u} \|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2} \\
& +\delta \int_{0}^{t}|\dot{\mathbf{X}}|^{2} d s+\int_{0}^{t}\left(G_{1}+G^{S}+D_{v_{1}}+D_{u_{1}}+D_{u_{2}}\right) d s \\
\leq & C\left(\left\|v_{0}-\widetilde{v}(0, \cdot)\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}+\left\|u_{0}-\widetilde{u}(0, \cdot)\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}\right)+C e^{-C \delta \beta}
\end{aligned}
$$

where $D_{u_{2}}$ is the term defined in (3.7).
Proof. Recall that perturbations $v-\widetilde{v}$ and $u-\widetilde{u}$ satisfy

$$
\begin{align*}
(v-\widetilde{v})_{t} & =(u-\widetilde{u})_{x}+\dot{\mathbf{X}}(t) \widetilde{v}_{x} \\
(u-\widetilde{u})_{t} & =-(p(v)-p(\widetilde{v}))_{x}+\left(\frac{u_{x}}{v}-\frac{\widetilde{u}_{x}}{\widetilde{v}}\right)_{x}+\dot{\mathbf{X}}(t) \widetilde{u}_{x} \tag{5.6}
\end{align*}
$$

We multiply $\left({ }_{(5.6)}^{2}\right)_{2}$ by $-(u-\widetilde{u})_{x x}$ and integrating over $[0, t] \times \mathbb{R}_{+}$to get

$$
\begin{align*}
-\int_{0}^{t} & \int_{\mathbb{R}_{+}}(u-\widetilde{u})_{t}(u-\widetilde{u})_{x x} d x d s \\
\quad= & \int_{0}^{t} \int_{\mathbb{R}_{+}}(p(v)-p(\widetilde{v}))_{x}(u-\widetilde{u})_{x x} d x d s-\int_{0}^{t} \int_{\mathbb{R}_{+}}\left(\frac{u_{x}}{v}-\frac{\widetilde{u}_{x}}{\widetilde{v}}\right)_{x}(u-\widetilde{u})_{x x} d x d s  \tag{5.7}\\
& -\int_{0}^{t} \int_{\mathbb{R}_{+}} \dot{\mathbf{X}}(s) \widetilde{u}_{x}(u-\widetilde{u})_{x x} d x d s .
\end{align*}
$$

Applying the integration-by-parts to the l.h.s., we have

$$
\begin{aligned}
&-\int_{0}^{t} \int_{\mathbb{R}_{+}}(u-\widetilde{u})_{t}(u-\widetilde{u})_{x x} d x d s \\
& \quad=\int_{0}^{t}\left[(u-\widetilde{u})_{t}(u-\widetilde{u})_{x}\right]_{x=0} d s+\int_{0}^{t} \frac{d}{d s} \int_{\mathbb{R}_{+}} \frac{\left|(u-\widetilde{u})_{x}\right|^{2}}{2} d x d s \\
& \quad=\int_{0}^{t}\left[(u-\widetilde{u})_{t}(u-\widetilde{u})_{x}\right]_{x=0} d s+\frac{1}{2}\left\|(u-\widetilde{u})_{x}(t, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}-\frac{1}{2}\left\|(u-\widetilde{u})_{x}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2} .
\end{aligned}
$$

Thus, we rewrite (5.7) as

$$
\begin{equation*}
\frac{1}{2}\left\|(u-\widetilde{u})_{x}(t, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}=\frac{1}{2}\left\|(u-\widetilde{u})_{x}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+F_{1}+F_{2}+F_{3}+F_{4}, \tag{5.8}
\end{equation*}
$$

where

$$
\begin{aligned}
& F_{1}:=\int_{0}^{t} \int_{\mathbb{R}_{+}}(p(v)-p(\widetilde{v}))_{x}(u-\widetilde{u})_{x x} d x d s, \\
& F_{2}:=-\int_{0}^{t} \int_{\mathbb{R}_{+}}\left(\frac{u_{x}}{v}-\frac{\widetilde{u}_{x}}{\widetilde{v}}\right)_{x}(u-\widetilde{u})_{x x} d x d s, \\
& F_{3}:=-\int_{0}^{t} \int_{\mathbb{R}_{+}} \dot{\mathbf{X}}(s) \widetilde{u}_{x}(u-\widetilde{u})_{x x} d x d s, \\
& F_{4}:=-\int_{0}^{t}\left[(u-\widetilde{u})_{t}(u-\widetilde{u})_{x}\right]_{x=0} d s .
\end{aligned}
$$

Below, we estimate $F_{i}$ for $i=1, \ldots, 4$.

- (Estimate of $F_{1}$ ): Using Young's inequality, we have

$$
\left|F_{1}\right| \leq C \int_{0}^{t} \int_{\mathbb{R}_{+}}\left|(p(v)-p(\widetilde{v}))_{x}\right|^{2} d x d s+\frac{1}{4} \int_{0}^{t} \int_{\mathbb{R}_{+}} \frac{\left|(u-\widetilde{u})_{x x}\right|^{2}}{v} d x d s
$$

- (Estimate of $F_{2}$ ): To estimate $F_{2}$, we split it as

$$
\begin{aligned}
F_{2}= & -\int_{0}^{t} \int_{\mathbb{R}_{+}} \frac{\left|(u-\widetilde{u})_{x x}\right|^{2}}{v} d x d s-\int_{0}^{t} \int_{\mathbb{R}_{+}}\left(\frac{1}{v}\right)_{x}(u-\widetilde{u})_{x}(u-\widetilde{u})_{x x} d x d s \\
& -\int_{0}^{t} \int_{\mathbb{R}_{+}}\left(\widetilde{u}_{x}\left(\frac{1}{v}-\frac{1}{\widetilde{v}}\right)\right)_{x} d x d s \\
= & :-\int_{0}^{t} \int_{\mathbb{R}_{+}} \frac{\left|(u-\widetilde{u})_{x x}\right|^{2}}{v} d x d s+F_{21}+F_{22} .
\end{aligned}
$$

Then, we again separate $F_{21}$ as

$$
\begin{aligned}
F_{21} & =\int_{0}^{t} \int_{\mathbb{R}_{+}} \frac{v_{x}}{v^{2}}(u-\widetilde{u})_{x}(u-\widetilde{u})_{x x} d x d s \\
& =\int_{0}^{t} \int_{\mathbb{R}_{+}} \frac{(v-\widetilde{v})_{x}}{v^{2}}(u-\widetilde{u})_{x}(u-\widetilde{u})_{x x} d x d s+\int_{0}^{t} \int_{\mathbb{R}_{+}} \frac{\widetilde{v}_{x}}{v^{2}}(u-\widetilde{u})_{x}(u-\widetilde{u})_{x x} d x d s \\
& =: F_{211}+F_{212} .
\end{aligned}
$$

We use the a priori assumption, Holder's inequality and the Sobolev interpolation inequality to obtain

$$
\begin{aligned}
\left|F_{211}\right| & \leq C \int_{0}^{t}\left\|(v-\widetilde{v})_{x}\right\|_{L^{2}(\mathbb{R}+)}\left\|(u-\widetilde{u})_{x}\right\|_{L^{\infty}(\mathbb{R}+)}\left\|(u-\widetilde{u})_{x x}\right\|_{L^{2}(\mathbb{R}+)} d s \\
& \leq C \varepsilon \int_{0}^{t}\left\|(u-\widetilde{u})_{x}\right\|_{L^{2}(\mathbb{R}+)}^{\frac{1}{2}}\left\|(u-\widetilde{u})_{x x}\right\|_{L^{2}(\mathbb{R}+)}^{\frac{3}{2}} d s \\
& \leq C \varepsilon \int_{0}^{t}\left(\left\|(u-\widetilde{u})_{x}\right\|_{L^{2}(\mathbb{R}+)}^{2}+\left\|(u-\widetilde{u})_{x x}\right\|_{L^{2}(\mathbb{R}+)}^{2}\right) d s \\
& \leq C \varepsilon \int_{0}^{t}\left(D_{u_{1}}+D_{u_{2}}\right) d s .
\end{aligned}
$$

We estimate $F_{212}$ in a similar manner as

$$
\left|F_{212}\right| \leq C \delta^{2} \int_{0}^{t}\left(D_{u_{1}}+D_{u_{2}}\right) d s
$$

To estimate $F_{22}$, we use Young's inequality to derive

$$
\begin{aligned}
\left|F_{22}\right| & =\left|\int_{0}^{t} \int_{\mathbb{R}_{+}}\left[\frac{\widetilde{u}_{x x}}{v \widetilde{v}}(v-\widetilde{v})+\frac{\widetilde{u}_{x}}{v^{2}}(v-\widetilde{v})_{x}+\frac{\widetilde{u}_{x} \widetilde{v}_{x}}{v^{2} \widetilde{v}^{2}}\left(v^{2}-\widetilde{v}^{2}\right)\right] d x d s\right| \\
& \leq C \delta^{2} \int_{0}^{t} \int_{\mathbb{R}_{+}}\left(|v-\widetilde{v}|^{2}+\left|(v-\widetilde{v})_{x}\right|^{2}+\left|(u-\widetilde{u})_{x x}\right|^{2}\right) d x d s \\
& \leq C \delta^{2} \int_{0}^{t}\left(G_{1}+G^{S}+D_{v_{1}}+D_{u_{2}}\right) d s .
\end{aligned}
$$

- (Estimate of $F_{3}$ ): We use Cauchy-Schwarz inequality to obtain

$$
\begin{aligned}
\left|F_{3}\right| & \leq C \delta^{2} \int_{0}^{t} \int_{\mathbb{R}_{+}}|\dot{\mathbf{X}}(s)|\left|(u-\widetilde{u})_{x x}\right| d x d s \\
& \leq C \delta^{2} \int_{0}^{t}|\dot{\mathbf{X}}(s)|^{2} d s+\frac{1}{8} \int_{0}^{t} \int_{\mathbb{R}_{+}} \frac{\left|(u-\widetilde{u})_{x x}\right|^{2}}{v} d x d s .
\end{aligned}
$$

- (Estimate of $F_{4}$ ): Finally, to estimate the boundary term $F_{4}$, we use (5.6) $)_{1}$ to observe that

$$
\begin{aligned}
F_{4}= & -\int_{0}^{t}\left[(u-\widetilde{u})_{t}(v-\widetilde{v})_{t}\right]_{x=0} d s+\int_{0}^{t} \dot{\mathbf{X}}(s)\left[(u-\widetilde{u})_{t} \widetilde{v}_{x}\right]_{x=0} d s \\
= & (u-\widetilde{u})_{t}(0,0)(v-\widetilde{v})(0,0)-(u-\widetilde{u})_{t}(t, 0)(v-\widetilde{v})(t, 0)+\int_{0}^{t}\left[(u-\widetilde{u})_{t t}(v-\widetilde{v})\right]_{x=0} d s \\
& +\int_{0}^{t} \dot{\mathbf{X}}(s)\left[(u-\widetilde{u})_{t} \widetilde{v}_{x}\right]_{x=0} d s .
\end{aligned}
$$

Note that the impermeable boundary condition $u(t, 0)=0$ implies $u_{t}(t, 0)=u_{t t}(t, 0)=0$. Moreover, using the same argument as before, together with

$$
\left|\left(\widetilde{u}_{t}\right)_{x=0}\right|,\left|\left(\widetilde{u}_{t t}\right)_{x=0}\right| \leq C\left|\widetilde{u}^{\prime}(-\sigma t-\mathbf{X}(t)-\beta)\right||\sigma+\dot{\mathbf{X}}(t)| \leq C \delta^{2} e^{-C(\sigma t+\beta) \delta}, \quad t \leq T,
$$

we have

$$
\left|F_{4}\right| \leq C \delta \varepsilon e^{-C \delta \beta}
$$

Therefore, combining the estimates for $F_{i}$ for $i=1,2,3,4$ and substituting them to (5.8), we conclude that

$$
\begin{aligned}
& \left\|(u-\widetilde{u})_{x}(t, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\frac{5}{8} \int_{0}^{t} \int_{\mathbb{R}_{+}} \frac{\left|(u-\widetilde{u})_{x x}\right|^{2}}{v} d x d s \\
& \leq \\
& \quad\left\|(u-\widetilde{u})_{x}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+C \delta \varepsilon e^{-C \delta \beta}+C \int_{0}^{t}\left(\delta|\dot{\mathbf{X}}|^{2}+G_{1}+G^{S}+D_{v_{1}}+D_{u_{1}}\right) d s \\
& \quad+C\left(\varepsilon+\delta^{2}\right) \int_{0}^{t} D_{u_{2}} d s .
\end{aligned}
$$

However, since

$$
\begin{equation*}
\int_{\mathbb{R}_{+}} \frac{\left|(u-\widetilde{u})_{x x}\right|^{2}}{v} d x \sim D_{u_{2}}, \tag{5.9}
\end{equation*}
$$

we have

$$
\begin{align*}
& \left\|(u-\widetilde{u})_{x}(t, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\frac{1}{2} \int_{0}^{t} \int_{\mathbb{R}_{+}} \frac{\left|(u-\widetilde{u})_{x x}\right|^{2}}{v} d x d s  \tag{5.10}\\
& \quad \leq\left\|(u-\widetilde{u})_{x}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+C \delta \varepsilon e^{-C \delta \beta}+C_{3} \int_{0}^{t}\left(\delta|\dot{\mathbf{X}}|^{2}+G_{1}+G^{S}+D_{v_{1}}+D_{u_{1}}\right) d s .
\end{align*}
$$

We now multiply (5.10) by $\frac{1}{2 \max \left\{1, C_{3}\right\}}$ and then add to (5.3) and then again use (5.9) to derive

$$
\begin{aligned}
&\|(v-\widetilde{v})(t, \cdot)\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}+\|(u-\widetilde{u})(t, \cdot)\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2} \\
&+\int_{0}^{t}\left(\delta|\dot{\mathbf{X}}|^{2}+G_{1}+G^{S}+D_{v_{1}}+D_{u_{1}}+D_{u_{2}}\right) d s \\
& \quad \leq C\left(\|(v-\widetilde{v})(0, \cdot)\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}+\|(u-\widetilde{u})(0, \cdot)\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}\right)+C e^{-C \delta \beta},
\end{aligned}
$$

which is the desired estimate on the $H^{1}$-perturbation. This complete the proof of Proposition 3.2,

## 6. Perturbation estimates for the inflow problem

In this section, we consider the inflow problem (1.11)-(1.12). Below, we provide $L^{2}$ and $H^{1}$ perturbation estimates and thereby, prove Proposition 3.2 for the inflow problem. Since the proofs share a lot of parts with the proof of Proposition 3.2 in the previous sections, we focus on delivering the difference between the inflow problem and the impermeable wall problem.
6.1. Relative entropy estimate for the inflow problem. Let us first present the estimate on the $L^{2}$-perturbation for the inflow problem.

Lemma 6.1. Under the hypothesis of Proposition 3.2, there exists a positive constant $C$ such that for all $t \in[0, T]$,

$$
\begin{align*}
\| v & -\widetilde{v}\left\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\right\| u-\widetilde{u} \|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\int_{0}^{t}\left(\delta|\dot{\mathbf{X}}(s)|^{2}+G_{1}+G^{S}+D_{u_{1}}\right) d s \\
& \leq C\left\|v_{0}-\widetilde{v}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\left\|u_{0}-\widetilde{u}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+C e^{-C \delta \beta}+C \varepsilon^{2} \int_{0}^{t}\left\|(u-\widetilde{u})_{\xi \xi}\right\|_{L^{2}}^{2} d s, \tag{6.1}
\end{align*}
$$

where $G_{1}, G^{S}$, and $D_{u_{1}}$ are the terms defined in (3.7).

Since the inflow problem is written in terms of $\xi=x-\sigma_{-} t$, we consider the weight function $a$ in $\xi$-variable:

$$
\begin{equation*}
a(t, \xi):=1+\frac{u_{-}-\widetilde{u}(t, \xi)}{\sqrt{\delta}}=1+\frac{u_{-}-\widetilde{u}\left(\xi-\left(\sigma-\sigma_{-}\right) t-\mathbf{X}(t)-\beta\right)}{\sqrt{\delta}} . \tag{6.2}
\end{equation*}
$$

Then, the weight function $a$ still satisfies $1 \leq a<\frac{3}{2}$ and

$$
\partial_{\xi} a=-\frac{\partial_{\xi} \widetilde{u}}{\sqrt{\delta}}=\frac{\sigma \partial_{\xi} \widetilde{v}}{\sqrt{\delta}}>0, \quad \text { and } \quad\left|a_{\xi}\right| \sim \frac{\partial_{\xi} \widetilde{v}}{\sqrt{\delta}} .
$$

Moreover, the system (1.11) can be written in the same structure as before

$$
\begin{equation*}
\partial_{t} U+\partial_{\xi} A(U)=\partial_{\xi}\left(M(U) \partial_{\xi} \nabla \eta(U)\right), \tag{6.3}
\end{equation*}
$$

where

$$
U=\binom{v}{u}, \quad M(U)=\left(\begin{array}{cc}
0 & 0 \\
0 & \frac{1}{v}
\end{array}\right), \quad \eta(U)=\frac{u^{2}}{2}+Q(v),
$$

and the flux $A$ now becomes

$$
A(U):=\binom{-\sigma_{-} v-u}{-\sigma_{-} u+p(v)} .
$$

Then, the relative quantities for the system (6.3) can be written as

$$
\begin{align*}
& \eta(U \mid \widetilde{U})=\frac{|u-\widetilde{u}|^{2}}{2}+Q(v \mid \widetilde{v}), \quad A(U \mid \widetilde{U})=\binom{0}{p(v \mid \widetilde{v})},  \tag{6.4}\\
& G(U ; \widetilde{U})=(p(v)-p(\widetilde{v}))(u-\widetilde{u})-\sigma_{-} \eta(U \mid \widetilde{U}) .
\end{align*}
$$

Moreover, the shifted viscous shock profile $\widetilde{U}$

$$
\widetilde{U}(t, \xi)=\binom{\widetilde{v}(t, \xi)}{\widetilde{u}(t, \xi)}=\binom{\widetilde{v}\left(\xi-\left(\sigma-\sigma_{-}\right) t-\mathbf{X}(t)-\beta\right)}{\widetilde{u}\left(\xi-\left(\sigma-\sigma_{-}\right) t-\mathbf{X}(t)-\beta\right)}
$$

satisfies

$$
\begin{equation*}
\partial_{t} \widetilde{U}+\partial_{\xi} A(\widetilde{U})=\partial_{\xi}\left(M(\widetilde{U}) \partial_{\xi} \nabla \eta(\widetilde{U})\right)-\dot{\mathbf{X}} \partial_{\xi} \widetilde{U} . \tag{6.5}
\end{equation*}
$$

Below, we estimate the weighted relative entropy between the solution $U$ of (6.3) and the shifted viscous shock wave (6.5).

Lemma 6.2. Let a be the weight function defined by (6.2), $U$ be a solution to (6.3), and $\widetilde{U}$ be the shifted viscous shock wave satisfying (6.5). Then,

$$
\left.\left.\frac{d}{d t} \int_{\mathbb{R}_{+}} a(t, \xi) \eta(U(t, x)) \right\rvert\, \widetilde{U}(t, \xi)\right) d \xi=\dot{\mathbf{X}}(t) \mathbf{Y}(U)+\mathcal{J}^{\mathrm{bad}}(U)-\mathcal{J}^{\mathrm{good}}(U)+\mathcal{P}(U)
$$

where

$$
\begin{align*}
\mathbf{Y}(U):= & -\int_{\mathbb{R}_{+}} a_{\xi} \eta(U \mid \widetilde{U}) d \xi+\int_{\mathbb{R}_{+}} a \nabla^{2} \eta(\widetilde{U}) \widetilde{U}_{\xi}(U-\widetilde{U}) d \xi, \\
\mathcal{J}^{\mathrm{bad}}(U):= & \int_{\mathbb{R}_{+}} a_{\xi}(p(v)-p(\widetilde{v}))(u-\widetilde{u}) d \xi-\int_{\mathbb{R}_{+}} a \widetilde{u}_{\xi} p(v \mid \widetilde{v}) d \xi \\
& -\int_{\mathbb{R}_{+}} a_{\xi} \frac{u-\widetilde{u}}{v} \partial_{\xi}(u-\widetilde{u}) d \xi+\int_{\mathbb{R}} a_{\xi}(u-\widetilde{u})(v-\widetilde{v}) \frac{\widetilde{u_{\xi}}}{v \widetilde{v}} d \xi \\
& +\int_{\mathbb{R}_{+}} a \partial_{\xi}(u-\widetilde{u}) \frac{v-\widetilde{v}}{v \widetilde{v}} \widetilde{u}_{\xi} d \xi,  \tag{6.6}\\
\mathcal{J}^{\operatorname{good}}(U):= & \frac{\sigma}{2} \int_{\mathbb{R}_{+}} a_{\xi}|u-\widetilde{u}|^{2} d \xi+\sigma \int_{\mathbb{R}} a_{\xi} Q(v \mid \widetilde{v}) d \xi+\int_{\mathbb{R}_{+}} \frac{a}{v}\left|\partial_{\xi}(u-\widetilde{u})\right|^{2} d \xi, \\
\mathcal{P}(U):= & {\left[a(u-\widetilde{u})(p(v)-p(\widetilde{v}))-a \frac{\sigma_{-}}{2}(u-\widetilde{u})^{2}-a \sigma_{-} Q(v \mid \widetilde{v})\right.} \\
& \left.-\frac{a}{v}(u-\widetilde{u})(u-\widetilde{u})_{\xi}-\frac{a}{v \widetilde{v}}(u-\widetilde{u})(v-\widetilde{v}) \widetilde{u}_{\xi}\right]_{\xi=0} .
\end{align*}
$$

Proof. Since the proof is almost the same as the proof of Lemma 4.2, we only explain the different points. Again, the time derivative of the weighted relative entropy is given as

$$
\begin{equation*}
\frac{d}{d t} \int_{\mathbb{R}_{+}} a(t, \xi) \eta(U(t, \xi) \mid \widetilde{U}(t, \xi)) d \xi=\dot{\mathbf{X}}(t) \mathbf{Y}-\left(\sigma-\sigma_{-}\right) \int_{\mathbb{R}_{+}} a_{\xi} \eta(U \mid \widetilde{U}) d \xi+\sum_{i=1}^{5} I_{i} \tag{6.7}
\end{equation*}
$$

where $I_{i}$ are given as in (4.7) in terms of $\xi$-variable. Note that, the coefficient in front of the relative entropy on the right-hand side of (6.7) becomes $\left(\sigma-\sigma_{-}\right)$, instead of $\sigma$. Then, compared to the estimates in the proof of Lemma 4.2, the only difference is that $G(U ; \widetilde{U})$ is changed from (4.4) to (6.4). Due to this change, the term $I_{1}$ becomes

$$
\begin{aligned}
I_{1}= & a\left[(u-\widetilde{u})(p(v)-p(\widetilde{v}))-\frac{\sigma_{-}}{2}(u-\widetilde{u})^{2}-\sigma_{-} Q(v \mid \widetilde{v})\right]_{\xi=0} \\
& +\int_{\mathbb{R}_{+}} a_{\xi}(u-\widetilde{u})(p(v)-p(\widetilde{v})) d \xi-\frac{\sigma_{-}}{2} \int_{\mathbb{R}_{+}} a_{\xi}(u-\widetilde{u})^{2} d \xi-\sigma_{-} \int_{\mathbb{R}_{+}} a_{\xi} Q(v \mid \widetilde{v}) d \xi,
\end{aligned}
$$

and the other terms $I_{i}$ for $i=2,3,4,5$ are unchanged, except that the boundary value of $u(t, 0)$ does not vanish in the case of inflow problem. This induces that the boundary terms $\mathcal{P}(U)$ are slightly changed compared to that of the impermeable wall problem. Thus, combining all the terms $I_{i}$ for $i=1,2, \ldots, 5$, we get the desired estimate on the weighted relative entropy.

Observe that, all the terms in (6.6) are the same as in (4.6) and the only difference appears in the boundary terms $\mathcal{P}(U)$. In the following lemma, we provide the estimates on the boundary terms for the case of the inflow problem.
Lemma 6.3. There exists $C>0$ such that

$$
\left|\int_{0}^{t} \mathcal{P}(U) d s\right| \leq C e^{-C \delta \beta}+C \varepsilon^{2} \int_{0}^{t}\left\|(u-\widetilde{u})_{\xi \xi}\right\|_{L^{2}(\mathbb{R}+)}^{2} d s
$$

for all $t \in[0, T]$.
Proof. We split $\mathcal{P}(U)$ as

$$
\begin{aligned}
\mathcal{P}(U):= & {\left[a(u-\widetilde{u})(p(v)-p(\widetilde{v}))-a \frac{\sigma_{-}}{2}(u-\widetilde{u})^{2}-a \sigma_{-} Q(v \mid \widetilde{v})\right.} \\
& \left.-\frac{a}{v}(u-\widetilde{u})(u-\widetilde{u})_{\xi}-\frac{a}{v \widetilde{v}}(u-\widetilde{u})(v-\widetilde{v}) \widetilde{u}_{\xi}\right]_{\xi=0} \\
= & : \mathcal{P}_{1}(U)+\mathcal{P}_{2}(U)+\mathcal{P}_{3}(U)+\mathcal{P}_{4}(U)+\mathcal{P}_{5}(U) .
\end{aligned}
$$

First of all, since $\sigma>0, \sigma_{-}<0$, and $\beta>0$, we have

$$
\left|-\left(\sigma-\sigma_{-}\right) t-\mathbf{X}(t)-\beta\right| \geq\left(\sigma-\sigma_{-}\right) t-|\mathbf{X}(t)|+\beta
$$

which together with $|\mathbf{X}(t)| \leq C \varepsilon t$, we have

$$
\left|-\left(\sigma-\sigma_{-}\right) t-\mathbf{X}(t)-\beta\right| \geq \frac{1}{2}\left(\sigma-\sigma_{-}\right) t+\beta
$$

This yields

$$
\begin{align*}
& \left|\widetilde{u}(t, 0)-u_{-}\right| \leq C \delta e^{-C \delta\left|-\left(\sigma-\sigma_{-}\right) t-\mathbf{X}(t)-\beta\right|}=C \delta e^{-C \delta\left(\sigma-\sigma_{-}\right) t} e^{-C \delta \beta},  \tag{6.8}\\
& \left|\widetilde{v}(t, 0)-v_{-}\right| \leq C \delta e^{-C \delta\left|-\left(\sigma-\sigma_{-}\right) t-\mathbf{X}(t)-\beta\right|}=C \delta e^{-C \delta\left(\sigma-\sigma_{-}\right) t} e^{-C \delta \beta} .
\end{align*}
$$

Below, we estimate $\mathcal{P}_{i}(U)$ separately. First, we use a priori assumption and (6.8) to obtain

$$
\left|\int_{0}^{t} \mathcal{P}_{1}(U) d s\right| \leq C\|p(v)-p(\widetilde{v})\|_{L^{\infty}(\mathbb{R}+)} \int_{0}^{t}\left|\widetilde{u}(s, 0)-u_{-}\right| d s \leq C \varepsilon e^{-C \delta \beta} .
$$

Similarly, we estimate $\mathcal{P}_{2}(U)$ and $\mathcal{P}_{3}(U)$ as

$$
\left|\int_{0}^{t} \mathcal{P}_{2}(U) d s\right| \leq C\|u-\widetilde{u}\|_{L^{\infty}(\mathbb{R}+)} \int_{0}^{t}\left|\widetilde{u}(s, 0)-u_{-}\right| d s \leq C \varepsilon e^{-C \delta \beta},
$$

and

$$
\left|\int_{0}^{t} \mathcal{P}_{3}(U) d s\right| \leq C\|v-\widetilde{v}\|_{L^{\infty}(\mathbb{R}+)} \int_{0}^{t}\left|\widetilde{v}(s, 0)-v_{-}\right| d s \leq C \varepsilon e^{-C \delta \beta} .
$$

For $\mathcal{P}_{4}(U)$, we use interpolation inequality and Young's inequality to get

$$
\begin{aligned}
\left|\int_{0}^{t} \mathcal{P}_{4}(U) d s\right| & =\left|\int_{0}^{t}\left[\frac{a}{v}(u-\widetilde{u})(u-\widetilde{u})_{\xi}\right]_{\xi=0} d s\right| \\
& \leq C \int_{0}^{t}\left|u_{-}-\widetilde{u}(s, 0)\right|\left\|(u-\widetilde{u})_{\xi}\right\|_{L^{\infty}(\mathbb{R}+)} d s \\
& \leq C \int_{0}^{t}\left|u_{-}-\widetilde{u}(s, 0)\right|^{\frac{4}{3}} d s+C \int_{0}^{t}\left\|(u-\widetilde{u})_{\xi}\right\|_{L^{2}(\mathbb{R}+)}^{2}\left\|(u-\widetilde{u})_{\xi \xi}\right\|_{L^{2}(\mathbb{R}+)}^{2} d s \\
& \leq C \delta^{\frac{1}{3}} e^{-C \delta \beta}+C \varepsilon^{2} \int_{0}^{t}\left\|(u-\widetilde{u})_{\xi \xi}\right\|_{L^{2}(\mathbb{R}+)}^{2} d s .
\end{aligned}
$$

Similarly, we also easily get the estimate of $\mathcal{P}_{5}(U)$ as

$$
\left|\int_{0}^{t} \mathcal{P}_{5}(U) d s\right| \leq C \varepsilon \delta^{2} e^{-C \delta \beta} .
$$

Combining the estimates on $\mathcal{P}_{i}(U)$ above with smallness of parameters, we obtain the desired estimate.

With the above control on the boundary terms, the remaining process for proving Lemma 6.1 is the same as the proof of Lemma 4.1 in Section 4.5, except the small changes that we need to rewrite the $x$-variables as $\xi+\sigma_{-} t$. For example, when we obtain the counterpart of Lemma 4.6, we need to define the $f$ and $y$ variables as

$$
f:=u-\widetilde{u}\left(\xi-\left(\sigma-\sigma_{-}\right) t-\mathbf{X}(t)-\beta\right)
$$

and

$$
y:=\frac{u_{-}-\widetilde{u}\left(\xi-\left(\sigma-\sigma_{-}\right) t-\mathbf{X}(t)-\beta\right)}{\delta},
$$

so that these are written in terms of $\xi$ and $t$. Except for replacing $x$ by $\xi$, the entire procedure is the same, and we conclude that the desired estimate (6.1) in Lemma 6.1 holds.
6.2. $H^{1}$-estimate for the inflow problem. To attain the $H^{1}$-estimate for the inflow problem, we again introduce an effective velocity $h:=u-(\ln v)_{\xi}$. Then, the NS system in terms of $(v, h)$ variable becomes

$$
\begin{aligned}
& v_{t}-\sigma_{-} v_{\xi}-h_{\xi}=(\ln v)_{\xi \xi}, \\
& h_{t}-\sigma_{-} h_{\xi}+p(v)_{\xi}=0
\end{aligned}
$$

and the equations for corresponding viscous shock wave becomes

$$
\begin{aligned}
& \widetilde{v}_{t}-\sigma_{-} \widetilde{v}_{\xi}-\widetilde{h}_{\xi}=(\ln \widetilde{v})_{\xi \xi}-\dot{\mathbf{X}} \widetilde{v}_{\xi} \\
& \widetilde{h}_{t}-\sigma_{-} \widetilde{h}_{\xi}+p(\widetilde{v})_{\xi}=-\dot{\mathbf{X}} \widetilde{h}_{\xi}
\end{aligned}
$$

where $\widetilde{h}:=\widetilde{u}-(\ln \widetilde{v})_{\xi}$. Similar to Lemma 5.1, we can obtain the following $H^{1}$-estimate for $v$ perturbation.

Lemma 6.4. Under the hypothesis of Proposition 3.2, there exists a positive constant $C$ such that for all $t \in[0, T]$,

$$
\begin{align*}
& \|(v-\widetilde{v})(t, \cdot)\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}+\|\left(u-\widetilde{u}(t, \cdot) \|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\delta \int_{0}^{t}|\dot{\mathbf{X}}|^{2} d s+\int_{0}^{t}\left(G_{1}+G^{S}+D_{v_{1}}+D_{u_{1}}\right) d s\right.  \tag{6.9}\\
& \leq C\left(\|(v-\widetilde{v})(0, \cdot)\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}+\|(u-\widetilde{u})(0, \cdot)\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}\right)+C e^{-C \delta \beta}+\frac{1}{100} \int_{0}^{t} D_{u_{2}} d s,
\end{align*}
$$

where $D_{v_{1}}, D_{u_{2}}$ are the term defined in (3.7).
Proof. As in the proof of Lemma 5.1, we can estimate the relative entropy between $U=(v, h)$ and $\widetilde{U}:=(\widetilde{v}, \widetilde{h})$ as

$$
\frac{d}{d t} \int_{\mathbb{R}_{+}} \eta(U(t, \xi) \mid \widetilde{U}(t, \xi)) d \xi=\dot{\mathbf{X}}(t) \mathcal{Y}(U)+\sum_{i=1}^{5} \mathcal{I}_{i}
$$

where

$$
\begin{aligned}
& \mathcal{Y}(U):=\int_{\mathbb{R}_{+}} \nabla^{2} \eta(\widetilde{U})(\widetilde{U})_{\xi}(U-\widetilde{U}) d \xi, \\
& \mathcal{I}_{1}:=-\int_{\mathbb{R}_{+}} \partial_{\xi} G(U ; \widetilde{U}) d \xi, \\
& \mathcal{I}_{2}:=-\int_{\mathbb{R}_{+}} \partial_{\xi} \nabla \eta(\widetilde{U}) A(U \mid \widetilde{U}) d \xi, \\
& \mathcal{I}_{3}:=\int_{\mathbb{R}_{+}}(\nabla \eta(U)-\nabla \eta(\widetilde{U})) \partial_{\xi}\left(M(U) \partial_{\xi}(\nabla \eta(U)-\nabla \eta(\widetilde{U})) d \xi,\right. \\
& \mathcal{I}_{4}:=\int_{\mathbb{R}_{+}}(\nabla \eta(U)-\nabla \eta(\widetilde{U})) \partial_{\xi}\left((M(U)-M(\widetilde{U})) \partial_{\xi} \nabla \eta(\widetilde{U})\right) d \xi, \\
& \mathcal{I}_{5}:=\int_{\mathbb{R}_{+}}(\nabla \eta)(U \mid \widetilde{U}) \partial_{\xi}\left(M(\widetilde{U}) \partial_{\xi} \nabla \eta(\widetilde{U})\right) d \xi .
\end{aligned}
$$

Each of term above can be written as

$$
\begin{align*}
\mathcal{Y}(U) & =\int_{\mathbb{R}_{+}} \widetilde{h}_{\xi}(h-\widetilde{h}) d \xi-\int_{\mathbb{R}_{+}} p^{\prime}(\widetilde{v}) \widetilde{v}_{\xi}(v-\widetilde{v}) d \xi, \\
\mathcal{I}_{1} & =-\int_{\mathbb{R}_{+}} \partial_{\xi}\left((p(v)-p(\widetilde{v}))(h-\widetilde{h})-\sigma_{-} \eta(U \mid \widetilde{U})\right) d \xi \\
& =\left[(p(v)-p(\widetilde{v}))(h-\widetilde{h})-\frac{\sigma_{-}}{2}|h-\widetilde{h}|^{2}-\sigma_{-} Q(v \mid \widetilde{v})\right]_{\xi=0}, \\
\mathcal{I}_{2} & =-\int_{\mathbb{R}_{+}} \widetilde{h}_{\xi} p(v \mid \widetilde{v}) d \xi, \\
\mathcal{I}_{3} & =\int_{\mathbb{R}_{+}}(p(v)-p(\widetilde{v})) \partial_{\xi}\left(\frac{1}{\gamma p(v)} \partial_{\xi}(p(v)-p(\widetilde{v}))\right) d \xi  \tag{6.10}\\
& =\left[-\frac{1}{\gamma p(v)}(p(v)-p(\widetilde{v})) \partial_{\xi}(p(v)-p(\widetilde{v}))\right]_{\xi=0}-\int_{\mathbb{R}_{+}} \frac{1}{\gamma p(v)}\left|(p(v)-p(\widetilde{v}))_{\xi}\right|^{2} d \xi, \\
\mathcal{I}_{4} & =\int_{\mathbb{R}_{+}}(p(v)-p(\widetilde{v})) \partial_{\xi}\left(\frac{p(\widetilde{v})-p(v)}{\gamma p(v) p(\widetilde{v})} \partial_{\xi} p(\widetilde{v})\right) d \xi \\
& =\left[(p(v)-p(\widetilde{v}))^{2} \frac{\partial_{\xi} p(\widetilde{v})}{\gamma p(v) p(\widetilde{v})}\right]_{\xi=0}-\int_{\mathbb{R}_{+}} \partial_{\xi}(p(v)-p(\widetilde{v})) \frac{p(\widetilde{v})-p(v)}{\gamma p(v) p(\widetilde{v})} \partial_{\xi} p p(\widetilde{v}) d \xi, \\
\mathcal{I}_{5} & =-\int_{\mathbb{R}_{+}} p(v \mid \widetilde{v})(\ln \widetilde{v})_{\xi \xi} d \xi .
\end{align*}
$$

Compared to the proof of Lemma 5.1, the only additional terms are included in $\mathcal{I}_{1}$, namely,

$$
\begin{equation*}
\left[-\frac{\sigma_{-}}{2}|h-\widetilde{h}|^{2}-\sigma_{-} Q(v \mid \widetilde{v})\right]_{\xi=0} . \tag{6.11}
\end{equation*}
$$

However, we use the definition of $h$ and $\widetilde{h}$ to observe that

$$
\begin{align*}
\int_{0}^{t}\left[|h-\widetilde{h}|^{2}\right]_{\xi=0} d s & \leq C \int_{0}^{t}\left[|u-\widetilde{u}|^{2}+\left|\widetilde{v}_{\xi}(v-\widetilde{v})\right|^{2}\right]_{\xi=0} d s+C \int_{0}^{t}\left[\left|(v-\widetilde{v})_{\xi}\right|^{2}\right]_{\xi=0} d s  \tag{6.12}\\
& \leq C \varepsilon e^{-C \delta \beta}+C \varepsilon \delta^{3} e^{-C \delta \beta}+C \int_{0}^{t}\left[\left|(v-\widetilde{v})_{\xi}\right|^{2}\right]_{\xi=0} d s
\end{align*}
$$

From the equations, we obtain the equation for the perturbation $v-\widetilde{v}$ as

$$
(v-\widetilde{v})_{t}-\sigma_{-}(v-\widetilde{v})_{\xi}-(u-\widetilde{u})_{\xi}=\dot{\mathbf{X}} \widetilde{v}_{\xi},
$$

from which we derive

$$
\begin{align*}
& C \int_{0}^{t}\left[\left|(v-\widetilde{v})_{\xi}\right|^{2}\right]_{\xi=0} d s \\
& \leq C \int_{0}^{t}\left(\left[(v-\widetilde{v})_{t}^{2}\right]_{\xi=0}+|\dot{\mathbf{X}}(s)|^{2}\left[\left|\widetilde{v}_{\xi}\right|^{2}\right]_{\xi=0}+\left[(u-\widetilde{u})_{\xi}^{2}\right]_{\xi=0}\right) d s \\
& \leq C e^{-C \delta \beta}+C \varepsilon \delta^{3} e^{-C \delta \beta}+C \int_{0}^{t}\left\|(u-\widetilde{u})_{\xi}\right\|_{L^{\infty}\left(\mathbb{R}_{+}\right)}^{2} d s  \tag{6.13}\\
& \leq C e^{-C \delta \beta}+C \int_{0}^{t}\left\|(u-\widetilde{u})_{\xi}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}\left\|(u-\widetilde{u})_{\xi \xi}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)} d s \\
& \leq C e^{-C \delta \beta}+C \int_{0}^{t}\left\|(u-\widetilde{u})_{\xi}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2} d s+\frac{1}{100} \int_{0}^{t}\left\|(u-\widetilde{u})_{\xi \xi}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2} d s \\
& =C e^{-C \delta \beta}+C \int_{0}^{t} D_{u_{1}} d s+\frac{1}{100} \int_{0}^{t} D_{u_{2}} d s .
\end{align*}
$$

We now substitute (6.13) into (6.12) to derive

$$
\int_{0}^{t}\left[|h-\widetilde{h}|^{2}\right]_{\xi=0} d s \leq C e^{-C \delta \beta}+C \int_{0}^{t} D_{u_{1}} d s+\frac{1}{100} \int_{0}^{t} D_{u_{2}} d s
$$

On the other hand, it is easy to observe that

$$
\left|\int_{0}^{t}[Q(v \mid \widetilde{v})]_{\xi=0} d s\right| \leq C\|v-\widetilde{v}\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}_{+}\right)\right)} \int_{0}^{t}\left|\widetilde{v}(s, 0)-v_{-}\right| d s \leq C \varepsilon e^{-C \delta \beta} .
$$

Therefore, the above computation shows that the time integration of the new terms in (6.11) can be bounded by

$$
C e^{-C \delta \beta}+C \int_{0}^{t} D_{u_{1}} d s+\frac{1}{100} \int_{0}^{t} D_{u_{2}} d s
$$

Since the other terms in (6.10) are the same as (5.4), we deduce that the desired estimate can be obtained by using exactly the same estimate as in Lemma 5.1.

Finally, we close the estimate on the $H^{1}$-perturbation in the following lemma.
Lemma 6.5. Under the hypothesis of Proposition 3.2, there exists a positive constant $C$ such that for all $t \in[0, T]$,

$$
\begin{aligned}
& \|(v-\widetilde{v})(t, \cdot)\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}+\|(u-\widetilde{u})(t, \cdot)\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}+\delta \int_{0}^{t}|\dot{\mathbf{X}}|^{2} d s \\
& +\int_{0}^{t}\left(G_{1}+G^{S}+D_{v_{1}}+D_{u_{1}}+D_{u_{2}}\right) d s \\
& \leq C\left(\|(v-\widetilde{v})(0, \cdot)\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}+\|(u-\widetilde{u})(0, \cdot)\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}\right)+C e^{-C \delta \beta} .
\end{aligned}
$$

Proof. We first observe that the perturbation $u-\widetilde{u}$ satisfies

$$
(u-\widetilde{u})_{t}=\sigma_{-}(u-\widetilde{u})_{\xi}-\left(p(v)-p(\widetilde{v})_{\xi}+\left(\frac{u_{\xi}}{v}-\frac{\widetilde{u}_{\xi}}{\widetilde{v}}\right)_{\xi}+\dot{\mathbf{X}}(t) \widetilde{u}_{\xi} .\right.
$$

We multiply the above equation by $-(u-\widetilde{u})_{\xi \xi}$ and integrate it over $[0, t] \times \mathbb{R}_{+}$to get

$$
\begin{align*}
-\int_{0}^{t} & \int_{\mathbb{R}_{+}}(u-\widetilde{u})_{t}(u-\widetilde{u})_{\xi \xi} d \xi d s \\
\quad= & \int_{0}^{t} \int_{\mathbb{R}_{+}}\left(p(v)-p(\widetilde{v})_{\xi}(u-\widetilde{u})_{\xi \xi} d \xi d s-\int_{0}^{t} \int_{\mathbb{R}_{+}}\left(\frac{u_{\xi}}{v}-\frac{\widetilde{u}_{\xi}}{\widetilde{v}}\right)_{\xi}(u-\widetilde{u})_{\xi \xi} d \xi d s\right.  \tag{6.14}\\
& -\int_{0}^{t} \int_{\mathbb{R}_{+}} \dot{\mathbf{X}}(s)_{\widetilde{u}_{\xi}}(u-\widetilde{u})_{\xi \xi} d \xi d s-\sigma_{-} \int_{0}^{t} \int_{\mathbb{R}_{+}}(u-\widetilde{u})_{\xi}(u-\widetilde{u})_{\xi \xi} d \xi d s \\
\quad= & J_{1}+J_{2}+J_{3}+J_{4} .
\end{align*}
$$

Applying integration-by-parts for the left-hand side of (6.14), we have

$$
\begin{aligned}
& -\int_{0}^{t} \int_{0}^{\infty}(u-\widetilde{u})_{t}(u-\widetilde{u})_{\xi \xi} d \xi d s \\
& =\int_{0}^{t}\left[(u-\widetilde{u})_{t}(u-\widetilde{u})_{\xi}\right]_{\xi=0} d s+\frac{1}{2}\left\|(u-\widetilde{u})_{\xi}(t, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}-\frac{1}{2}\left\|(u-\widetilde{u})_{\xi}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2} .
\end{aligned}
$$

Thus, we rewrite (6.14) as

$$
\begin{equation*}
\frac{1}{2}\left\|(u-\widetilde{u})_{\xi}(t, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}=\frac{1}{2}\left\|(u-\widetilde{u})_{\xi}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+J_{1}+J_{2}+J_{3}+J_{4}+J_{5} \tag{6.15}
\end{equation*}
$$

where $J_{5}:=-\int_{0}^{t}\left[(u-\widetilde{u})_{t}(u-\widetilde{u})_{\xi}\right]_{\xi=0} d s$. Observe that the terms $J_{1}, J_{2}$, and $J_{3}$ are exactly the same terms as in (5.7), except that the variable is changed to $\xi$. Therefore, these terms can be treated exactly in the same manner as before. Thus, we focus on estimating $J_{4}$ and $J_{5}$.

- (Estimate of $J_{4}$ ): By virtue of Cauchy-Schwarz inequality and Young's inequality, we have

$$
\begin{aligned}
\left|J_{4}\right| & \leq C \int_{0}^{t}\left\|(u-\widetilde{u})_{\xi}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}\left\|(u-\widetilde{u})_{\xi \xi}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)} d s \\
& \leq C \int_{0}^{t} D_{u_{1}} d s+\frac{1}{100} \int_{0}^{t} D_{u_{2}} d s
\end{aligned}
$$

- (Estimate of $J_{5}$ ): Using the equation

$$
(v-\widetilde{v})_{t}-\sigma_{-}(v-\widetilde{v})_{\xi}-(u-\widetilde{u})_{\xi}=\dot{\mathbf{X}} \widetilde{v}_{\xi},
$$

we split $J_{5}$ as

$$
\begin{aligned}
J_{5} & =-\int_{0}^{t}\left[(u-\widetilde{u})_{t}(v-\widetilde{v})_{t}\right]_{\xi=0} d s+\sigma_{-} \int_{0}^{t}\left[(u-\widetilde{u})_{t}(v-\widetilde{v})_{\xi}\right]_{\xi=0} d s+\int_{0}^{t} \dot{\mathbf{X}}(s)\left[(u-\widetilde{u})_{t} \widetilde{v}_{\xi}\right]_{\xi=0} d s \\
& =: J_{51}+J_{52}+J_{53} .
\end{aligned}
$$

For $J_{51}$, using integration-by-parts in time variable, we have

$$
\begin{aligned}
\left|J_{51}\right| & \leq\left|\left((u-\widetilde{u})_{t}(v-\widetilde{v})\right)(t, 0)-\left((u-\widetilde{u})_{t}(v-\widetilde{v})\right)(0,0)\right|+\left|\int_{0}^{t}\left[(u-\widetilde{u})_{t t}(v-\widetilde{v})\right]_{\xi=0} d s\right| \\
& \leq C\|v-\widetilde{v}\|_{L^{\infty}\left(0, T ; L^{2}\left(\mathbb{R}_{+}\right)\right)}\left(\left|\widetilde{u}_{\xi}(t, 0)\right|+\left|\widetilde{u}_{\xi}(0,0)\right|+\int_{0}^{t}\left|\widetilde{u}_{\xi \xi}(s, 0)\right| d s\right) \\
& \leq C \varepsilon \delta^{2} e^{-C \delta \beta} .
\end{aligned}
$$

By Young's inequality and the same method as done in (6.13), we estimate $F_{52}$ as

$$
\begin{aligned}
\left|J_{52}\right| & \leq C \int_{0}^{t}\left[(u-\widetilde{u})_{t}^{2}\right]_{\xi=0} d s+C \int_{0}^{t}\left[(v-\widetilde{v})^{2}\right]_{\xi=0} d s \\
& \leq C e^{-C \delta \beta}+C \varepsilon \delta^{3} e^{-C \delta \beta}+C \int_{0}^{t} D_{u_{1}} d s+\frac{1}{100} \int_{0}^{t} D_{u_{2}} d s .
\end{aligned}
$$

Similarly, we can obtain $\left|J_{53}\right| \leq C e^{-C \delta \beta}$ by using the fact that $|\dot{\mathbf{X}}| \leq C \varepsilon$. Substituting the above estimates into (6.15), there exists a positive constant $C_{4}$ such that

$$
\begin{aligned}
& \left\|(u-\widetilde{u})_{\xi}(t, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\int_{0}^{t} D_{u_{2}} d s \\
& \leq C\left\|(u-\widetilde{u})_{\xi}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+C e^{-C \delta \beta}+C_{4} \int_{0}^{t}\left(\delta|\dot{\mathbf{X}}|^{2}+G_{1}+G^{S}+D_{u_{1}}+D_{v_{1}}\right) d s
\end{aligned}
$$

Multiplying the above inequality by the constant $\frac{1}{2 \max \left\{1, C_{4}\right\}}$, and then adding the result to (6.9), we have

$$
\begin{aligned}
& \|(v-\widetilde{v})(t, \cdot)\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}+\|(u-\widetilde{u})(t, \cdot)\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}+\delta \int_{0}^{t}|\dot{\mathbf{X}}|^{2} d s \\
& \quad+\int_{0}^{t}\left(G_{1}+G^{S}+D_{v_{1}}+D_{u_{1}}+D_{u_{2}}\right) d s \\
& \leq C\left(\|(v-\widetilde{v})(0, \cdot)\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}+\|(u-\widetilde{u})(0, \cdot)\|_{H^{1}\left(\mathbb{R}_{+}\right)}^{2}\right)+C e^{-C \delta \beta} .
\end{aligned}
$$

This implies the desired result in Lemma 6.5, and completes the proof.

## Appendix A. Global existence

Based on the a priori estimates, we present the global existence of (1.4) and (1.11). Since the proofs are almost identical, we focus on the impermeable wall problem (1.4). We choose smooth monotone functions $\underline{v}$ and $\underline{u}$ defined on $\mathbb{R}_{+}$such that

$$
\begin{aligned}
\| \underline{v} & -v_{+}\left\|_{L^{2}(\beta, \infty)}+\right\| \underline{v}-v_{-} \|_{L^{2}(0, \beta)} \\
& +\left\|\underline{u}-u_{+}\right\|_{L^{2}(\beta, \infty)}+\left\|u-u_{-}\right\|_{L^{2}(0, \beta)}+\left\|\underline{v}_{x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}+\left\|\underline{u}_{x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}<\underline{C} \delta,
\end{aligned}
$$

for some constant $\underline{C}$. Then, noticing $\left(\widetilde{v}^{\mathbf{X}, \beta}, \widetilde{u}^{\mathbf{X}, \beta}\right)(0, x)=(\widetilde{v}, \widetilde{u})(x-\beta)$ and using (2.1), we have

$$
\begin{aligned}
& \left\|\underline{v}(\cdot)-\widetilde{v}^{\mathbf{X}, \beta}(0, \cdot)\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}+\left\|\underline{u}(\cdot)-\widetilde{u}^{\mathbf{X}, \beta}(0, \cdot)\right\|_{H^{1}\left(\mathbb{R}_{+}\right)} \\
& \leq\left\|\underline{v}-v_{+}\right\|_{L^{2}(\beta, \infty)}+\left\|\underline{v}-v_{-}\right\|_{L^{2}(0, \beta)}+\left\|\underline{u}-u_{+}\right\|_{L^{2}(\beta, \infty)}+\left\|\underline{u}-u_{-}\right\|_{L^{2}(0, \beta)} \\
& \quad+\left\|\widetilde{v}^{\mathbf{X}, \beta}(0, \cdot)-v_{+}\right\|_{L^{2}(\beta, \infty)}+\left\|\widetilde{v}^{\mathbf{X}, \beta}(0, \cdot)-v_{-}\right\|_{L^{2}(0, \beta)} \\
& \quad+\left\|\widetilde{u}^{\mathbf{X}, \beta}(0, \cdot)-u_{+}\right\|_{L^{2}(\beta, \infty)}+\left\|\widetilde{u}^{\mathbf{X}, \beta}(0, \cdot)-u_{-}\right\|_{L^{2}(0, \beta)} \\
& \quad+\left\|\underline{v}_{x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}+\left\|\partial_{x} \widetilde{v}^{\mathbf{X}, \beta}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}+\left\|\underline{u}_{x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}+\left\|\partial_{x} \widetilde{u}^{\mathbf{X}, \beta}(0, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)} \\
& \leq
\end{aligned}
$$

for another positive constant $C_{1}$. We now define a positive constant $\varepsilon_{0}$ and $\varepsilon_{*}$ as

$$
\varepsilon_{0}=\varepsilon_{*}-\underline{C} \delta, \quad \varepsilon_{*}:=\frac{\varepsilon}{2\left(C_{0}+1\right)}-C_{1} \sqrt{\delta}-e^{-C \delta \beta},
$$

where the constants $\varepsilon$ and $C_{0}$ are the same constants in (3.5) and (3.6). Here, $\varepsilon_{0}$ and $\varepsilon_{*}$ can be chosen as positive constant and $\varepsilon_{*}<\frac{\varepsilon}{2}$, thanks to the smallness of $\delta$ and $e^{-\beta}$. Now, consider any
initial data $\left(v_{0}, u_{0}\right)$ that satisfies (1.14) in Theorem 1.1, that is,

$$
\begin{aligned}
& \left\|v_{0}-v_{+}\right\|_{L^{2}(\beta, \infty)}+\left\|v_{0}-v_{-}\right\|_{L^{2}(0, \beta)} \\
& \quad+\left\|u_{0}-u_{+}\right\|_{L^{2}(\beta, \infty)}+\left\|u_{0}-u_{-}\right\|_{L^{2}(0, \beta)}+\left\|v_{0 x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}+\left\|u_{0 x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}<\varepsilon_{0} .
\end{aligned}
$$

Then, this implies

$$
\begin{aligned}
& \left\|v_{0}-\underline{v}\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}+\left\|u_{0}-\underline{u}\right\|_{H^{1}\left(\mathbb{R}_{+}\right)} \\
& \leq\left\|v_{0}-v_{+}\right\|_{L^{2}(\beta, \infty)}+\left\|u_{0}-u_{+}\right\|_{L^{2}(\beta, \infty)}+\left\|\underline{v}-v_{+}\right\|_{L^{2}(\beta, \infty)}+\left\|\underline{u}-u_{+}\right\|_{L^{2}(\beta, \infty)} \\
& \quad+\left\|v_{0}-v_{-}\right\|_{L^{2}(0, \beta)}+\left\|u_{0}-u_{-}\right\|_{L^{2}(0, \beta)}+\left\|\underline{v}-v_{-}\right\|_{L^{2}(0, \infty)}+\left\|\underline{u}-u_{-}\right\|_{L^{2}(0, \beta)} \\
& \quad+\left\|v_{0 x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}+\left\|u_{0 x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}+\left\|\underline{v}_{x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}+\left\|\underline{u}_{x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)} \\
& \leq \varepsilon_{0}+\underline{C} \delta=\varepsilon_{*} .
\end{aligned}
$$

In particular, Sobolev inequality implies $\left\|v_{0}-\underline{v}\right\|_{L^{\infty}\left(\mathbb{R}_{+}\right)}<C \varepsilon_{*}$ and therefore, for small enough $\varepsilon_{*}$,

$$
\frac{v_{-}}{2}<v_{0}(x)<2 v_{+}, \quad x \in \mathbb{R}_{+} .
$$

Therefore, the local existence theorem implies that there exists $T_{0}>0$ such that the system (1.4) admits a unique solution $(v, u)$ on $\left[0, T_{0}\right]$ satisfying

$$
\begin{equation*}
\|v-\underline{v}\|_{L^{\infty}\left(0, T_{0} ; H^{1}\left(\mathbb{R}_{+}\right)\right)}+\|u-\underline{u}\|_{L^{\infty}\left(0, T_{0} ; H^{1}\left(\mathbb{R}_{+}\right)\right)} \leq \frac{\varepsilon}{2} \tag{A.1}
\end{equation*}
$$

and

$$
\frac{v_{-}}{3}<v(t, x)<3 v_{+}, \quad t>0, \quad x \in \mathbb{R}_{+} .
$$

Then,

$$
\begin{aligned}
& \| \underline{v}-\widetilde{v}^{\mathbf{X}, \beta}(t, \cdot)\left\|_{H^{1}\left(\mathbb{R}_{+}\right)}+\right\| \underline{u}-\widetilde{u}^{\mathbf{X}, \beta}(t, \cdot) \|_{H^{1}\left(\mathbb{R}_{+}\right)} \\
& \leq\left\|\underline{v}-v_{+}\right\|_{L^{2}(\beta, \infty)}+\left\|\underline{u}-u_{+}\right\|_{L^{2}(\beta, \infty)}+\left\|\widetilde{v}^{\mathbf{X}, \beta}(t, \cdot)-v_{+}\right\|_{L^{2}(\beta, \infty)}+\left\|\widetilde{u}^{\mathbf{X}, \beta}(t, \cdot)-u_{+}\right\|_{L^{2}(\beta, \infty)} \\
& \quad+\left\|\underline{v}-v_{-}\right\|_{L^{2}(0, \beta)}+\left\|\underline{u}-u_{-}\right\|_{L^{2}(0, \beta)}+\left\|\widetilde{v}^{\mathbf{X}, \beta}(t, \cdot)-v_{-}\right\|_{L^{2}(0, \beta)}+\left\|\widetilde{u}^{\mathbf{X}, \beta}(t, \cdot)-u_{-}\right\|_{L^{2}(0, \beta)} \\
& \quad+\left\|\partial_{x} \widetilde{\mathbf{v}} \mathbf{X}, \beta(t, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}+\left\|\partial_{x} \widetilde{u}^{\mathbf{X}, \beta}(t, \cdot)\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}+\left\|\underline{v}_{x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}+\left\|\underline{u}_{x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)} \\
& \leq C \sqrt{\delta}(1+\sqrt{|X(t)|}) \leq C \sqrt{\delta}(1+\sqrt{t}) .
\end{aligned}
$$

Therefore, if we choose $\delta$ and $T_{1} \in\left(0, T_{0}\right)$ small enough so that $C \sqrt{\delta}\left(1+\sqrt{T_{1}}\right)<\frac{\varepsilon}{2}$, we have

$$
\left\|\underline{v}-\widetilde{v}^{\mathbf{X}, \beta}(t, \cdot)\right\|_{L^{\infty}\left(0, T_{1} ; H^{1}\left(\mathbb{R}_{+}\right)\right)}+\left\|\underline{u}-\widetilde{u}^{\mathbf{X}, \beta}(t, \cdot)\right\|_{L^{\infty}\left(0, T_{1} ; H^{1}\left(\mathbb{R}_{+}\right)\right)} \leq \frac{\varepsilon}{2} .
$$

Combining with the estimate (A.1), we obtain

$$
\left\|v-\widetilde{v}^{\mathbf{X}, \beta}(t, \cdot)\right\|_{L^{\infty}\left(0, T_{1} ; H^{1}\left(\mathbb{R}_{+}\right)\right)}+\left\|u-\widetilde{u}^{\mathbf{X}, \beta}(t, \cdot)\right\|_{L^{\infty}\left(0, T_{1} ; H^{1}\left(\mathbb{R}_{+}\right)\right)} \leq \varepsilon .
$$

Moreover, since the shift $X$ is absolutely continuous, and

$$
v-\underline{v}, u-\underline{u} \in C\left(\left[0, T_{1}\right] ; H^{1}\left(\mathbb{R}_{+}\right)\right),
$$

we obtain $v-\widetilde{v}, u-\widetilde{u} \in C\left(\left[0, T_{1}\right] ; H^{1}\left(\mathbb{R}_{+}\right)\right)$. Therefore, we prove that (3.5) holds in the time interval $\left[0, T_{1}\right]$. We now show that the solution can be globally extended by using the standard continuation argument. To this end, suppose that the maximal existence time

$$
T_{M}:=\sup \left\{t>0 \mid \sup _{t \in[0, T]}\left(\left\|v-\widetilde{v}^{\mathbf{X}, \beta}\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}+\left\|u-\widetilde{u}^{\mathbf{X}, \beta}\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}\right) \leq \varepsilon\right\}
$$

is finite. Then, we have

$$
\sup _{t \in\left[0, T_{M}\right]}\left(\left\|v-\widetilde{v}^{\mathbf{X}, \beta}\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}+\left\|u-\widetilde{u}^{\mathbf{X}, \beta}\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}\right)=\varepsilon .
$$

On the other hand, since

$$
\begin{aligned}
& \left\|v_{0}-\widetilde{v}^{\mathbf{X}, \beta}(0, \cdot)\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}+\left\|u_{0}-\widetilde{u}^{\mathbf{X}, \beta}(0, \cdot)\right\|_{H^{1}\left(\mathbb{R}_{+}\right)} \\
& =\left\|v_{0}-\underline{v}\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}+\left\|u_{0}-\underline{u}\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}+\left\|\underline{v}-\widetilde{v}^{\mathbf{X}, \beta}(0, \cdot)\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}+\left\|\underline{u}-\widetilde{u}^{\mathbf{X}, \beta}(0, \cdot)\right\|_{H^{1}\left(\mathbb{R}_{+}\right)} \\
& <\varepsilon_{*}+C_{1} \sqrt{\delta},
\end{aligned}
$$

the a priori estimate (3.6) implies that

$$
\sup _{t \in\left[0, T_{M}\right]}\left(\left\|v-\widetilde{v}^{\mathbf{X}, \beta}\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}+\left\|u-\widetilde{u}^{\mathbf{X}, \beta}\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}\right) \leq C_{0}\left(\varepsilon_{*}+C_{1} \sqrt{\delta}\right)+C_{0} e^{-C \delta \beta}<\frac{\varepsilon}{2}
$$

which is a contradiction. Therefore, we obtain $T_{M}=+\infty$, and in particular, the a priori estimate holds for the whole time interval:

$$
\begin{align*}
\sup _{t \geq 0} & {\left[\left\|v-\widetilde{v}^{\mathbf{X}, \beta}\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}+\left\|u-\widetilde{u}^{\mathbf{X}, \beta}\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}\right] } \\
& +\sqrt{\int_{0}^{\infty}\left(\delta|\dot{\mathbf{X}}|^{2}+G_{1}+G^{S}+D_{v_{1}}+D_{u_{1}}+D_{u_{2}}\right) d s}  \tag{A.2}\\
\leq & C_{0}\left(\left\|v_{0}-\widetilde{v}^{\mathbf{X}, \beta}(0, \cdot)\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}+\left\|u_{0}-\widetilde{u}^{\mathbf{X}, \beta}(0, \cdot)\right\|_{H^{1}\left(\mathbb{R}_{+}\right)}\right)+C_{0} e^{-C \delta \beta}
\end{align*}
$$

moreover, for all $t>0$,

$$
\begin{equation*}
|\dot{\mathbf{X}}(t)| \leq C_{0}\left(\left\|\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)(t, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}_{+}\right)}+\left\|\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)(t, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}_{+}\right)}\right) \tag{A.3}
\end{equation*}
$$

## Appendix B. Long-time behavior

We now show that the global-in-time estimate for the perturbation implies the desired long-time behaviors (1.15) and (1.17) and thereby complete the proofs of Theorem 1.1 and Theorem 1.2, First, we define

$$
g(t):=\left\|\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\left\|\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2},
$$

for the impermeable wall problem, and the same quantity is defined for inflow problem by substituting the variable $x$ by $\xi$. Once we show that $g \in W^{1,1}\left(\mathbb{R}_{+}\right)$, we have

$$
\lim _{t \rightarrow \infty} g(t)=0
$$

Then the interpolation inequality and the uniform bound on the $L^{2}$-perturbation in the a priori estimate imply that

$$
\left\|v-\widetilde{v}^{\mathbf{X}, \beta}\right\|_{L^{\infty}\left(\mathbb{R}_{+}\right)} \leq\left\|v-\widetilde{v}^{\mathbf{X}, \beta}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{1 / 2}\left\|\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{1 / 2} \rightarrow 0, \quad \text { as } \quad t \rightarrow \infty,
$$

and the same estimate holds for $u-\widetilde{u}^{\mathbf{X}, \beta}$. Therefore, we only need to show that $g \in W^{1,1}\left(\mathbb{R}_{+}\right)$. Due to the different boundary conditions, we need to prove impermeable wall problem and inflow problem separately.
B.1. Impermeable wall problem. We first show that $g \in W^{1,1}\left(\mathbb{R}_{+}\right)$for the impermeable wall condition problem.

- $\left(g \in L^{1}\left(\mathbb{R}_{+}\right)\right)$: We first observe that

$$
\left(p(v)-p\left(\widetilde{v}^{\mathbf{X}, \beta}\right)\right)_{x}=p^{\prime}(v)\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{x}+\widetilde{v}_{x}^{\mathbf{X}, \beta}\left(p^{\prime}(v)-p^{\prime}\left(\widetilde{v}^{\mathbf{X}, \beta}\right)\right),
$$

which yields

$$
\left|\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{x}\right| \leq C\left|\left(p(v)-p\left(\widetilde{v}^{\mathbf{X}, \beta}\right)\right)_{x}\right|+C\left|\widetilde{v}_{x}^{\mathbf{X}, \beta}\right|\left|v-\widetilde{v}^{\mathbf{X}, \beta}\right| .
$$

Therefore, using the relation $\sigma\left|\widetilde{v}_{\zeta}\right|=\left|\widetilde{u}_{\zeta}\right|$ and (A.2), we obtain

$$
\int_{0}^{\infty}|g(t)| d t \leq C \int_{0}^{\infty}\left(G^{S}+D_{v_{1}}+D_{u_{1}}\right) d t<+\infty
$$

- $\left(g^{\prime} \in L^{1}\left(\mathbb{R}_{+}\right)\right)$: To show that $g^{\prime} \in L^{1}\left(\mathbb{R}_{+}\right)$, we first note that the perturbations $v-\widetilde{v}^{\mathbf{X}, \beta}$ and $u-\widetilde{u}^{\mathbf{X}, \beta}$ satisfies

$$
\begin{align*}
& \left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{t}-\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{x}=\dot{\mathbf{X}} \widetilde{v}_{x}^{\mathbf{X}, \beta} \\
& \left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{t}+\left(p(v)-p\left(\widetilde{v}^{\mathbf{X}, \beta}\right)\right)_{x}=\left(\frac{u_{x}}{v}-\frac{\widetilde{u}_{x}^{\mathbf{X}, \beta}}{\widetilde{v}^{\mathbf{X}, \beta}}\right)_{x}+\dot{\mathbf{X}} \widetilde{u}_{x}^{\mathbf{X}, \beta} \tag{B.4}
\end{align*}
$$

Using the equations ( (B.4) and integration-by-parts, we obtain

$$
\begin{aligned}
\int_{0}^{\infty}\left|g^{\prime}(t)\right| d t= & \int_{0}^{\infty} 2\left|\int_{\mathbb{R}_{+}}\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{x}\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{t x} d x+\int_{\mathbb{R}_{+}}\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{x}\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{t x} d x\right| d t \\
\leq & 2 \int_{0}^{\infty}\left|\int_{\mathbb{R}_{+}}\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{x}\left[\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{x}+\dot{\mathbf{X}} \widetilde{v}_{x}^{\mathbf{X}, \beta}\right] d x\right| d t \\
& +2 \int_{0}^{\infty}\left|\int_{\mathbb{R}_{+}}\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{x x}\left[-\left(p(v)-p\left(\widetilde{v}^{\mathbf{X}, \beta}\right)\right)_{x}+\left(\frac{u_{x}}{v}-\frac{\widetilde{u}_{x}^{\mathbf{X}, \beta}}{\widetilde{v}^{\mathbf{X}, \beta}}\right)_{x}+\dot{\mathbf{X}} \widetilde{u}_{x}^{\mathbf{X}, \beta}\right] d x\right| d t \\
& +2 \int_{0}^{\infty}\left|\left[\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{x}\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{t}\right]_{x=0}\right| d t \\
\leq & 2 \int_{0}^{\infty}\left(\delta|\dot{\mathbf{X}}|^{2}+G^{S}+D_{v_{1}}+D_{u_{1}}+D_{u_{2}}\right) d t+2 \int_{0}^{\infty} \int_{\mathbb{R}_{+}}\left|\left(\frac{u_{x}}{v}-\frac{\widetilde{u}_{x}^{\mathbf{X}, \beta}}{\widetilde{v}^{\mathbf{X}, \beta}}\right)_{x}\right|^{2} d x d t \\
& +2 \int_{0}^{\infty}\left|\left[\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{x}\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{t}\right]_{x=0}\right| d t .
\end{aligned}
$$

However, the second term on the right-hand side can be estimated by using the same argument as in [14], which yields

$$
\int_{0}^{\infty} \int_{\mathbb{R}_{+}}\left|\left(\frac{u_{x}}{v}-\frac{\widetilde{u}_{x}^{\mathbf{X}, \beta}}{\widetilde{v}^{\mathbf{X}, \beta}}\right)_{x}\right|^{2} d x d t \leq C \int_{0}^{\infty}\left(G^{S}+D_{v_{1}}+D_{u_{1}}+D_{u_{2}}\right) d t<+\infty
$$

On the other hand, using $|\dot{\mathbf{X}}(t)| \leq C$ by (A.2) and (3.8), and the interpolation inequality, the last term is estimated as

$$
\begin{aligned}
& \int_{0}^{\infty}\left|\left[\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{x}\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{t}\right]_{x=0}\right| d t \\
& \quad \leq \int_{0}^{\infty}\left|( u - \widetilde { u } ^ { \mathbf { X } , \beta } ) _ { x } ( t , 0 ) \widetilde { u } _ { x } ^ { \mathbf { X } , \beta } ( t , 0 ) \left\|\sigma+\dot{\mathbf{X}}(t)\left|d t \leq C \int_{0}^{\infty}\left\|\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{x}\right\|_{L^{\infty}\left(\mathbb{R}_{+}\right)}\right| \widetilde{u}_{x}^{\mathbf{X}, \beta}(t, 0) \mid d t\right.\right. \\
& \quad \leq C \int_{0}^{\infty}\left\|\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{1 / 2}\left\|\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{x x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{1 / 2}\left|\widetilde{u}_{x}^{\mathbf{X}, \beta}(t, 0)\right| d t \\
& \quad \leq C \int_{0}^{\infty}\left(\left\|\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\left\|\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{x x}\right\|_{L^{2}\left(\mathbb{R}_{+}\right)}^{2}+\left|\widetilde{u}_{x}^{\mathbf{X}, \beta}(t, 0)\right|^{2}\right) d t \\
& \quad \leq C \int_{0}^{\infty}\left(D_{u_{1}}+D_{u_{2}}+\delta^{4} e^{-C \delta t}\right) d t<+\infty
\end{aligned}
$$

To sum up, we obtain

$$
\int_{0}^{\infty}\left|g^{\prime}(t)\right| d t<+\infty
$$

which completes the proof of $g \in W^{1,1}\left(\mathbb{R}_{+}\right)$.
B.2. Inflow problem. Since the proof of $g \in L^{1}\left(\mathbb{R}_{+}\right)$is the same as in the impermeable wall problem, we focus on showing $g^{\prime} \in L^{1}\left(\mathbb{R}_{+}\right)$. For the inflow problem, the perturbation satisfies

$$
\begin{aligned}
& \left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{t}-\sigma_{-}\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{\xi}-\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{\xi}=\dot{\mathbf{X}} \widetilde{v}_{\xi}^{\mathbf{X}, \beta} \\
& \left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{t}-\sigma_{-}\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{\xi}+\left(p(v)-p\left(\widetilde{v}^{\mathbf{X}, \beta}\right)\right)_{\xi}=\left(\frac{u_{\xi}}{v}-\frac{\widetilde{u}_{\xi}^{\mathbf{X}, \beta}}{\widetilde{v}^{\mathbf{X}, \beta}}\right)_{\xi}+\dot{\mathbf{X}} \widetilde{u}_{\xi}^{\mathbf{X}, \beta}
\end{aligned}
$$

Using these equations, we obtain

$$
\begin{aligned}
\int_{0}^{\infty}\left|g^{\prime}(t)\right| d t= & \int_{0}^{\infty} 2\left|\int_{\mathbb{R}_{+}}\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{\xi}\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{t \xi} d \xi+\int_{\mathbb{R}_{+}}\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{\xi}\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{t \xi} d \xi\right| d t \\
\leq & 2 \int_{0}^{\infty}\left|\int_{\mathbb{R}_{+}}\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{\xi}\left[\sigma_{-}\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{\xi \xi}+\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{\xi \xi}+\dot{\mathbf{X}} \widetilde{v}_{\xi \xi}^{\mathbf{X}, \beta}\right] d \xi\right| d t \\
& +2 \int_{0}^{\infty}\left|\int_{\mathbb{R}_{+}}\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{\xi \xi}\left[-\left(p(v)-p\left(\widetilde{v}^{\mathbf{X}, \beta}\right)\right)_{\xi}+\left(\frac{u_{\xi}}{v}-\frac{\widetilde{u}_{\xi}^{\mathbf{X}, \beta}}{\widetilde{v}^{\mathbf{X}, \beta}}\right)_{\xi}+\dot{\mathbf{X}} \widetilde{u}_{\xi}^{\mathbf{X}, \beta}\right] d \xi\right| d t \\
& +2 \int_{0}^{\infty}\left|\left[\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{\xi}\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{t}\right]_{\xi=0}\right| d t+\left|\sigma_{-}\right| \int_{0}^{\infty}\left|\left[\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{\xi}^{2}\right]_{\xi=0}\right| d t \\
\leq & 2 \int_{0}^{\infty}\left(\delta|\dot{\mathbf{X}}|^{2}+\mathcal{G}^{S}+\mathbf{D}_{v_{1}}+\mathbf{D}_{u_{1}}+\mathbf{D}_{u_{2}}\right) d t+2 \int_{0}^{\infty} \int_{\mathbb{R}_{+}}\left|\left(\frac{u_{\xi}}{v}-\frac{\widetilde{u}_{\xi}^{\mathbf{X}, \beta}}{\widetilde{v}^{\mathbf{X}, \beta}}\right)_{\xi}\right|^{2} d \xi d t \\
& +2 \int_{0}^{\infty}\left|\left[\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{\xi}\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{t}\right]_{\xi=0}\right| d t+\left|\sigma_{-}\right| \int_{0}^{\infty}\left|\left[\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{\xi}^{2}\right]_{\xi=0}\right| d t .
\end{aligned}
$$

Notice that, the only difference compared to the impermeable wall problem is the last term:

$$
\int_{0}^{\infty}\left|\left[\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{\xi}^{2}\right]_{\xi=0}\right| d t
$$

However, using the equation for $v-\widetilde{v}^{\mathbf{X}, \beta}$, the boundary condition $v(t, 0)=v_{-}$, and (2.1), we have

$$
\begin{aligned}
& \int_{0}^{\infty}\left|\left[\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{\xi}^{2}\right]_{\xi=0}\right| d t \\
& \leq C \int_{0}^{\infty}\left(\left[\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)_{t}^{2}\right]_{\xi=0}+|\dot{\mathbf{X}}(s)|^{2}\left[\left|\widetilde{v}_{\xi}^{\mathbf{X}, \beta}\right|^{2}\right]_{\xi=0}+\left[\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{\xi}^{2}\right]_{\xi=0}\right) d t \\
& \leq C e^{-C \delta \beta}+C \delta^{3} e^{-C \delta \beta}+C \int_{0}^{\infty}\left\|\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{\xi}\right\|_{L^{\infty}(\mathbb{R}+)}^{2} d t \\
& \leq C e^{-C \delta \beta}+C \int_{0}^{\infty}\left\|\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{\xi}\right\|_{L^{2}(\mathbb{R}+)}\left\|\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)_{\xi \xi}\right\|_{L^{2}(\mathbb{R}+)} d t \\
& \leq C e^{-C \delta \beta}+C \int_{0}^{\infty} D_{u_{1}} d t+C \int_{0}^{\infty} D_{u_{2}} d t<+\infty .
\end{aligned}
$$

Therefore, we show that $g^{\prime} \in L^{1}\left(\mathbb{R}_{+}\right)$and this completes the proof of $g \in W^{1,1}\left(\mathbb{R}_{+}\right)$.

Hence, it holds from (A.3) that

$$
|\dot{\mathbf{X}}(t)| \leq C_{0}\left(\left\|\left(v-\widetilde{v}^{\mathbf{X}, \beta}\right)(t, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}_{+}\right)}+\left\|\left(u-\widetilde{u}^{\mathbf{X}, \beta}\right)(t, \cdot)\right\|_{L^{\infty}\left(\mathbb{R}_{+}\right)}\right) \rightarrow 0 \quad \text { as } t \rightarrow \infty .
$$
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