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#### Abstract

This work shows that the known phase boundary between the phase with chiral symmetry and the phase of spatially inhomogeneous chiral symmetry breaking in the phase diagram of the (1+1)dimensional chiral Gross-Neveu model can be detected from the bosonic two-point function alone and thereby confirms and extends previous results [1-5]. The analysis is refered to as the stability analysis of the symmetric phase and does not require knowledge about spatial modulations of condensates. We perform this analysis in the infinite- $N$ limit at nonzero temperature and nonzero quark and chiral chemical potentials also inside the inhomogeneous phase. Thereby we observe an interesting relation between the bosonic 1-particle irreducible two-point vertex function of the chiral Gross-Neveu model and the spinodal line of the Gross-Neveu model.
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## I. INTRODUCTION

In this work, we present another test of the applicability of a technique in quantum field theory (QFT) used to determine the phase structure in systems with condensation of order parameters: the so-called stability analysis of the ground state. Thereby, one typically examines the stability of either the phase without condensation or the phase with spatially homogeneous condensation with respect to (w.r.t.) (in)homogeneous perturbations. The method is particularily useful in searching for phases where the order parameter depends on the spatial coordinates - a so-called inhomogeneous phase (IP) - since it does not require a specific ansatz for the inhomogeneity. It is based on the determination of the bosonic 1-particle-irreducible two-point function ${ }^{1}$, abbreviated as bosonic two-point function in the following, and can be used in a variety of models, frameworks, and approximations, such as, e.g., the mean-field approximation or the

[^1]Functional Renormalization Group (FRG). It goes beyond a Ginzuburg-Landau analysis, since the momentum structure of the bosonic two-point function is completely resolved in contrast to an expansion in bosonic momenta.

In this work, we apply and test the method with the $(1+1)$-dimensional chiral Gross-Neveu ( $\chi \mathrm{GN}$ ) model [6] in the infinite- $N$ limit at nonzero temperature and nonzero quark and chiral chemical potentials.

## A. Contextualization

In recent years, the stability analysis has been applied to a whole range of Nambu-Jona-Lasinio (NJL)type models where it has been used to study inhomogeneous chiral order parameters, see Ref. [7-18]. This work can be seen as a continuation of Ref. [19], which studied the ability of the method to detect the IP in the $(1+1)$-dimensional Gross-Neveu (GN) model, which features one spatially inhomogeneous scalar order parameter breaking translational invariance in addition to the discrete chiral symmetry spontaneously. In Refs. [19, 20] one can (also) find an in-depth introduction to inhomgoeneous condensates in general, such that we abstain from repeating it here. In general, the stability analysis as it is formulated in this work can be seen as a slighly more modern version or extension of the almost degenerate perturbation theory (ADPT). The latter was already applied to the $\chi$ GN model to detect the phase boundary $[2,3,5,21]$. We therefore do not claim to bring up completely new findings or an entirely new approach, but rather present and test the stability analysis in a way that is more accessible to a broader audience and simpler to transfer to methods beyond mean field theory with minimal effort.

## B. Recap of existing results

The ( $1+1$ )-dimensional $\chi$ GN model is a generalization of the GN model and features a continuous chiral symmetry and spatially inhomogeneous condensation of two bosonic fields breaking the continuous chiral symmetry as well as translational invariance. Within the meanfield (or infinite- $N$ ) approximation, the phase diagram of the $(1+1)$-dimensional $\chi$ GN model in the $(\mu, T)$ plane is rather simple, compare Fig. 1. At the critical temperature $T_{\mathrm{c}}=\mathrm{e}^{\gamma} / \pi$, it undergoes a second-order phase transition from the symmetric phase (SP) without condensation to an IP where two bosonic fields $\sigma$ and $\eta$ condense and form a so-called chiral spiral $[1-4,21,27,32-35]$. As first obtained in Ref. [27] using an ansatz calculation, this chiral spiral is the solution for the thermodynamic ground state in the whole $(\mu, T)$ plane. It is given by

$$
\begin{equation*}
\langle\sigma\rangle=m \cos 2 \mu\left(x-x_{0}\right), \quad\langle\eta\rangle=m \sin 2 \mu\left(x-x_{0}\right), \tag{1}
\end{equation*}
$$

i.e., the two order parameters oscillate with a frequency determined by the chemical potential. The amplitude $m$


FIG. 1. Phase diagram of the $(1+1)$-dimensional $\chi$ GN model (black solid line and block letter labels) and GN model (orange solid line and calligraphic labels). The blue dashed line is the phase diagram of both models under the assumption of a spatially homogeneous ground state. Blue solid lines are the inner and outer spinodal lines. The HBP for the $\chi$ GN model only exists under the assumption of a spatially homogeneous ground state. Otherwise the entire region below $T_{\mathrm{c}}=\frac{\mathrm{e}^{\gamma}}{\pi}$ is an IP. The phase diagrams are symmetric w.r.t. $\mu \rightarrow-\mu$ and constant in $\tilde{\mu}$-direction. The plot is a combination of results of Refs. [1-4, 21-34].
is a function of $T$ and goes to zero when $T$ approaches $T_{\mathrm{c}}$ from below. In Ref. [4], it was further shown that the introduction of a chiral chemical potential $\tilde{\mu}$ does not change the behavior of the chiral order parameter such that the phase diagram is independent of $\tilde{\mu}$.

As discussed above, the $\chi$ GN model can be understood as a generalization of the GN model as it just contains one more interaction channel (mediated by $\eta^{2}$ in the bosonic picture). Through the continuous chiral symmetry transformation, one can show that the phase structure of the GN and $\chi$ GN model are identical when restricting to homogeneous condensation. The homogeneous phase diagram of both models consists of a first order phase transition at low temperature, a critical point and a second-order phase transition at low chemical potential, see also Fig. 1. However, the solution of the phase diagram when allowing for inhomogeneous condensation is vastly different, as can be seen from Fig. 1 when comparing the calligraphic and block letter labels for the phases. The $\chi$ GN model phase diagram consists only of a second-order phase transition to the IP at $T=T_{\mathrm{c}}$ and $|\mu|>0$. This can be seen from Eq. (1) as $\hat{\sigma}$ and $\hat{\eta}$ are non-vanishing for $T<T_{\mathrm{c}}$. In contrast, the GN model phase diagram still features an HBP at non-vanishing, low chemical potential and an IP at temperatures $T$, which are significantly lower than $T_{\mathrm{c}}$, and high chemical potential. This difference is caused by the larger chiral

[^2]symmetry group of the $\chi \mathrm{GN}$ and the invariance of the chiral spiral under a combined, continuous translational and chiral transformation. An analogous invariance cannot be realized in the GN model given the discrete chiral symmetry. As we will discuss later, this feature of the $\chi \mathrm{GN}$ model will also become useful in the context of the stability analysis.

Several recent works are also tackling the problem of going beyond the mean-field approximation in order to incorporate bosonic fluctuations. While in the GN model the literature is not fully conclusive regarding whether the existence of (quasi)-long range order at $T \neq 0$ somewhere in the phase diagram [36-38], recent results in $\chi$ GN model indicate that the chiral spiral solution is indeed destabilized by bosonic quantum fluctuations such that only remnants of the IP can be detected in bosonic correlation functions, which are oscillating but exponentially suppressed [35, 39-42]. ${ }^{3}$

## C. Research objective

In this work, we apply the stability analysis to the $(1+1)$-dimensional $\chi$ GN model using the mean-field approximation, significantly simplifying the computations by neglecting bosonic quantum fluctuations. With this manuscript we particularly do not intend to bring up new findings regarding the phase structure of the $\chi$ GN model in the mean-field approximation, which was already derived in Refs. [1-4, 21, 27, 32-35, 42] and will be discussed below. Instead, this manuscript should be understood as a further test of the applicability of the stability analysis in models where multiple order parameters form an inhomogeneous condensate. In this case, the corresponding stability analysis can be complicated by cross-correlations of these order parameters and diagonalization techniques are required in contrast to the simpler case of one order parameter as in the GN model. A particular motivation for this work comes from Ref. [18], where the cross-correlations of the bosonic fields make an analytical treatment of the stability analysis impossible. Thus, the $\chi$ GN model serves as a good test case for applying this method to the condensation of multiple fields, since its phase diagram features inhomogeneous condensation of two order parameters, the solution to its phase diagram is well-known and rather simple. Furthermore,

[^3]it extends previous stability anlysis in the form of the ADPT by resolving the full momentum structure of the bosonic two-point function also inside the inhomogeneous phase.

In addition, we have realized that the stability analysis gives new insights of the relation between the inner spinodal line of the GN and $\chi \mathrm{GN}$ model and the momentum of the inhomogeneous order parameter in the IP of the $\chi$ GN model.

This work should therefore be seen as a guidance of how to set up a stability analysis in models with multiple fields with any method, where the momentum structure of the bosonic two-point function is accessible.

## D. Structure

This work is structured as follows. In Section II, we introduce the $(1+1)$-dimensional $\chi$ GN model and discuss its symmetries, conserved charges, and chemical potentials. We then bosonize the theory, introduce a chiral basis in the bosonic field space, and present the expressions for the bare fermionic propagator and the fermion-boson vertices. In Section III, we derive the bosonic two-point function in the infinite- $N$ limit at nonzero temperature and nonzero quark and chiral chemical potentials. We then discuss the stability analysis of the symmetric phase and the detection of the phase boundary between the phase with chiral symmetry and the phase of spatially inhomogeneous chiral symmetry breaking in Section IV. Finally, we conclude in Section V.

## II. THE CHIRAL GROSS-NEVEU MODEL

In this section, we define the $(1+1)$-dimensional $\chi$ GN model and introduce thermodynamic parameters such as non-zero temperature as well as quark and chiral chemical potentials in the theory. After partial bosonization using a Hubbard-Stratonovich transformation and changing to a chiral basis in the bosonic field variables we present the relevant expressions for the fermionic propagator and fermion-boson vertices.

## A. Action in Minkowski space

We start with the action of the $\chi$ GN model in Minkowski space. Considering a $(1+1)$-dimensional spacetime, the action reads

$$
\begin{equation*}
\mathcal{S}=\int \mathrm{d}^{2} x\left[\bar{\psi} \mathrm{i} \not \partial \psi+\frac{\lambda}{2 N}\left[(\bar{\psi} \psi)^{2}+\left(\bar{\psi} \mathrm{i} \gamma_{\mathrm{ch}} \psi\right)^{2}\right]\right] \tag{2}
\end{equation*}
$$

Here, $\psi$ and $\bar{\psi}$ are the fermionic fields, $\lambda$ is the fourfermion coupling, and $N$ is the number of fermion flavors. We do not explicitly indicate the summation over the
fermion flavors ${ }^{4}$ and the Dirac indices. The chiral gamma matrix, which is the two-dimensional analog of the $\gamma^{5}$ from four-dimensional Dirac theory, is denoted by $\gamma_{\mathrm{ch}}$ and defined in Eq. (A3) in Appendix A. The integration is over the two-dimensional spacetime coordinates $x^{\mu}=$ $(t, x)$, where $t \in(-\infty, \infty)$ is the time coordinate and $x \in(-\infty, \infty)$ is the spatial coordinate. We use the metric convention $\eta_{\mu \nu}=\operatorname{diag}(+1,-1)$. Whenever integration boundaries are not explicitly stated, we assume that the integration is performed over $\mathbb{R}$ from $-\infty$ to $+\infty$ for each integral.

## B. Symmetries, conserved charges, and chemical potentials

Apart from spacetime and discrete symmetries, which shall not be discussed here, the $\chi$ GN model possesses two global continuous symmetries. The first symmetry is the $\mathrm{U}_{\mathrm{V}}(1)$ symmetry (a global phase transformation) which leaves the four-fermion interaction terms separately invariant. The corresponding conserved current is the vector current $J_{\mathrm{V}}^{\mu}=\bar{\psi} \gamma^{\mu} \psi$, with the fermion number

$$
\begin{equation*}
Q_{\mathrm{V}}=\int \mathrm{d}^{2} x J_{\mathrm{V}}^{0}=\int \mathrm{d}^{2} x \bar{\psi} \gamma^{0} \psi \tag{3}
\end{equation*}
$$

as conserved charge. The second symmetry is a $\mathrm{U}_{\mathrm{A}}(1)$ symmetry, which acts on the fermionic fields as

$$
\begin{equation*}
\psi \mapsto \psi^{\prime}=\mathrm{e}^{\mathrm{i} \vartheta \gamma_{c h}} \psi, \quad \bar{\psi} \mapsto \bar{\psi}^{\prime}=\bar{\psi} \mathrm{e}^{\mathrm{i} \vartheta \gamma_{\mathrm{ch}}} \tag{4}
\end{equation*}
$$

Note the appearance of the chiral gamma matrix $\gamma_{c h}$ in the transformation as well as the sign in the transformation of the $\bar{\psi}$ field. W.r.t. these transformations the fourfermion interactions are no longer separately invariant, but they are transformed into each other. This also explains that they need to have the same coupling constant in order to preserve the symmetry. Only the discrete $\mathbb{Z}_{2}$ subgroup with $\vartheta=\frac{\pi}{2}(2 n+1), n \in \mathbb{Z}$ is a symmetry of each of the four-fermion interaction terms separately. Indeed, this is the symmetry of the GN model which only has the scalar four-fermion interaction term. One identifies the conserved current of the $\mathrm{U}_{\mathrm{A}}(1)$ symmetry with the axial current

$$
\begin{equation*}
J_{\mathrm{A}}^{\mu}=\bar{\psi} \gamma^{\mu} \gamma_{\mathrm{ch}} \psi \tag{5}
\end{equation*}
$$

and the conserved charge as the axial charge

$$
\begin{align*}
Q_{\mathrm{A}} & =\int \mathrm{d}^{2} x J_{\mathrm{A}}^{0}=  \tag{6}\\
& =\int \mathrm{d}^{2} x \bar{\psi} \gamma^{0} \gamma_{\mathrm{ch}} \psi=\int \mathrm{d}^{2} x \bar{\psi} \gamma^{1} \psi
\end{align*}
$$

[^4]To allow for an imbalance in the matter over anti-matter, we introduce a quark chemical potential $\mu$ in the microscopic action (2). In addition, we introduce a chiral chemical potential $\tilde{\mu}$ to allow for a chiral imbalance.

$$
\begin{align*}
\mathcal{S}=\int & \mathrm{d}^{2} x\left[\bar{\psi}\left(\mathrm{i} \not \partial+\mu \gamma^{0}+\tilde{\mu} \gamma^{1}\right) \psi+\right.  \tag{7}\\
& \left.+\frac{\lambda}{2 N}\left[(\bar{\psi} \psi)^{2}+\left(\bar{\psi} \mathrm{i} \gamma_{\mathrm{ch}} \psi\right)^{2}\right]\right] .
\end{align*}
$$

Note that the sign in front of the chemical potentials depends on the convention for what we call matter and anti-matter etc. and is of no importance for the following discussion.

Furthermore, note that the $U_{\mathrm{A}}(1)$ symmetry only exists on the classical level but is broken by the path integral measure in terms of an anomaly. For $N \rightarrow \infty$ we can ignore its breaking and treat it as a symmetry of the model, while its role at finite $N$ was recently discussed in Ref. [35, 42].

## C. Euclidean action

Within this work we are interested in the statistical properties of the $\chi \mathrm{GN}$ model, which is why we switch to Euclidean spacetime. This also allows us to study the model at nonzero temperature. We perform the Wick rotation $t \rightarrow-\mathrm{i} \tau$ to obtain the Euclidean action. In addition to the temporal coordinate, we also Wick rotate the spatial gamma matrix $\gamma^{1} \rightarrow-\mathrm{i} \gamma^{1}$. The resulting Euclidean action is

$$
\begin{align*}
\mathcal{S}=\int & \mathrm{d}^{2} x\left[\bar{\psi}\left(\not \partial-\mu \gamma^{0}+\mathrm{i} \tilde{\mu} \gamma^{1}\right) \psi+\right.  \tag{8}\\
& \left.-\frac{\lambda}{2 N}\left[(\bar{\psi} \psi)^{2}+\left(\bar{\psi} \mathrm{i} \gamma_{\mathrm{ch}} \psi\right)^{2}\right]\right] .
\end{align*}
$$

Note the sign change in front of the four-fermion interaction term w.r.t. the kinetic term as well as the additional factor i in front of the chiral chemical potential.

## D. Partial bosonization

Before we introduce temperature to the problem, we perform a Hubbard-Stratonovich transformation to (partially) bosonize the theory. The resulting action reads

$$
\begin{align*}
\mathcal{S}=\int & \mathrm{d}^{2} x\left[\frac{h^{2}}{2 \lambda}\left(\phi^{2}+\xi^{2}\right)+\right.  \tag{9}\\
& \left.+\bar{\psi}\left(\not \partial-\mu \gamma^{0}+\mathrm{i} \tilde{\mu} \gamma^{1}+\frac{h}{\sqrt{N}}\left(\phi+\mathrm{i} \gamma_{\mathrm{ch}} \xi\right)\right) \psi\right]
\end{align*}
$$

where the four-fermion interaction in the scalar channel is replaced by a Yukawa coupling $h$ of the fermions
to bosonic $\phi$ field, while the four-fermion interaction in the pseudo-scalar channel is replaced by a Yukawa coupling of the fermions to a bosonic $\xi$ field. Note that the transformation is exact such that partition functions and correlation functions are equivalent and can either be expressed in terms of the fermionic or the bosonic fields. Concerning the $U_{\mathrm{V}}(1)$ symmetry, the bosonic fields do not transform at all. However, the $U_{\mathrm{A}}(1)$ symmetry rotates the bosonic fields into each other [6],

$$
\binom{\phi}{\xi} \mapsto\binom{\phi^{\prime}}{\xi^{\prime}}=\left(\begin{array}{cc}
\cos (2 \vartheta) & \sin (2 \vartheta)  \tag{10}\\
-\sin (2 \vartheta) & \cos (2 \vartheta)
\end{array}\right)\binom{\phi}{\xi}
$$

which corresponds to an $O(2)$ symmetry - the symmetry of the effective bosonic potential that we are going to study later.

Since we will be working in the $N \rightarrow \infty$ limit, it is convenient to absorb the $h$ and a factor $\frac{1}{\sqrt{N}}$ into the bosonic fields,

$$
\begin{equation*}
\sigma=\frac{h}{\sqrt{N}} \phi, \quad \quad \eta=\frac{h}{\sqrt{N}} \xi \tag{11}
\end{equation*}
$$

This is possible, because there is no loop correction to the Yukawa coupling for $N \rightarrow \infty$. However, note that this changes the dimensions of the bosonic fields, which are now of dimension energy.

## E. Temperature

Finally, we introduce temperature in the usual way by compactifying the Euclidean time direction to a circle of circumference $\beta=\frac{1}{T}$. Fermions are supposed to obey anti-periodic boundary conditions in the temporal direction, while bosons are supposed to obey periodic boundary conditions. The resulting action reads

$$
\begin{align*}
\mathcal{S}= & \int_{0}^{\frac{1}{T}} \mathrm{~d} \tau \int \mathrm{~d} x\left[\frac{N}{2 \lambda}\left(\sigma^{2}+\eta^{2}\right)+\right.  \tag{12}\\
& \left.+\bar{\psi}\left(\not \partial-\mu \gamma^{0}+\mathrm{i} \tilde{\mu} \gamma^{1}+\sigma+\mathrm{i} \gamma_{\text {ch }} \eta\right) \psi\right] .
\end{align*}
$$

A direct consequence of the compactification of the temporal direction is the quantization of the bosonic and fermionic energies in terms of the Matsubara frequencies $\nu_{n}=2 \pi T\left(n+\frac{1}{2}\right)$ for fermions and $\omega_{n}=2 \pi T n$ for bosons with $n \in \mathbb{Z}$. Conventions for the Fourier transformations to momentum space are taken from the Appendix of Ref. [17].

## F. A chiral basis in field space

When studying the bosonic two-point functions of the $\chi \mathrm{GN}$ model in the basis of $\sigma$ and $\eta$ fields directly, offdiagonal contributions in the bosonic two-point function
are obtained and diagonalization is required ${ }^{5}$. Hereby, we found that the basis in field space, where the bosonic two-point function is diagonal, is a basis that we will call the chiral basis. It was for example already introduced in Refs. [4, 32, 39, 50-52] and is given by ${ }^{6}$

$$
\begin{array}{ll}
\Delta^{*}=\sigma-\mathrm{i} \eta, & \Delta=\sigma+\mathrm{i} \eta \\
\sigma=\frac{1}{2}\left(\Delta^{*}+\Delta\right), & \mathrm{i} \eta=\frac{1}{2}\left(\Delta-\Delta^{*}\right) \tag{14}
\end{array}
$$

and one finds with Eq. (A9) that

$$
\begin{equation*}
\sigma \mathbb{1}+\mathrm{i} \gamma_{\mathrm{ch}} \eta=\gamma_{\mathrm{L}} \Delta^{*}+\gamma_{\mathrm{R}} \Delta \tag{15}
\end{equation*}
$$

Hence, the microscopic action that we are working with is given by,

$$
\begin{align*}
& \mathcal{S}=\int_{0}^{\frac{1}{T}} \mathrm{~d} \tau \int \mathrm{~d} x\left[\frac{N}{2 \lambda} \Delta^{*} \Delta+\right.  \tag{16}\\
&\left.+\bar{\psi}\left(\not \partial-\mu \gamma^{0}+\mathrm{i} \tilde{\mu} \gamma^{1}+\gamma_{\mathrm{L}} \Delta^{*}+\gamma_{\mathrm{R}} \Delta\right) \psi\right]
\end{align*}
$$

## G. The two-point function, the propagator, and vertices

For the latter computation of the effective bosonic potential and the bosonic two-point function, the expressions for the bare fermionic two-point function and propagator as well as the fermion-boson vertices are required. These are obtained by transforming the action (16) to Fourier momentum/frequency space with the conventions from Ref. [17] and taking derivatives w.r.t. the fermionic fields. The bare fermionic two-point function evaluated for constant bosonic background fields reads

$$
\begin{align*}
& \quad S^{\bar{\psi}_{2} \psi_{1}}\left(\nu_{n_{2}}, p_{2} ; \nu_{n_{1}}, p_{1}\right)=  \tag{17}\\
& =-\beta \delta_{n_{2}, n_{1}} 2 \pi \delta\left(p_{2}-p_{1}\right) \times \\
& \quad \times\left[\mathrm{i}\left(\nu_{n_{1}}+\mathrm{i} \mu\right) \gamma^{0}+\mathrm{i}\left(p_{1}+\tilde{\mu}\right) \gamma^{1}+\gamma_{\mathrm{L}} \Delta^{*}+\gamma_{\mathrm{R}} \Delta\right] .
\end{align*}
$$

Here, we only used left derivatives and derivatives are taken in the order of the fields in the superscript (right to left). The fermionic propagator for constant bosonic background fields is the inverse of the two-point function,

$$
\begin{equation*}
\left(S^{\bar{\psi}_{2} \psi_{1}}\right)^{-1}\left(\nu_{n_{2}}, p_{2} ; \nu_{n_{1}}, p_{1}\right)= \tag{18}
\end{equation*}
$$

[^5]\[

$$
\begin{aligned}
& =\beta \delta_{n_{2}, n_{1}} 2 \pi \delta\left(p_{2}-p_{1}\right) \times \\
& \quad \times \frac{\mathrm{i}\left(\nu_{n_{1}}+\mathrm{i} \mu\right) \gamma^{0}+\mathrm{i}\left(p_{1}+\tilde{\mu}\right) \gamma^{1}-\gamma_{\mathrm{L}} \Delta-\gamma_{\mathrm{R}} \Delta^{*}}{\left(\nu_{n_{1}}+\mathrm{i} \mu\right)^{2}+\left(p_{1}+\tilde{\mu}\right)^{2}+\Delta^{*} \Delta}
\end{aligned}
$$
\]

The only other ingredient that we need are the fermionboson vertices, which are given by

$$
\begin{align*}
& S^{\Delta^{* /}{ }_{3} \bar{\psi}_{2} \psi_{1}}\left(\omega_{n_{3}}, p_{3} ; \nu_{n_{2}}, p_{2} ; \nu_{n_{1}}, p_{1}\right)=  \tag{19}\\
= & -\beta \delta_{n_{2}, n_{3}+n_{1}} 2 \pi \delta\left(p_{3}-p_{2}+p_{1}\right) \gamma_{\mathrm{L} / \mathrm{R}} .
\end{align*}
$$

## III. CALCULATION OF THE BOSONIC TWO-POINT FUNCTION - FORMAL SETUP FOR THE STABILITY ANALYSIS

In this section, we derive an expression for the bosonic two-point function of the $\chi$ GN model in the infinite- $N$ limit. We start by discussing the renormalization procedure and calculating the renormalized effective potential under the assumption of a homogeneous background field configuration. In fact, this step is not really necessary for the stability analysis, if one is exclusively interested in second-order phase transitions between the SP and a HBP or the SP and an IP, but is, however, a nice consistency check ${ }^{7}$. Finally, we calculate the bosonic two-point function in the infinite- $N$ limit (for vanishing bosonic background field) and discuss the result.

## A. Effective potential

The starting point is the effective action of the $\chi$ GN model. Since we work in the infinite- $N$ limit, the effective action $\Gamma$ is given by the $\frac{1}{N}$-rescaled exponent in the partition function after integrating out the fermions (the zeroth order of a saddle-point expansion). Additionally, one has to divide by the volume and inverse temperature of the system.

$$
\begin{align*}
& (\beta V) \Gamma=\frac{1}{N} \mathcal{S}=  \tag{20}\\
= & \int \mathrm{d} x \int_{0}^{\frac{1}{T}} \mathrm{~d} \tau\left[\frac{1}{2 \lambda} \Delta^{*} \Delta+\right. \\
& -\ln \operatorname{Det}\left[\beta\left(\not \partial-\mu \gamma^{0}+\mathrm{i} \tilde{\mu} \gamma^{1}+\gamma_{\mathrm{L}} \Delta^{*}+\gamma_{\mathrm{R}} \Delta\right)\right]
\end{align*}
$$

[^6]Another way of thinking of this is to study the one-loop correction to the classical bosonic action, hence including only fermion fluctuations (which is the leading order in the $1 / N$-expansion). Since we do not approach the problem of IPs directly, but via the stability of spatially homogeneous phases, we will only consider constant background field configurations for the bosonic fields, which is indicated by bar symbols. Evaluating $\Gamma$ for constant background fields, we obtain the effective potential $\bar{U}$,

$$
\begin{align*}
\bar{U}= & \frac{1}{2 \lambda} \bar{\Delta}^{*} \bar{\Delta}+  \tag{21}\\
& -\frac{1}{\beta V} \ln \operatorname{Det}\left[\beta\left(\not \partial-\mu \gamma^{0}+\mathrm{i} \tilde{\mu} \gamma^{1}+\gamma_{\mathrm{L}} \bar{\Delta}^{*}+\gamma_{\mathrm{R}} \bar{\Delta}\right)\right]
\end{align*}
$$

The steps leading to the final result are standard, can be found elsewhere, e.g., Refs. [16, 17, 19, 53], and we will only summarize them briefly.

1. We introduce the $O(2)$-invariant of the background fields $\bar{\rho}=\bar{\Delta}^{*} \bar{\Delta}=\sigma^{2}+\eta^{2}$.
2. We switch to momentum/frequency space and insert the bare fermionic two-point function (17) in the determinant, which can be evaluated in Dirac space using the explicit representation of the gamma matrices from Appendix A.
3. Afterwards we use $\ln$ Det $=\operatorname{Tr} \ln$. The remaining (functional) trace is the sum over Matsubara frequencies and a spatial momentum integral.
4. The Matsubara sum is standard, see for example Refs. [54, 55]. Note, that it is only defined up to an infinite constant, which is irrelevant for the following discussion.

The form of the result is well-known and reads

$$
\begin{align*}
\bar{U}=\frac{1}{2 \lambda} \bar{\rho} & -\int_{-\infty}^{\infty} \frac{\mathrm{d} p}{2 \pi}\left(\tilde{E}+\frac{1}{\beta}\left[\ln \left(1+\mathrm{e}^{-\beta(\tilde{E}+\mu)}\right)+\right.\right.  \tag{22}\\
& +(\mu \rightarrow-\mu)]
\end{align*}
$$

where we defined the energy of the fermions (in the presence of $\tilde{\mu}$ ) as

$$
\begin{equation*}
E=\sqrt{p^{2}+\bar{\rho}}, \quad \Leftrightarrow \quad \tilde{E}=\sqrt{(p+\tilde{\mu})^{2}+\bar{\rho}} \tag{23}
\end{equation*}
$$

Here, we can shift the momentum integral by $\tilde{\mu}$ such that the effective potential does not depend on $\tilde{\mu}$ except for an overall constant term, which is derived in the context of renormalization below. Some remarks are in order.

1. This is the standard GN result for the effective potential, where $\sigma^{2}$ is replaced by $\bar{\rho}=\sigma^{2}+\eta^{2}$. Hence, the homogeneous phase diagram is identical to the one of the GN model, which is well-known [1-4, 21, 27, 32-34].
2. The $O(2)$-symmetry of the potential is manifest, because it exclusively depends on the invariant $\bar{\rho}$. This is a results of the $U_{\mathrm{A}}(1)$-symmetry, hence chiral symmetry is realized as a continuous symmetry also on the bosonic level. However, a ground state of the system with a nonzero expectation value for $\bar{\rho}$ as it is realized in the HBP for certain $\mu$ and $T$ spontaneously breaks the $O(2)$-symmetry and therefore also the $U_{\mathrm{A}}(1)$ (chiral) symmetry.
3. The bosonic potential does (appart from an overall constant) not depend on $\tilde{\mu}$, which implies that the homogeneous phase diagram of the $\chi$ GN model is independent of the chiral chemical potential, which is a known result. As we will see and as it is also known, this also holds true for the full phase diagram with the IP. However, note that if the model is for example studied in a finite sized box or on a lattice, the dependence on $\tilde{\mu}$ via the momentum integral is more complicated and the chiral chemical potential can have an impact on the phase diagram.

## B. The gap equation and renormalization of the effective potential

The effective potential in the form of Eq. (22) is acually not finite (because of the first term in the integrand) and still depends on the four-fermion coupling. To renormalize the theory, we have to subtract the divergent part of the effective potential. One option to do so is to use the gap equation in vacuum as a renormalization condition: In vacuum one has symmetry breaking and finds degenerate nontrivial minima of the effective potential at $\bar{\rho}_{0}$. The condition for these minima is

$$
\begin{equation*}
\left.0 \stackrel{!}{=} \frac{\mathrm{d} \bar{U}}{\mathrm{~d} \bar{\rho}}\right|_{\bar{\rho}=\bar{\rho}_{0}}=\frac{1}{2 \lambda}-\frac{1}{4 \pi} \int_{-\infty}^{\infty} \mathrm{d} p \frac{1}{\sqrt{p^{2}+\bar{\rho}_{0}}} . \tag{24}
\end{equation*}
$$

One discovers a logarithmic ultra violet (UV) divergence, which we regularize with a sharp cutoff $\Lambda$. Further, we absorb the divergence into the definition of the fourfermion coupling. Solving for $\frac{1}{\lambda}$ one finds

$$
\begin{equation*}
\frac{1}{\lambda}=\frac{1}{2 \pi} \ln \left(\frac{4 \Lambda^{2}}{\bar{\rho}_{0}}\right)+\mathcal{O}\left(\frac{\bar{\rho}_{0}}{\Lambda^{2}}\right) . \tag{25}
\end{equation*}
$$

This is now used to renormalize the effective potential: Regularizing the divergent contribution of $\bar{U}$ with the same sharp UV cutoff $\Lambda$ one finds (ignoring a field independent term $\propto \Lambda^{2}$ )

$$
\begin{equation*}
\int_{-\Lambda}^{\Lambda} \mathrm{d} p \frac{\tilde{E}}{2 \pi}=-\frac{1}{4 \pi} \bar{\rho}\left[\ln \left(\frac{\bar{\rho}}{4 \Lambda^{2}}\right)-1\right]+\frac{\tilde{\mu}^{2}}{2 \pi}+\mathcal{O}\left(\frac{\bar{\rho}}{\Lambda^{2}}\right) . \tag{26}
\end{equation*}
$$

Hence, inserting this and the regularized expression for $\frac{1}{\lambda}$ into the effective potential one can safely send $\Lambda \rightarrow \infty$, such that the final result is

$$
\begin{equation*}
\bar{U}=\frac{1}{4 \pi} \bar{\rho}\left[\ln \left(\frac{\bar{\rho}}{\bar{\rho}_{0}}\right)-1\right]-\frac{\tilde{\mu}^{2}}{2 \pi}+ \tag{27}
\end{equation*}
$$

$$
-\frac{1}{\pi} \int_{0}^{\infty} \mathrm{d} p \frac{1}{\beta}\left[\ln \left(1+\mathrm{e}^{-\beta(E+\mu)}\right)+(\mu \rightarrow-\mu)\right]
$$

Note that the effective potential is now (up to irrelevant diverging constants) finite and all dimensionful quantities can be expressed in units of $\bar{\rho}_{0}$, which sets the scale of the theory. This expression can now be used to determine the spatially homogeneous ground state and the homogeneous phase diagram, see Fig. 1. Note, that the constant shift proportional to $\tilde{\mu}^{2}$ is irrelevant for the phase diagram, because it does not affect the position of the minimum.

## C. The bosonic two-point functions

Next, we turn to the computation of the bosonic twopoint functions. We do not recapitule the entire construction principle behind the stability analysis at this point, see Ref. [19] for a detailed derivation of the stability analysis. Basically we take the effective action from Eq. (20) and expand it to second order in the bosonic fields. ${ }^{8}$ Hence, we are studying the quadratic fluctuations around the homogeneous ground state. We are interested in the stability of the SP, which is why we evaluate the two-point matrix elements directly at vanishing background field configuration. Thus, we are interested in the coefficient $\Gamma^{(2)}(\mu, T, q)$ in the quadratic order of the expansion, which explicitly reads,

$$
\begin{equation*}
\beta \int \frac{\mathrm{d} q}{2 \pi}(\delta \sigma(-q), \delta \eta(-q)) \cdot \Gamma^{(2)}(\mu, T, q) \cdot\binom{\delta \sigma(q)}{\delta \eta(q)} \tag{28}
\end{equation*}
$$

Formally, the only thing we have to do is to take two functional derivatives of the effective action (20) w.r.t. the bosonic field-space vectors and evaluate the result at vanishing background field configuration and vanishing external Matsubara frequencies. The resulting expression depends on the external bosonic momentum and is a two-by-two matrix in field space whose eigenvalues are the two bosonic two-point functions of the system and determine the stability of the symmetric phase. (Eigenvalues that are negative - here depending on $\mu, T$, and $q$ - indicate an instability of the symmetric phase w.r.t. a fluctuation of momentum $q$.)

As already explained above, we work in the chiral basis. The transformation matrices that can be read off from Eqs. (13) and (14) are given by

$$
M=\left(\begin{array}{cc}
1 & -\mathrm{i}  \tag{29}\\
1 & \mathrm{i}
\end{array}\right), \quad M^{-1}=\frac{1}{2}\left(\begin{array}{cc}
1 & 1 \\
\mathrm{i} & -\mathrm{i}
\end{array}\right) .
$$

[^7]Inserting $\mathbb{1}=M \cdot M^{-1}=M^{-1} M$ in Eq. (28) between the fields and the coefficient matrix, one finds

$$
\begin{equation*}
\beta \int \frac{\mathrm{d} q}{2 \pi}\left(\delta \Delta(-q), \delta \Delta^{*}(-q)\right) \cdot \tilde{\Gamma}^{(2)}(\mu, T, q) \cdot\binom{\delta \Delta^{*}(q)}{\delta \Delta(q)} \tag{30}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{\Gamma}^{(2)}(\mu, T, q)=M \Gamma^{(2)}(\mu, T, q) M^{-1} \tag{31}
\end{equation*}
$$

being the coefficient matrix in the chiral basis. This, however, can be directly calculated by taking functional derivatives of Eq. (20) w.r.t. $\Phi=\left(\Delta^{*}, \Delta\right)^{T}$ and $\Phi^{\dagger}=$ $\left(\Delta, \Delta^{*}\right)$ instead of $(\sigma, \eta)^{T}$ and $(\sigma, \eta)$, again evaluating the result at vanishing background field configuration and vanishing external bosonic Matsubara frequencies.

The general unrenormalized expression for the coefficient matrix - containing the bosonic two-point functions - reads

$$
\begin{align*}
& \beta 2 \pi \delta\left(q_{\mathrm{II}}+q_{\mathrm{I}}\right) \tilde{\Gamma}_{j i}^{(2)}\left(\mu, T, q_{\mathrm{I}}\right)=  \tag{32}\\
&= \beta 2 \pi \delta\left(q_{\mathrm{II}}+q_{\mathrm{I}}\right) \delta_{j i} \frac{1}{2 \lambda}+ \\
& \quad+\operatorname{Tr}\left(\left(\mathcal{S}^{(2)}\right)^{-1} \mathcal{S}_{\Phi_{j}^{\top}\left(0, q_{\mathrm{II}}\right)}^{(3)}\left(\mathcal{S}^{(2)}\right)^{-1} \mathcal{S}_{\Phi_{i}\left(0, q_{\mathrm{I}}\right)}^{(3)}\right)
\end{align*}
$$

Here, the indices $i$ and $j$ correspond to the entries of the field-space vectors $\Phi$ and $\Phi^{\dagger}$. Furthermore, $\left(\mathcal{S}^{(2)}\right)^{-1}$ is a shorthand notation for fermionic propagator (18) (at $\Delta^{*}=\Delta=0$ ) and $\mathcal{S}^{(3)}$ for the fermion-boson vertices (19), where the fermionic indices are traced over. The trace includes sums over Matsubara frequencies and momentum integrals as well as a trace over Dirac matrices. Explicit expressions for the traces and their evaluations are presented in the Appendix B. One finds that the offdiagonal entries of the coefficient matrix vanish and the diagonal entries - the bosonic two-point functions - are given by

$$
\begin{align*}
& \tilde{\Gamma}_{11 / 22}^{(2)}(\mu, T, q)=  \tag{33}\\
= & \frac{1}{2 \lambda}-\frac{d_{\gamma}}{2} \frac{1}{\beta} \sum_{n} \int \frac{\mathrm{~d} p}{2 \pi} \frac{1}{\left[\left(\nu_{n}+\mathrm{i}\left(\mu \pm \frac{q}{2}\right)\right)^{2}+p^{2}\right]}= \\
= & \frac{1}{2 \lambda}-\int \frac{\mathrm{d} p}{2 \pi} \frac{1}{2 p}\left[1-n_{\mathrm{f}}\left(\frac{p+\left(\mu \pm \frac{q}{2}\right)}{T}\right)-n_{\mathrm{f}}\left(\frac{p-\left(\mu \pm \frac{q}{2}\right)}{T}\right)\right] .
\end{align*}
$$

Here, the the evaluation of the Matsubara sum is a wellknown calculation [17, 53, 54]. Again, we already shifted the spatial momentum by $\tilde{\mu}$, such that the final expression is independent of $\tilde{\mu}$. Of course, the momentum integral over the first integrand is not UV finite. However, this divergence is canceled by the divergence of the $\frac{1}{\lambda}$
contribution. ${ }^{9}$ The tricky part is acually the infra red (IR) divergence, which appears in every term under the integral. It turns out that these divergences cancel each other and the final result is UV and IR finite. We do not present the explicit calculations here and refer to the appendix of Ref. [53] for details. As the final result, we obtain

$$
\begin{align*}
& \tilde{\Gamma}_{11 / 22}^{(2)}(\mu, T, q)=  \tag{34}\\
= & \frac{1}{2 \pi}\left[\frac{1}{2} \ln \left(\frac{4 T^{2}}{\bar{\rho}_{0}}\right)-\operatorname{DLi}_{0}\left(\frac{\mu \pm \frac{q}{2}}{T}\right)-\gamma\right]
\end{align*}
$$

for nonzero $T$, and

$$
\begin{equation*}
\tilde{\Gamma}_{11 / 22}^{(2)}(\mu, 0, q)=\frac{1}{4 \pi} \ln \left(\frac{4\left(\mu \pm \frac{q}{2}\right)^{2}}{\bar{\rho}_{0}}\right) \tag{35}
\end{equation*}
$$

for $T=0 .{ }^{10}$ In the first expression we introduced

$$
\begin{align*}
& \mathrm{DLi}_{2 n}(y)=  \tag{36}\\
= & {\left[\frac{\partial}{\partial s} \operatorname{Li}_{s}\left(-\mathrm{e}^{y}\right)+\frac{\partial}{\partial s} \operatorname{Li}_{s}\left(-\mathrm{e}^{-y}\right)\right]_{s=2 n}=} \\
= & -\delta_{0, n}(\ln (2 \pi)+\gamma)+ \\
& +(-1)^{1-n}(2 \pi)^{2 n} \operatorname{Re} \psi^{(-2 n)}\left(\frac{1}{2}+\frac{\mathrm{i}}{2 \pi} y\right) .
\end{align*}
$$

Here, $\mathrm{Li}_{s}$ is the polylogarithm function and $\psi^{(n)}$ the polygamma function, while $\gamma$ is the Euler-Mascheroni constant. This result is in agreement with taking derivatives of the free energy from Ref. [35, 42].

Connaisseurs of the GN model will recognize the here presented bosonic two-point functions as the bosonic twopoint function of the GN model at vanishing background field configuration and vanishing external momentum, see Ref. [19, Eqs. (A8) \& (A.16)] or Ref. [53, Eq. (F.37) \& (F.57)], though shifted chemical potential, $\mu \rightarrow \mu \pm \frac{q}{2} . .^{11}$ Hence, the external momentum no longer appears separately but solely as a shift of $\mu$. It is known that the bosonic two-point function of the GN model for trivial background field configuration and zero external momentum vanishes (has its sign change) exactly on the inner spinodal line going over to the second order phase transition (the inner blue curve in Fig. 1). Hence, there will

[^8]be a direct connection between the inner spinodal line of the GN model and the second order phase transition from the SP to the IP in the $\chi \mathrm{GN}$ model. This is explained in the next section.

## IV. RESULTS

We are now ready to present the results of this work. This comprises the stability analysis of the $\chi$ GN model in the infinite- $N$ limit and the momentum structure of the bosonic two-point functions, which in turn reproduces the known phase diagram of the $\chi$ GN model from Fig. 1. Furthermore, we discuss a connection between the inner spinodal line of the GN model and the second order phase transition from the SP to the IP in the $\chi \mathrm{GN}$ model.

## A. Stability analysis

As already discussed in the introduction, the simple idea behind the stability analysis is to study the stability of the spatially homogeneous ground state instead of aiming for the full phase diagram as well as the exact shape of possible modulations within an IP. As discussed in detail in previous works, see, e.g. Ref. [19], this approach is sufficient as long as the phase transition is of second order and as long as one approaches the phase transition from the SP. Otherwise, the assumption of fluctuations with an infinitesimal amplitude around a homogeneous ground state is not necessarily valid. In addition to detecting the phase transition to an IP the method also allows to detect the phase transition to a HBP. Here, one of the two bosonic two-point functions has vanishing eigenvalues at vanishing external momentum $q .{ }^{12}$

Thus, the strategy is as follows: One searches for the minimum of the effective potential for different combinations of $\tilde{\mu}-\mu-T$ and determines the phase diagram under the assumption of spatially homogeneous condensation. In regions without condensation, one studies the bosonic two-point functions (34) as a function of the external bosonic momentum - the momentum of the perturbations. If one finds eigenvalues that are negative at $q \neq 0$, the SP is unstable and the system develops a spatially inhomogeneous condensate instead of a trivial ground state. However, it is not possible by this method to savely test the stability of a nonvanishing groundstate in the HBP.

In fact, one does not even need to determine the homogeneous phase diagram before starting the stability analysis. For very high temperatures one can assume that the system is in the symmetric phase and start the stability analysis from there by succesisvely lowering the

[^9]TABLE I. The two roots $q_{0, i}, i \in\{1,2\}$, of the second eigenvalue of the bosonic two-point function (34) for different $T<T_{\mathrm{c}}$ at fixed $\mu=\sqrt{\bar{\rho}_{0}}$, see also Fig. 2, and the corresponding chemical potentials $\mu_{\text {spinodal }}$ of the inner spinodal line and second order phase transition of the GN model at the same $T$. One finds $\mu_{\text {spinodal }}=\mu-\frac{q_{0, i}}{2}$. All values are in units of $\sqrt{\bar{\rho}_{0}}$ and floats are rounded to the third digit.

| $T$ | $q_{0,1}$ | $q_{0,2}$ | $\mu_{\text {spinodal }}$ |
| :---: | :---: | :---: | :---: |
| 0 | 1 | 3 | $\pm \frac{1}{2}$ |
| 0.1 | 0.924 | 3.076 | $\pm 0.538$ |
| 0.2 | 0.800 | 3.200 | $\pm 0.600$ |
| 0.3 | 0.774 | 3.226 | $\pm 0.613$ |
| 0.4 | 0.890 | 3.115 | $\pm 0.557$ |
| 0.5 | 1.209 | 2.791 | $\pm 0.395$ |

temperature until a SP to IP phase transition or a SP to HBP phase transition is detected. Of course, this is only possible if the phase transition is of second order and the system is in the symmetric phase at high temperatures.

Independent of the approach, using Eqs. (34) and (35) the stability analysis exactly reproduces the phase diagram of the $\chi \mathrm{GN}$ model with a SP-IP phase transition at $T_{\mathrm{c}}=\frac{\mathrm{e}^{\gamma}}{\pi}$ for all $\mu$ and $\tilde{\mu}$, which is shown in Fig. 1 (black solid line). This is directly clear, if one remembers that the bosonic two-point function of the GN model is zero at vanishing chemical potential $\mu$ and vanishing external momentum $q$ exactly for $T_{\mathrm{c}}$, which actually defines the critical temperature of the phase transition along the $T$ axis. Inspecting Eq. (34), where $\mu$ is replaced by $\mu \pm \frac{q}{2}$ w.r.t. the GN two-point function, it is clear that one always finds two combinations of $\mu$ and $q$ for which either the eigenvalues of the Hessian matrix given by Eq. (34) vanishes, namely $q= \pm 2 \mu$. Hence, we even know the exact momentum of the perturbations, hence the frequency of the modulations of the inhomogeneous condensate at the phase transition. It is the wave vector of the chiral spiral, the exact solution. Increasing the temperature, both eigenvalues are manifestly positive, which can again be understood from the GN model, where the bosonic two-point functions is always positive for $T>T_{\mathrm{c}}$ at any $\mu$. However, for $T<T_{\mathrm{c}}$ there always exists an interval of non-zero width in $q$ for which the eigenvalues of the two-point function of the $\chi$ GN model are negative. The entire situation is captured in Fig. 2, where we show the second eigenvalue of the bosonic two-point function for different $T$ at fixed $\mu=\sqrt{\bar{\rho}_{0}}$. The other eigenvalue as a function of $q$ is obtained by mirroring the plot at $q=0$. For different values of $\mu$ the $q$-profile of the eigenvalues is the same up to a shift in $q$-direction. Values of the roots of the second eigenvalue from Fig. 2 are provided in Table I.


FIG. 2. Eigenvalue of the bosonic two-point function (34) for different $T$ at fixed quark chemical potential $\mu=\sqrt{\bar{\rho}_{0}}$ as a function of the external momentum $q$.

## B. Connection to the inner spinodal line of the GN model

Inspecting Fig. 2 we find that for $T<T_{\mathrm{c}}$ there always exists an interval in $q$ for which the bosonic two-point functions of the $\chi \mathrm{GN}$ model are negative. Interestingly, the range in $q$ between the two roots of the eigenvalues of the bosonic two-point function matrix can be directly related to the inner spinodal line of the GN model. The argument is as follows: The spinodal region and second order SP-HBP transition is defined as the line, where the second derivative of the effective potential vanishes at vanishing field. This, however, is exactly the two-point function at vanishing field and vanishing external momentum $q$. Since the phase diagram of the GN model is actually symmetric w.r.t. to the $T$-axis $(\mu \leftrightarrow-\mu)$ there are always two values $\pm \mu_{\text {spinodal }}$ for each $T<T_{\text {c }}$ where the GN two-point function vanishes when evaluated at $q=0$. However, these two values $\pm \mu_{\text {spinodal }}$ in turn correspond to two combinations of $\mu$ and $q$ for $\pm\left(\mu \pm \frac{q}{2}\right)$ in the $\chi \mathrm{GN}$ model, where the $\chi \mathrm{GN}$ two-point function vanishes exactly. For fixed $\mu$, these roots are the respective end-points of the interval in $q$, within which the bosonic two-point functions of the $\chi$ GN model is negative. Hence, the range of momenta that leads to instabilities can be extracted from the inner spinodal line and second order phase transition of the GN model. Interestingly, in contrast to the stability analysis in the GN model in Ref. [19], the minimum of the two-point functions are always located at the true wave vector $q$ of the chiral spiral - the exact solution - inside the IP. (To the best of our knowledge these findings go beyond the results of ADPT in Refs. [2, 3, 5, 21].)

Of course, everything that is discussed in the results section is valid for arbitrary $\tilde{\mu}$, because all expressions are independent of $\tilde{\mu}$.

## V. CONCLUSIONS AND OUTLOOK

Let us briefly summarize the results of this work and discuss possible future projects.

## A. Summary

In the introduction we provided a brief motivation of using the stability analysis for the detection of the IP in general. Despite existing tests and applications of the method, we explained that another test against analytic results is always useful and might reveal new insights into the problem. We presented the $\chi \mathrm{GN}$ model as a suitable model for this test, because it is a well-known model with a known phase diagram and a known phase transition to an IP. After recapitulating the basic idea of the stability analysis, we introduced the model as well as the main objects of interest - the effective potential and the bosonic two-point function. Afterwards, we presented the positive results of our work as well as a - to the best of our knowledge - unkown interesting connection between the inner spinodal line of the GN model and the second order phase transition from the SP to the IP in the $\chi \mathrm{GN}$ model.

## B. Conclusions

We have successfully applied the stability analysis to the $\chi \mathrm{GN}$ model and reproduced the known phase diagram of the model. We have shown that for more than one bosonic field the analysis of the eigenvalues of the bosonic two-point function is sufficient to detect the phase transition to an IP and the choice of field basis is irrelevant. We noticed that diagonalization of the bosonic two-point function can be done completely analytically within the present model, while this is certainly not always the case for models with more involved bosonic field content, see, e.g., Ref. [18]. Hence, in total we presented another test case for the method of the stability analysisand and thereby extended the ADPT. We showed that it is a powerful and reliable tool for the detection of phase transitions even in challenging setups, where little is known about the phase diagram and that the method even provides insights into the shape of the modulations of the inhomogeneous condensates without any ansatz.

## C. Outlook

It is of course interesting to apply the stability analysis to other models with multiple bosonic fields, combined with arbitrary methods, and in the presence of the bosonic fluctuations. This was and is of course already
done at several places and in various collaborations. ${ }^{13}$ In particular, for the $\chi$ GN model, the bosonic two-point correlation matrix elements, i.e., the inverse of the quadratic coefficient matrix in Eq. (28), were studied successfully in Refs. [39-41] at finite $N$ on the lattice and another collaboration confirmed their finite- $N$ results with analytic methods [35, 42].

In general, we therefore consider this work as a completion of previous works, especially Refs. [1-4, 19, 21-34], and by no means claim that the findings are completely new. We still hope that the here presented formulae and discussions is useful for future research.

## ACKNOWLEDGMENTS

A. K. and M. W. thank L. Pannullo for helpful discussions, comments on the manuscript, and early contributions to the conception of this work.
A. K. and M. W. thank M. Thies for helpful comments on the manuscript.
A. K. and M. W. especially thank S. Floerchinger and M. Wagner for their general support at the TPI in Jena and the ITP in Frankfurt, respectively.
M. W. thanks L. Pannullo for helpful discussions and early contributions to stability analysis computations in related problems.
M. W. acknowledges support from the Helmholtz Graduate School for Hadron and Ion Research and the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) through the Collaborative Research Center TransRegio CRC-TR 211 "Strong-interaction matter under extreme conditions" - project number 315477589 - TRR 211.

All plots in this work were produced using Mathematica [57] including the MaTeX package [58]. The manuscript was prepared with the support of GitHubCopilot [59].

## Appendix A: Gamma matrices

For the sake of completeness and to enable the reader to follow the calculations easily, we present the explicit representation of the gamma matrices in Minkowski and Euclidean space.

## 1. Gamma matrices in Minkowski space

In this appendix we present a useful explicit representation of the gamma matrices in Minkowski space. The

[^10]matrices fulfill the anticommutation relation
\[

$$
\begin{equation*}
\left\{\gamma^{\mu}, \gamma^{\nu}\right\}_{+}=2 \eta^{\mu \nu} \mathbb{1} \tag{A1}
\end{equation*}
$$

\]

where $\eta^{\mu \nu}=\operatorname{diag}(1,-1)$. We choose the following real representation:

$$
\gamma^{0}=\sigma_{1}=\left(\begin{array}{ll}
0 & 1  \tag{A2}\\
1 & 0
\end{array}\right), \quad \gamma^{1}=\mathrm{i} \sigma_{2}=\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right)
$$

The corresponding chiral gamma matrix is also real and diagonal,

$$
\gamma_{\mathrm{ch}}=\gamma^{0} \gamma^{1}=\left(\begin{array}{cc}
-1 & 0  \tag{A3}\\
0 & 1
\end{array}\right)
$$

In addition, we define the chiral projectors

$$
\begin{align*}
& \gamma_{\mathrm{L}}=\frac{1}{2}\left(\mathbb{1}-\gamma_{\mathrm{ch}}\right)=\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)  \tag{A4}\\
& \gamma_{\mathrm{R}}=\frac{1}{2}\left(\mathbb{1}+\gamma_{\mathrm{ch}}\right)=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right) \tag{A5}
\end{align*}
$$

which are orthogonal, idempotent, and complete.

## 2. Gamma matrices in Euclidean space

According to our convention for the Wick rotation, the Euclidean gamma matrices obey

$$
\begin{equation*}
\left\{\gamma^{\mu}, \gamma^{\nu}\right\}_{+}=2 \delta^{\mu \nu} \mathbb{1} \tag{A6}
\end{equation*}
$$

The zeroth gamma matrix is the same, while $\gamma^{1}=\mathrm{i} \gamma_{M}^{1}$, where M stands for Minkowski space.

$$
\gamma^{0}=\left(\begin{array}{ll}
0 & 1  \tag{A7}\\
1 & 0
\end{array}\right), \quad \quad \gamma^{1}=\left(\begin{array}{cc}
0 & \mathrm{i} \\
-\mathrm{i} & 0
\end{array}\right)
$$

We find that the chiral gamma matrix is the same as in Minkowski space, but its definition in terms of the Euclidean gamma matrices is

$$
\gamma_{\mathrm{ch}}=-\mathrm{i} \gamma^{0} \gamma^{1}=\left(\begin{array}{cc}
-1 & 0  \tag{A8}\\
0 & 1
\end{array}\right)
$$

This further implies that also chiral projectors have the same matrix representation in Euclidean and Minkowski space,

$$
\begin{equation*}
\gamma_{\mathrm{L}}=\frac{1}{2}\left(\mathbb{1}-\gamma_{\mathrm{ch}}\right), \quad \gamma_{\mathrm{R}}=\frac{1}{2}\left(\mathbb{1}+\gamma_{\mathrm{ch}}\right) \tag{A9}
\end{equation*}
$$

see above.

## Appendix B: Evaluation of the traces in the bosonic two-point function

In this appendix we present the explicit evaluation of the traces in the bosonic two-point function from

Eq. (32). (Throughout this appendix we use that Matsubara sums without explicit limits are understood to be over all Matsubara frequencies.)

First, we consider the two offdiagonal elements where derivatives of the effective action are taken twice w.r.t. $\Delta^{*}$ or $\Delta$, respectively. Inserting the explicit expressions for the bare fermionic propagator (18) and the vertices (19), one finds

$$
\begin{align*}
& \operatorname{Tr}\left(\left(\mathcal{S}^{(2)}\right)^{-1} \mathcal{S}_{\Delta^{* /}\left(0, q_{\mathrm{II})}^{(3)}\right.}\left(\mathcal{S}^{(2)}\right)^{-1} \mathcal{S}_{\Delta^{* /}\left(0, q_{\mathrm{I}}\right)}^{(3)}\right)=(\mathrm{B} 1)  \tag{B1}\\
= & \frac{1}{\beta} \sum_{n_{1}, \ldots, n_{4}} \int \frac{\mathrm{~d} p_{1} \cdots \mathrm{~d} p_{4}}{(2 \pi)^{4}} \operatorname{tr}[ \\
& \left(\beta \delta_{n_{1}, n_{2}} 2 \pi \delta\left(p_{1}-p_{2}\right) \frac{\mathrm{i}\left(\nu_{n_{2}}+\mathrm{i} \mu\right) \gamma^{0}+\mathrm{i}\left(p_{2}+\tilde{\mu}\right) \gamma^{1}}{\left(\nu_{n_{2}}+\mathrm{i} \mu\right)^{2}+\left(p_{2}+\tilde{\mu}\right)^{2}}\right) \\
& \left(-\beta \delta_{n_{2}, n_{3}} 2 \pi \delta\left(q_{\mathrm{II}}-p_{2}+p_{3}\right) \gamma_{\mathrm{L} / \mathrm{R}}\right) \\
& \left(\beta \delta_{n_{3}, n_{4}} 2 \pi \delta\left(p_{3}-p_{4}\right) \frac{\mathrm{i}\left(\nu_{n_{4}}+\mathrm{i} \mu\right) \gamma^{0}+\mathrm{i}\left(p_{4}+\tilde{\mu}\right) \gamma^{1}}{\left(\nu_{n_{4}}+\mathrm{i} \mu\right)^{2}+\left(p_{4}+\tilde{\mu}\right)^{2}}\right) \\
& \left.\left(-\beta \delta_{n_{4}, n_{1}} 2 \pi \delta\left(q_{\mathrm{I}}-p_{4}+p_{1}\right) \gamma_{\mathrm{L} / \mathrm{R}}\right)\right]=0 .
\end{align*}
$$

The reason for this is that the Dirac space trace tr is zero.

Second, we consider the diagonal terms, which are calculated by taking one derivative of the effective action w.r.t. $\Delta^{*}$ and one w.r.t. $\Delta$. One finds

$$
\begin{align*}
& \operatorname{Tr}\left(\left(\mathcal{S}^{(2)}\right)^{-1} \mathcal{S}_{\Delta^{* /}\left(0, q_{\mathrm{II})}^{(3)}\right.}\left(\mathcal{S}^{(2)}\right)^{-1} \mathcal{S}_{\Delta / *\left(0, q_{\mathrm{I}}\right)}^{(3)}\right)=(\mathrm{B} 2)  \tag{B2}\\
= & \frac{1}{\beta} \sum_{n_{1}, \ldots, n_{4}} \int \frac{\mathrm{~d} p_{1} \cdots \mathrm{~d} p_{4}}{(2 \pi)^{4}} \operatorname{tr}[ \\
& \left(\beta \delta_{n_{1}, n_{2}} 2 \pi \delta\left(p_{1}-p_{2}\right) \frac{\mathrm{i}\left(\nu_{n_{2}}+\mathrm{i} \mu\right) \gamma^{0}+\mathrm{i}\left(p_{2}+\tilde{\mu}\right) \gamma^{1}}{\left(\nu_{n_{2}}+\mathrm{i} \mu\right)^{2}+\left(p_{2}+\tilde{\mu}\right)^{2}}\right) \\
& \left(-\beta \delta_{n_{2}, n_{3}} 2 \pi \delta\left(q_{\mathrm{II}}-p_{2}+p_{3}\right) \gamma_{\mathrm{L} / \mathrm{R}}\right) \\
& \left(\beta \delta_{n_{3}, n_{4}} 2 \pi \delta\left(p_{3}-p_{4}\right) \frac{\mathrm{i}\left(\nu_{n_{4}}+\mathrm{i} \mu\right) \gamma^{0}+\mathrm{i}\left(p_{4}+\tilde{\mu}\right) \gamma^{1}}{\left(\nu_{n_{4}}+\mathrm{i} \mu\right)^{2}+\left(p_{4}+\tilde{\mu}\right)^{2}}\right) \\
& \left.\left(-\beta \delta_{n_{4}, n_{1}} 2 \pi \delta\left(q_{\mathrm{I}}-p_{4}+p_{1}\right) \gamma_{\mathrm{R} / \mathrm{L}}\right)\right]=  \tag{B5}\\
= & \beta 2 \pi \delta\left(q_{\mathrm{II}}+q_{\mathrm{I}}\right) \frac{1}{\beta} \sum_{n} \int \frac{\mathrm{~d} p}{2 \pi} \operatorname{tr}[ \\
& \frac{\mathrm{i}\left(\nu_{n}+\mathrm{i} \mu\right) \gamma^{0}+\mathrm{i}(p+\tilde{\mu}) \gamma^{1}}{\left(\nu_{n}+\mathrm{i} \mu\right)^{2}+(p+\tilde{\mu})^{2}} \times \\
& \left.\times \frac{\mathrm{i}\left(\nu_{n}+\mathrm{i} \mu\right) \gamma^{0}+\mathrm{i}\left(p-q_{\mathrm{II}}+\tilde{\mu}\right) \gamma^{1}}{\left(\nu_{n}+\mathrm{i} \mu\right)^{2}+\left(p-q_{\mathrm{II}}+\tilde{\mu}\right)^{2}} \gamma_{\mathrm{L} / \mathrm{R}}\right] .
\end{align*}
$$

Hence, ignoring the overall factor $\beta 2 \pi \delta\left(q_{\mathrm{II}}+q_{\mathrm{I}}\right)$, the diagonal elements of the bosonic two-point function are

$$
\begin{align*}
& -\frac{1}{\beta} \sum_{n} \int \frac{\mathrm{~d} p}{2 \pi}\left[\left(\nu_{n}+\mathrm{i}\left(\mu \mp \frac{q}{2}\right)\right)^{2}+p^{2}\right] \times  \tag{B4}\\
& \times \frac{1}{\left[\left(\nu_{n}+\mathrm{i} \mu\right)^{2}+\left(p+\frac{q}{2}\right)^{2}\right]\left[\left(\nu_{n}+\mathrm{i} \mu\right)^{2}+\left(p-\frac{q}{2}\right)^{2}\right]} \\
= & -\frac{1}{\beta} \sum_{n} \int \frac{\mathrm{~d} p}{2 \pi}\left[\left(\nu_{n}+\mathrm{i}\left(\mu \mp \frac{q}{2}\right)\right)^{2}+p^{2}\right] \times \\
& \times \frac{1}{\left[\left(\nu_{n}+\mathrm{i}\left(\mu+\frac{q}{2}\right)\right)^{2}+p^{2}\right]\left[\left(\nu_{n}+\mathrm{i}\left(\mu-\frac{q}{2}\right)\right)^{2}+p^{2}\right]}= \\
= & -\frac{1}{\beta} \sum_{n} \int \frac{\mathrm{~d} p}{2 \pi} \frac{1}{\left[\left(\nu_{n}+\mathrm{i}\left(\mu \pm \frac{q}{2}\right)\right)^{2}+p^{2}\right]} .
\end{align*}
$$

Here, however, we notice that the effect of the external momentum is just a shift of the chemical potential and combining our results the diagonal elements - the eigenvalues of the two-point function are

$$
\begin{aligned}
& \tilde{\Gamma}_{11 / 22}^{(2)}(\mu, T, q)= \\
= & \frac{1}{2 \lambda}-\frac{d_{\gamma}}{2} \frac{1}{\beta} \sum_{n} \int \frac{\mathrm{~d} p}{2 \pi} \frac{1}{\left[\left(\nu_{n}+\mathrm{i}\left(\mu \pm \frac{q}{2}\right)\right)^{2}+p^{2}\right]}
\end{aligned}
$$

Here, we have to keep in mind that this expression is only valid in the SP or at the phase transition to a HBP or IP. Further evaluation and analysis is presented in the main text.
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[^1]:    ${ }^{1}$ In QFT textbooks, this object is defined as the second functional derivative w.r.t. the fields. The bosonic 1-particle-irreducible two-point vertex function of a bosonic field $\phi$ is the inverse of $\langle\phi(x) \phi(y)\rangle$.

[^2]:    ${ }^{2}$ In some publications it is called $\pi$.

[^3]:    ${ }^{3}$ Regimes with oscillating but exponentially suppressed correlation functions in the phase diagram were recently termed "quantum pion liquid" (in analogy to "quantum spin liquids in condensed matter systems) in higher-dimensional models and can be reached through a so-called disorder line [43]. These regimes are related to the appearance of complex-conjugate poles with non-vanishing real and imaginary part in bosonic propagators [44-47] and can also be obtained through disordering of inhomogeneous condensates by Goldstone modes of global $O(N)$ symmetry breaking [43, 48]. This has recently been observed in higherdimensional fermionic models [18, 49].

[^4]:    ${ }^{4}$ The number of fermions in this model is sometimes, depending on the context, denoted as flavor or color in the literature.

[^5]:    ${ }^{5}$ Interesting physical properties are anyhow contained in the eigenvalues. References [2-4, 21, 32-34] indeed study the determinant within the ADPT approach.
    6 Note that we did not normalize the transformation matrix. This is not necessary and we would only complicate several expressions by additional factors of $\frac{1}{\sqrt{2}}$.

[^6]:    ${ }^{7}$ The reason is that one studies the stability of the symmetric phase by evaluating the bosonic two-point function at vanishing background field configuration, which does not require knowledge of the position of the minimum of the effective potential in a HBP. One basically stops the analysis once the phase transition is found and actually never enters phases of symmetry breaking.

[^7]:    8 When performing the expansion, it turns out that the first order corrections are proportional to the gap equation and, thus, vanish when performing the expansion about extrema of the effective action.

[^8]:    ${ }^{9}$ Formally, the integral boundaries of the regularized vacuum integral are $\tilde{\mu}$ - and $q$-dependent after the momentum shifts that were performed in Appendix B. However, after sending $\Lambda \rightarrow \infty$ during the this dependence vanishes.
    10 Note that an expansion of Eq. (34) about $q=0$ has to agree with the Ginzburg-Landau coefficients of the $\chi \mathrm{GN}$ model, see Ref. [3, 32, 33].
    11 Another difference is a global factor of $\frac{1}{2}$ which stems from the change to the chiral basis without normalized basis change matrices.

[^9]:    12 At the phase transition, this agrees with the vanishing determinant condition of ADPT of Refs. [2, 3, 21, 56].

[^10]:    13 However, in some of these works authors did not study the eigenvalues or the determinant of the bosonic two-point function, but single matrix elements, which does not seem to be sufficient according to the present analysis.

