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Despite the success of fractional Brownian motion (fBm) in modeling systems that exhibit anoma-
lous diffusion due to temporal correlations, recent experimental and theoretical studies highlight the
necessity for a more comprehensive approach of a generalization that incorporates heterogeneities
in either the tracers or the environment. This work presents a modification of Levy’s representation
of fBm for the case in which the generalized diffusion coefficient is a stochastic process. We derive
analytical expressions for the autocovariance function and both ensemble- and time-averaged mean
squared displacements. Further, we validate the efficacy of the developed framework in two-state
systems, comparing analytical asymptotic expressions with numerical simulations.

I. INTRODUCTION

Anomalous diffusion processes are widespread in di-
verse disciplines, including nanoscale physics ﬂ], cell and
molecular biology [2-16], ecology [7, 8], and finance [9-111].
These processes are characterized by a non-linear time
dependence of the mean square displacement (MSD),
typically taking a power-law form (X2(t)) o t* with
an anomalous exponent 0 < o < 2. Here, the angular
brackets denote averaging over an ensemble of trajec-
tories. The diffusion is classified as subdiffusive when
0 < a < 1 and superdiffusive when 1 < o < 2. Normal
diffusion is recovered in the limiting case o = 1. Sev-
eral mathematical models have been proposed to repro-
duce such MSD [12-17]. Among these models, fractional
Brownian motion (fBm), a Gaussian process possessing
temporal correlations [18§, ], has been widely used to
model systems exhibiting anomalous diffusion with tem-
poral correlations M]

Despite the success of fBm in modeling correlated
random walks, experimental measurements often reveal
marked heterogeneities in biological environments, high-
lighting the need for a generalization of fBm where its
parameters change over time m, ] These complexities
are usually due to fluctuations in the tracer particles or
the medium where the diffusion takes place. Examples
of such heterogeneous systems include the diffusion of
proteins and lipids in the plasma membrane ], in-
tracellular transport of endosomes and lysosomes ,],
and DNA-binding proteins |34], among others ].

Several stochastic processes have been proposed as
modifications of fBm to model heterogeneous transport
[38-43]. Among them, the diffusion of particles stochasti-
cally switching between two states has been studied using
numerical simulations ] In this previous work, each
state ¢ was characterized by a generalized diffusion co-
efficient D;, a Hurst exponent H;, and independent and
identical distributed (i.i.d) dwell times. To maintain time
correlations in the switching fBm (sfBm), a modification
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of the integral representation of the fBm process was used
m, @] Numerical simulations revealed asymptotic scal-
ings of the temporal average MSD and the power spectral
density. However, an analytical framework to study pro-
cesses having rich dynamics, such as switching between
states while keeping their temporal correlations is still
missing.

In this work, we present a framework for addressing
systems exhibiting temporal correlations akin to fBm,
while encompassing rich dynamics characterized by a
fluctuating generalized diffusion coefficient. The pre-
sented model is valid for the diffusion coefficient being
any (positive) stochastic process. The powerful yet sim-
ple applicability of the proposed framework is applied to
two-state systems for which asymptotic expressions can
be compared to numerical simulations. This model is
closely related to the switching fBM M] and can be
seen as a generalization of the uncorrelated dichotomous
model studied in Ref. [45].

This article is structured as follows: In Sec.[[Tlwe derive
the general framework that will be used in the context of
two-state systems. In Sec. [[Illwe introduce two-state sys-
tems and derive, using our framework, the corresponding
asymptotic expressions for the MSD, which we then com-
pare with numerical simulations for each particular case.
Sec. [[¥] presents a summary and concluding remarks.

II. FRAMEWORK FOR D(t) BEING A
STOCHASTIC PROCESS

Mandelbrot’s fBm Bp(t) is a zero-mean, continu-
ous Gaussian process, characterized by a Hurst expo-
nent H € (0,1) related to the anomalous exponent by
H=q«/2 Nﬁ] It is defined by an autocovariance

(Bu(t1)Bu(t2)) = D77 + 1537 — [ty — o), (1)

where D is the generalized diffusion coefficient with units
of length? /time*”. From Eq. (@) follows that the MSD
exhibits anomalous diffusion of the form

(B3 (1)) = 2DP*". (2)
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The motion is then classified according to the value of H
as subdiffusion when 0 < H < 1/2 and as superdiffusion
when 1/2 < H < 1. Standard Brownian motion is recov-
ered for H = 1/2. An alternative form of fBm consists of
Lévy’s non-equilibrated formulation @ which is writ-
ten in terms of the Riemann-Liouville fractional integral
as

Bult) = VAD [ (1= )" ey, 9
where £(t) is zero-mean Gaussian white noise with delta-
correlations, that is, (€(¢)) = 0, and ({(¢1)&(t2)) = 0(t2 —
t1).

Following recent works m, @], we consider fractional
Brownian motion with fluctuating diffusivity as the pro-
cess in Eq. ([B]) with a generalized diffusion coefficient be-
ing a stochastic process D(t),

\/_/\/—

This process has two sources of randomness: one due
to variations of the Brownian motion or Gaussian white
noise {(t), and another due to the generalized diffusion
coefficient D(t) being a stochastic process. Thus, when
computing the mean of an observable @, denoted as (@),
two averages must be taken, one over the Gaussian noise,
denoted as (- - )¢, and one over the different realizations
of the generalized diffusion coefficient D(t), denoted as
(--+)p, therefore (Q) = ((Q)¢)p. We will refer to the
first average as the average over the noise, whereas the
second average will be denoted as an average over the
disorder.

I e(rydr. (4)

A. Mean square displacement

To find the MSD (X?

noise,

< *4H/dt1/dt2 ()X
x (t =) 2(t — ) 1/2<€(t1)§(t2)>5' (5)

Because the white noise £(t) is delta-correlated, this ex-
pression simplifies to

(t)), we first average over the

(X2(t))e _4H/0 dt; D(t)(t —t,)*H 1. (6)

Next, we average over the disorder, obtaining

(X*(t)e)p = 4H/0 dty (D(t1)p (t —t)*1, (7)

which has the form of a convolution, with a Laplace
transform that can be written as
2T(2H +1)
(X?(s)) = —=7—=(D(s))p, (8)

S

where T'(z) is the Gamma-function. Thus, by finding the
Laplace transform of the mean of the generalized diffu-
sion coefficient process (D(s)), the MSD can be readily
obtained. In what follows, we will drop for convenience
the subscript D.

When the generalized diffusion coefficient D(t) is a sta-
tionary process, its mean is time-independent ((Dg;(t)) =
(Dg)) and can be taken out of the integral in Eq. ().
So, the MSD reduces to

(X3(1) = 2D, 9)

which has the well-known form of Eq. () with effective
diffusivity (Dg).

B. Autocovariance

The covariance function can be expressed as

(X(0)X (12)) = S ((X°(0))+
(X2 (82)) — {[X(0) ~ X)) (10)

The first two terms in this expression are the MSD
(Eq. (@) at times t; and ¢2. The last term corresponds
to the mean of the squared increments. Let us assume,
without loss of generality, that t5 > ¢;, and let us in-
troduce the variable 7 = t5 — t;. Following a similar
procedure as that of Ref. M], we can express the mean
of the squared increments as

([X(t2) — X(t1)]*) =

—an [ (D)

« /tl/T<D(t1 —ru)) [(1 4+ w2 uH-1/2]2 du.
i (11)

Then, working in the limit ¢; /7 — 0, the second integral
vanishes and this last expression takes the form

V2 - 4HT2H %

— X(t2)]?) =

(D)) (t2 -

t1

([X(t)

—=4H tY2H= ay o (12)

which depends on the form of (D(¢)). This limit ensures
that fBm as defined in Eq. @) with constant generalized
diffusion coefficient has the same properties as the Man-
delbrot’s fBm [19]. For the case where the process D(t)

is stationary, this last integral can be solved exactly, and,
for any t; and t9, it reads

([Xse(t1) = Xat(t2)]?) = (Dat)[tr — 12" (13)
Thus, the covariance function (Eq. ([I0)) is
(Xat (1) Xt (t2)) = (Do) [T + 837 — [t1 — 1],
(14)



which has the form of Eq. (. From this last equation
and Eq. ([@), it is clear that, when the process X (t) has
a wide-sense stationary generalized diffusion coefficient
D(t), it behaves as a standard fBm with an effective gen-
eralized diffusion coefficient (Dgt).

C. Temporal average MSD

A quantity that is widely used in single particle track-
ing analysis is the temporal average MSD (TAMSD), de-
fined for an individual trajectory as

1
CT-A

Using Eq. [IQ), for T > A, the ensemble average of the
TAMSD can be written as

T—A
32(A) /0 [X(t+A) — X(8)]2dt.  (15)

_ 1 [T
(62(A)) ~ T/o [(X2(t+ A)) + (X*(1)) -

— AX(t+ A)X ()] dt. (16)

Henceforth, we will refer to (62(A)) as the TAMSD. Tak-
ing the Laplace transform in the variable T' on both sides,

£r [TF@)] = 20 [(X(+ ) + (X°(0) -
—2X{t+A)X(@)], (7

where we have introduced a subscript on the Laplace
transforms to remove any possible ambiguity as to which
variable is being used, 7" or t. The first term in the
right-hand side of Eq. (7)) corresponds to the Laplace
transform of a “shifted” MSD, whereas the second one
corresponds to the Laplace transform of the MSD. This
expression, then, takes the form

[(e2% + 1)(X3(s))~
—2L,((X(E+A)X (1)) (18)

The exact Laplace transform for the covariance function
involves a modified Bessel function of the second kind and
is presented in Appendix [Al Here, we are mostly inter-
ested in the large time asymptotics, which correspond to
the small s behavior. In this regime, the Laplace trans-
form has the form

Lt {T <W>} =

®w | =

I(2H +1)

Lo((X(t+ D)X (1) = 2D(s) =57

X

2H
14 % —~ 75&1}3 (%) +O(S2H+1)] . (19)

where O(s™) is Landau’s big-O notation. By substituting

this result into Eq. (I8]) and taking into account that

e®® =14 As + O(s?), the final expression reads

(D(s)) P(2H + OD(1— H) oy
A2HIT(H + 1)

Lr {T<m>} =
(20)

Finally, taking the inverse Laplace transform we obtain
the TAMSD in time domain,

2H
AT,

(21)
for T'> A. For H = 1/2, the result for Brownian motion
with fluctuating diffusivity is recovered [45]. Moreover,
when the process D(t) is wide-sense stationary, one has

(Du(s)) = Lt (22)

S

N %ﬁ;l [<D(S)>} F(2H + 1)I'(1 — H)

s 2H-1T(H + 1)

which is the Laplace transform of a constant. Then, un-
der the wide-sense stationarity condition, Eq. (ZII) re-
duces to

FA)) = I'(2H + 1)I(1 — H)

A2A-1T(H + 1)

(Dgi) A% (23)

which by comparison with Eq. (@), one concludes that
the system exhibits ultraweak ergodicity breaking, that
is, the time- and ensemble-averaged MSDs differ only by
a constant factor.

III. TWO-STATE SYSTEM WITH
HEAVY-TAILED SOJOURN TIMES

To illustrate the advantages of our approach, we con-
sider a two-state system. In this model, the particle can
be in the states ‘4+’ or ‘—’. These states are character-
ized by generalized diffusion coefficients, D™ and D—,
and dwell time distributions, ¥4 (t) and v¢_(¢). Both
states are considered to have the same Hurst exponent H.
This class of switching fBm models has been analyzed in
Ref. M] using numerical simulations and is related to the
Brownian with fluctuating diffusivity studied in Ref. ]

We consider dwell times that have either a heavy-
tailed distribution with infinite mean or that are expo-
nentially distributed. Typical heavy-tailed distributions
are asymptotically described by a power-law of the form

a

YpL(t) ~ e

(24)

where 0 < a < 1, and a is a constant. The condition
a < 1 leads to ¢ not having a first moment. The Laplace
transform of ¢pr,(t) is

Ypr(s) =1—as® + O(s). (25)

When 11 are exponential distributions, all the mo-
ments exist and we have

Yexp(t) = %exp (=t/71), (26)

with 7 being the first moment. The Laplace transform
of this distribution is

1
Yexp(s) =

_1_ 2
T =1—-7s5+0(s*), (27)




where the right-hand side is useful for small s (large t)
approximations.

When at least one of the two distributions ¢4 (¢) has a
heavy-tailed form with infinite mean, the two-state sys-
tem does not reach a steady state ﬂﬁ] Nevertheless,
regardless of the distributions being of power-law or ex-
ponential form, the first moment of the process D(t) in
Laplace domain has the general small s asymptotic Nﬁ],

(D(s)) ~ é + Brs(f), (28)

where A, B and 8 are constants that depend on 14 (s).
Taking the inverse Laplace transform of this last expres-
sion one finds

(D(t)) =~ A+ Bt°71, (29)

for large ¢. Thus, by computing either (D(s)) at small s
or (D(t)) at large t, the constants A, B, and 8 are found
and, in turn, the statistics of the process can be readily
derived as shown below.

The asymptotic behavior of the MSD can be found by
substituting Eq. (28)) into Eq. (8)) and taking the inverse
Laplace transform,

2BU(AL2H +1) 50
I'(8+2H) ’
for large t. This expression is valid for any value 0 < H <

1. Moreover, for normal diffusion (H = 1/2), Eq. (B0)
reduces to

(X2(t)) ~ 24821 +

(30)

(X2(1)) = 2At + %tﬁ, (31)

which agrees with the result obtained in Ref. @]
To find the TAMSD, we substitute Eq. (28) into
Eq. [2I) and invert the Laplace transform,

— B, .\ T(2H +1)I'(1—H) .,
(O2(A)) = <A+ ST > (42Hip)(;+ 5 ) a2,
3

which is also valid for any H. Comparing the time- and
ensemble-averaged MSD (Egs. (B0) and ([B2)) also shows
that the process displays ergodicity breaking.

Examples

We now consider three cases to test the fractional
Brownian motion with fluctuating diffusivity in two-state
systems. Namely, (1) both dwell time distributions are
heavy-tailed with infinite mean, (2) one of the dwell time
distributions has infinite mean and the second is expo-
nential, and (3) both distributions are exponential. We
assume that D > D~. In order to compare the analyt-
ical results with numerical simulations, for asymptotic
power law distributions we employ a Pareto distribution,

(63

at
’L/JPL(t) = ta—Jrol’ for ¢ 2 to, (33)
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FIG. 1. Case 1: Two-state system where both states have
heavy-tailed dwell time distributions. The parameters in this
example are DT = 10, D™ =1, ay = 0.75, a_ = 0.25,
to,+ = 3, and to,— = 25. (a) Representative trajectory X (t)
together with D(t). (b) The MSD is shown for numerical sim-
ulations as blue squares. The solid line shows the analytical
asymptotic behavior given by Eq &1) and the dotted lines
show the MSD of each of the two states. (c¢) TAMSD for
different realization times, the dashed line represents the an-
alytical asymptotic behavior given by Eq. (39) for T' = 8192.
The inset shows a close-up to highlight the dependence of
TAMSD on the realization time 7.



which has an exact Laplace transform
YpL(s) = atfys“T(—a, tos), (34)

with I'(z,y) being the upper incomplete Gamma func-
tion. In the limit s — 0, this expression takes the form
of Eq. @8) with a =T'(1 — a)t§.

A. Case 1: Diverging mean dwell times, 0 < a+ <1

For ay € (0,1), with ay > «_, the asymptotic behav-
ior of the mean generalized diffusion coefficient takes the
form [45]

e, 0+ (DT D7)t
(D(®) ~ D™ + a- T(a- —ap+1)

, (35)

which converges to D~ at large times. By comparison
with Eq (Z9), one finds

_ ay (DT — D~
A=D 5 B:a—-‘rﬁ, andﬁza_—a++1.
(36)
Therefore, the asymptotic behavior of the MSD is
(X2(t)) ~ 2D~ t*H 4
2a_+ F(2H + 1)(‘D+ - D_)toz,—our-i-QH’ (37)

a_T(a- —ay +2H 4+ 1)

which converges to 2D~ t2f at large t.

In order to evaluate this type of two-state systems, we
simulated 1000 trajectories of fractional Brownian mo-
tion with fluctuating diffusivity (see Appendix [B]) with
H =03, Dt =10, D~ =1, ay = 0.75, a_ = 0.25,
to,+ = 3, and tp,— = 25. All the realizations start in the
‘+ state. Figure[Ia) shows one trajectory X (¢) along-
side the process D(t) used to compute it. Figure [i(b)
shows the analytical MSD together with the numerical
simulation results. The asymptotic behavior given by
Eq.[37) presents a crossover between two regimes with
(X2(t)) ~ t*H and (X2(t)) ~ t*+~2=+2H_This crossover
takes place at the critical time

a4 I'(2H +1) Dt — D~
a_T(a —ay +2H+1) D- ’

(38)

which, here, is t. = 650. The MSD of numerical simula-

tions shown in Fig. [[[(b) exhibits three different regimes.

An initial regime where the MSD depends on the initial

condition, i.e. the starting state, an intermediate regime,

up to a time of the order of ¢, where the MSD has an

anomalous exponent smaller than 2H and a long time

asymptotic with the anomalous exponent being 2H.
The TAMSD (Fig.dlc)) for this case is

oy —a_

—— [~ ay (DY —D7)
(&) =D+ ir(a, —ay +2)
 L@H+ 1)1 - H)

2HID(H + 1)

TO-7% | x

AH . (39)
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FIG. 2. Case 2: Two-state system where one state has an

exponential distribution and the other state has a heavy-tailed
dwell time distribution. The parameters in this example are
Dt =10, D~ =1, a- = 0.5, 7+ = 15, and to,— = 25.
(a) Representative trajectory X(t) together with D(t). (b)
The MSD is shown for numerical simulations as blue squares.
The solid line shows the analytical asymptotic behavior given
by Eq @&1) and the dotted lines show the MSD of each of
the two states. (c) TAMSD for different realization times,
the dashed line represents the analytical asymptotic behavior
given by Eq. (39) for "= 8192. The inset shows a close-up to
highlight the dependence of TAMSD on the realization time.



The TAMSD exhibits a dependence on the experimental
time via a scaling 7“-~%+. In the long time limit, it
converges to I'(2H+1)T'(1—H) /[42H =T (H+1)| D~ A%H,
The large-t aymptotic of the TAMSD, thus, differs from
the ensemble-averaged MSD (2D~ A%H) by a constant
factor, showing ultraweak ergodicity breaking.

B. Case 2: Exponential distribution ¢, () and
heavy-tailed ¢_, 0 < a—- <1

For v (t) being exponential and ¥ _(t) being heavy-
tailed with a_ € (0,1), the asymptotic behavior of the
mean generalized diffusion coefficient reads

D+ — D7)

~ - T_+( a_—1
(D(t)) ~ D™ + o T(a) t . (40)
A comparison with Eq. (29) shows
+ _ —
A=p-, ="t "D 4B =—a_ (41)

a_ ayl(as)

Thus, the asymptotic behavior of the MSD is

(X2(t)) ~ 2D t*H 4
7+ P2H + 1)(D* - Di)ta,+2H71

2
+ a— I(a- +2H) ’

(42)

which converges to 2D~ t2H at long times.

We generated 1000 realizations of the process starting
in the ‘+ state, with H = 0.3, D¥ = 10, D~ = 1,
a_ = 0.5, 74 =15, and tg— = 25. Figure 2fa) shows a
trajectory X (t) alongside the process D(t). Figure 2Ib)
shows a comparison between the asymptotic MSD and
the one obtained from numerical simulations. In a similar
way as for case 1, there is a crossover between diffusion
regimes, with a crossover-time

, _[re T@H+1) DF —D- 1/(=es) 3)
“ |la_T(a_ +2H) D- ’
which, here, is . = 205.
The TAMSD [shown in Fig. [(c)]
(62(A)) = |D™ + T_JFMTQ—% ~
a_ T'(la_+1)
CCH+ DN H) o (4

2HID(H + 1)

which, again, in the long time limit, differs from the
ensemble-averaged MSD (2D~ A2H) by a constant fac-
tor (ultraweak non-ergodicity).

C. Case 3: Two exponential distributions

For the case where both ¢4 (t) are exponential, the
process D(t) is Markovian and its first moment converges
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FIG. 3. Case 3: Two-state system where both states have
exponential dwell time distributions. The parameters in this
example are D* =10, D™ =1, 74 = 15, and 7— = 25. (a)
Representative trajectory X (¢) together with D(¢). (b) The
MSD is shown for numerical simulations as blue squares. The
solid line shows the analytical asymptotic behavior given by
Eq (37) and the dotted lines show the MSD of each of the two
states. (¢) TAMSD for different realization times, the dashed
line represents the analytical asymptotic behavior given by
Eq. 39) for T = 8192.



at long times to
(D(t)) = (Dst) = D péq + D™ peg (45)

where pciq is the probability that a particle is found in
state 4,

T+

_ 46
T4 + 7T ( )

Py =

Thus, following Eq. (@), the MSD is
(X3(t)) = 2(Dg)t*". (47)
On the other hand, the TAMSD (Eq. 23], Fig.B(c)) is

T'(2H + 1)I'(1 — H)
A2H-1D(H + 1)

(02(A)) = (Dst) A (48)

While we have not used Eq. (28)) in this last example, it
is possible to proceed in the same fashion as done for the
previous two examples with A = (Dg) and B = 0.

A total of 1000 trajectories were simulated, all starting
in the ‘4+’ state, with # = 0.3, Dt = 10, D~ = 1,
7+ = 15, and 7— = 25. Figure Bla) shows a trajectory
X (t) alongside with the process D(t). Figure[B(b) shows
a comparison between the analytical MSD and the one
obtained by numerical simulations. In Figure Bc), the
TAMSD is shown for different realization times, showing
that, when D(t) is stationary, there is no dependence on
realization time.

IV. DISCUSSION

In this work, we have studied fractional Brownian mo-
tion with fluctuating diffusivity X (¢), a process defined
in Eq. (@) as a modification of Lévy’s integral representa-
tion of the fBm for the case where the generalized diffu-
sion coeflicient is a stochastic process D(t). This process,
therefore, keeps the temporal correlation while adding an
extra layer of complexity encapsulated in the stochastic
dynamic of the diffusion coefficient. We derived exact ex-
pressions for the MSD (Eq. (8))) and TAMSD (Eq. (20)))
in the Laplace domain. For the case when H = 1/2, the
process in Eq. (@) reduces to a modified Brownian mo-
tion with a stochastic diffusion coefficient, for which our
expressions reduce to those previously derived for such
process. Additionally, when D(t) is a stationary process,
its first moment is constant in time, i.e., (D(¢))st = (D),
and the MSD reduces to that of standard fBm with an
effective diffusivity. However, because we emply Lévy’s
non-equilibrated representation of the fBm, this system
is ultraweakly non-ergodic, where the ensemble averaged
MSD has a different prefactor than that of the TAMSD.

To test the capability of our framework, we have con-
sidered two-state processes where the diffusion coefficient
follows a dichotomous stochastic process. This case is
particularly interesting because it models multiple bio-
logical systems, such as the dynamics of nano-scale par-
ticles in the cytoplasm of mammalian cells m, @] In

particular, when the sojourn times follow an exponential
distribution for one state and a power-law distribution for
the other state, has been observed in diverse complex sys-
tems @, @—L’i_lﬂ We considered the non-equilibrium di-
chotomous stochastic process for which the sojourn times
for one or both states can have a heavy-tailed distribu-
tion. We derived analytical expressions for these pro-
cesses and found excellent agreement with the numerical
simulations. With our framework, we also find analytical
expressions that agree with published numerical simula-
tions [41].

All presented numerical simulations start in a defined
state. Namely, at t = 0, the process is in the ‘4’
state, and, thus, the MSD at small times has the behav-
ior of that specific state (Figures [Ib), B(b) and Bi(b)),
(X2(t)) = 2DTt*H. Nevertheless, this dependence is not
seen in the TAMSD because this quantity is obtained by
averaging over long times, at which the dependence on
the initial condition is already lost (Figures [ic), 2(c)
and Blc)). For systems that can reach equilibrium, such
as the Markovian switching described in case 3, it is pos-
sible to randomize the initial state so that the system
is equilibrated already at ¢ = 0. Under these conditions,
the dependence on the initial condition in the MSD would
be eliminated. This type of randomization is highly rele-
vant to experiments where the diffusion process initiated
a long time before the measurements ﬂa] Given that
the first two cases, when at least one of the states has a
heavy-tailed dwell time distribution, do not equilibrate,
randomizing the starting state does not eliminate the de-
pendence on initial conditions.

We have considered two-state systems with heavy-
tailed dwell time distributions that asymptotically con-
verge toward the state with smaller diffusivity. Namely,
the ‘—’ state has a smaller o exponent than the ‘+’ state,
or the latter has an exponential distribution. These con-
ditions lead to the emergence of a crossover between
two different temporal diffusion regimes in the MSD
(Egs. (37) and {#2), and Figs.[[(b) and (b)). In a sim-
ilar fashion as that observed for Brownian motion with
fluctuating diffusivities [45], if the state with smaller a
exponent has higher D, such crossover is not observed
and the overall behavior involves a reduction in the MSD
at small times followed by a convergence to 2D 217,

This work opens the way for other possible general-
izations, for instance, a situation in which not only the
diffusion coefficient is stochastic but also the Hurst expo-
nent. Additionally, the two-state system, here presented
as an example, could be generalized to a multi-state sys-
tem or even to a more complex situation where one of the
states involves confinement or transient immobilization.
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Appendix A: Laplace transform of the convariance
function

The covariance function can be written as

—4H/

X (t+A—

(X(t+A)X

H 1/2( )Hfl/th/, (Al)

which, by making the change of variable u =t —t’ , takes
the form of a convolution

(X(t+ A)X (1)) = AHA?H ! /Ot<D(t —w))x

< (1+ %)H_W (%)H_m du. (A2)

The Laplace transform of a convolution is known and
reads

LUX(t+A)X (1) =4HA1{D(s))x
X s u\NH=1/2 ,y\H-1/2
></O e (1+ K) (Z) du.

Let us denote the integral in this expression as

o= [T ()" (F)"
i (A4)

Then, by making the change of variable t = us, can be
rewritten as

(A3)

f(s,8) =

D(H +1/2)e22 (A_> L (As)

Tl/2AH-1gH 2

where K, (z) is the modified Bessel function of second
kind of order v having the following integral representa-
tion [52]

Ko(2) = \/;F(u T1/2)"

o " v—1/2
x/ et <1 - —) tr2dt, (A6)
0 2z

which can be expressed in terms of the modified Bessel
function of first kind I, (z) in the following way [52]

mloy(2) - L,(z).

Kulz) = 2 sin(vm)

(A7)

This last expression will allow us to find the asymptotic
expansion for s — 0. Now, the modified Bessel function
of first kind has the following series expansion @]

o0

1 z 2s+v
L= o ) 0

thus, the modified Bessel function of second kind can be
approximated for small s via

As A" 7
KH( 2 ) = 2sin(Hr)(As)AT(1 — H)

I(1-H) (As\*" 5
xll—ir(bu_l)(f) +0(s)

On the other hand, the exponential function in Eq. (AR)
can be expanded for s — 0 as

X

(A9)

A A
exp (—S) =1+ =21 0(s?). (A10)
2 2
Then, Eq. (A3 can be rewritten as
I'(2H) As
f(Sv A) = A2H-142H [1 7_
r(1-H) (As\*? _—
——— | — All
F(H+1)<4> O, (AL

where we have used the following two properties of the
Gamma-function [52):

(A12)

and

D(z +1/2)0(x) = 212 71/27(2z). (A13)

Finally, let us replace Eq. (A1) into Eq. (A3) to find the
Laplace transform of the covariance function for s — 0

(1)) = 4 (D(s)) oa)

LUX(t+A)X
As T(1—-H) [As
“ T T TrE T <

Appendix B: Numerical methods

The numerical methods used to simulate fractional
Brownian motion with fluctuating diffusivity follow
closely the method presented in Ref. ] Let us start
by rewriting the process under consideration, namely,

/JW

Further, we consider the process to start at ¢ = 0 and
X(0) = 0 and to have a realization time 7. Briefly,
the interval [0,77] is divided in M times, t; = iAt, with
i=1,2,....M, and At = T/M. From Eq. (BIl), we

H=Y2 4B(7). (B1)



known that the process X(t) at each one of the t = ¢, is
given by

X(t;) = \/ﬁ/ti VAHD(7) (t; —7)=Y2 dB(7). (B2)
0

Next, we divide the interval [0,¢;] into N evenly spaced
subintervals [7;,7,4+1) with j = 0,...,N —1, 70 = 0,
7n = t;. The above integral can be rewritten as

NZl o rmjn
X(t)~ Y / VAHD(7) (t; — 7)"712 dB(7).
3=0 7T

(B3)

Each integral can then be Riemann approximated to ob-
tain

—1

X(t:)~ Y VAHD(%) (i —m)" 12 &, (B4)

J=

where §; = B(7j4;) — B(r;) are i.i.d. Gaussian random
numbers with zero mean and variance At = 741 — 7.
The simulations presented in this work have the following
parameters: At = 1 is fixed, M = T = 10%, and At =
1/50. Other parameters that were used in the simulations
are found in the main text.
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