
GEOMETRIC STRUCTURES FOR THE G
′
2-HITCHIN COMPONENT

PARKER EVANS

Abstract. We give an explicit geometric structures interpretation of the G
′

2-Hitchin component
Hit(S,G

′

2) ⊂ χ(π1S,G
′

2) of a closed oriented surface S of genus g ≥ 2. In particular, we prove
Hit(S,G

′

2) is naturally homeomorphic to a moduli space M of (G,X)-structures for G = G
′

2 and
X = Ein2,3 on a fiber bundle C over S via the descended holonomy map. Explicitly, C is the direct
sum of fiber bundles C = UTS ⊕UTS ⊕R+ with fiber Cp = UTpS ×UTpS ×R+, where UTS denotes
the unit tangent bundle.

The geometric structure associated to a G
′

2-Hitchin representation ρ is explicitly constructed from
the unique associated ρ-equivariant alternating almost-complex curve ν̂ ∶ S̃ → Ŝ2,4; we critically use
recent work of Collier-Toulisse on the moduli space of such curves. Our explicit geometric structures
are examined in the G

′

2-Fuchsian case and shown to be unrelated to the (G
′

2,Ein
2,3)-structures of

Guichard-Wienhard.
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1. Introduction

Let S ∶= Sg be a closed oriented surface of genus g ≥ 2. The Hitchin component Hit(S,G)
of a split real simple (adjoint) Lie group G is a connected component in the character variety
χ(π1S,G) = HomRed(π1S,G)/G, first defined by Hitchin in 1992. The component Hit(S,G) is
a generalization of Teichmüller space T (S) = Hit(S,PSL2R), and is defined precisely so that it
contains an embedded copy of T (S) called the G-Fuchsian locus. There are many robust similarities
between Hit(S,G) and T (S). For example, Hit(S,G) is simply connected: it is homeomorphic to
R(2g−2)dimG. Moreover, Hitchin representations are irreducible [Hit92] and discrete and faithful,
as proven independently by Labourie [Lab06] and Fock and Goncharov [FG06]. Thus, Hitchin
components are examples of so-called higher Teichmüller spaces [Wie18], connected components
of χ(π1S,G) for a semisimple Lie group G of rankG ≥ 2, that consist exclusively of discrete and
faithful representations. The Hitchin components remain a central object of investigation of higher
Teichmüller theory.

A classical fact of Teichmüller theory is that T (S) is homeomorphic to the moduli space H (S)
of marked hyperbolic structures on S. Since any closed hyperbolic surface is locally isometric to
hyperbolic space H2, a marked hyperbolic structure on S is equivalently a (PSL2R,H2)-structure on
S in the language of (G,X)-structures. In fact, the holonomy map hol ∶H (S) → T (S) is a home-
omorphism. In 1993, Choi and Goldman proved that Hit(S,SL3R) parametrizes the deformation
space of convex projective structures on S, namely certain (SL3R,RP2)-structures, thereby realiz-
ing the component Hit(S,SL3R) as holonomies of geometric structures in the same fashion as the
earlier identification T (S) ≅H (S) [Gol90; CG93]. An important aim of higher Teichmüller theory,
promoted by Hitchin in [Hit92], is to realize all components Hit(S,G) as holonomies of (G,X)-
structures. We remark on a subtlety here. In the foundational examples of G ∈ {PSL2R,SL3R},
the (G,X)-structures associated to Hitchin representations live on the surface S itself. However,
for G = PSLnR when n ≥ 4 and for G = G′2, the split real (adjoint) form of the exceptional complex
simple Lie group G2, any flag manifold X = G/H associated to a parabolic subgroup H < G has
dimX ≥ 3. If one is set on using flag manifolds as the model spaces for such a geometric structures
interpretation, then the geometric structures cannot live on the surface S in the case of G

′
2 or PSLnR

for n ≥ 4.
Since Choi and Goldman, few other explicit examples of geometric structures interpretations of

G-Hitchin components have arisen – only the cases of PSL4R and PSp4R ≅ SO0(2,3) have been ad-
dressed. We briefly recall these results for context now. Guichard and Wienhard proved in 2008 that
Hit(S,PSL4R) parametrizes the deformation space of properly convex foliated (PCF) projective struc-
tures, on the unit tangent bundle UTS [GW08]. These PCF structures on UTS are (PSL4R,RP3)-
structures with extra conditions related to a canonical foliation of UTS. The holonomy is trivial
along the fibers of UTS → S and so hol ∶ π1UTS → PSL4R descends to a map hol ∶ π1S → PSL4R.
Guichard and Wienhard prove that the descended holonomy map hol is a homeomorphism from
the deformation space of PCF structures on UTS to Hit(S,PSL4R). Now, the Hitchin component
Hit(S,PSp4R) includes in Hit(S,PSL4R). As a corollary to the previous geometric structures result,
Guichard and Wienhard show that Hit(S,PSp4R) is homeomorphic to the moduli space of PCF
(PSp4R, (RP3, α))-structures on UTS, where α is the standard contact structure on RP3. On the
other side of the isomorphism PSp4R ≅ SO0(2,3), Collier, Tholozan, and Toulisse re-interpreted the
PCF projective structures of [GW08] as (SO0(2,3),Pho(R2,3))-structures, where Pho(R2,3) is the
space of isotropic planes in R2,3, specifically fibered photon structures on UTS, where the fibering
of UTS → S is now explicitly involved in the geometry, unlike in the PCF structures perspective
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[CTT19]. In [CTT19], they also describe another explicit geometric structures interpretation for
Hit(S,SO0(2,3)) via fibered conformally flat Lorentz (CFL) structures on UTS, which are, in par-
ticular, (SO0(2,3),Ein1,2)-structures. The CFL structures on UTS are shown to be an explicit
realization of certain abstract geometric structures described by [GW12]. We will discuss the work
[GW12] more momentarily.

In the spirit of the aforementioned works, we consider the problem of finding an explicit geomet-
ric structures interpretation of the G

′
2-Hitchin component as holonomies of (G,X)-structures on an

F -fiber bundle M over the surface S, which factor through the bundle projection π∗ ∶ π1M → π1S.
We emphasize all the indeterminates: X, F , M , and the explicit conditions on the geometric struc-
tures. Our main result is as follows. The manifold on which the geometric structures live is the
(S1×S1×R+)-bundle C ∶= UTS⊕UTS⊕R+ over S, the direct sum of fiber bundles of the unit tan-
gent bundle with itself and a trivial R+-bundle. In other words, C has fiber Cp = UTpS×UTpS×R+.
We consider (G′2,X)-structures on C for X = (Ein2,3,D), where Ein2,3 = PQ0(R3,4), the projective
null quadric in R3,4, and D is the canonical (2,3,5)-distribution it carries. The group G

′
2 is the full

automorphism group of the pair (Ein2,3,D), as proven by Cartan [Car10] (cf. [Eva22, Section 8.2]).
Putting all of these ingredients together, along with the geometric conditions that characterize the
moduli space M of geometric structures, we show:

Theorem A: The descended holonomy map α ∶ M → Hit(S,G′2) given by [(dev,hol)] ↦ [hol ],
where hol = hol ○ π∗ and π ∶ C → S is the bundle projection, is a homeomorphism from the moduli
space M of cyclic-fibered, compatible, radial (G′2, (Ein2,3,D))-structures on UTS ⊕UTS ⊕R+ onto
the G

′
2-Hitchin component Hit(S,G′2).

The notions of cyclic-fibered, compatible, and radial (CCR) are technical and are defined precisely
in Section 4.3. However, we can think of these conditions roughly as follows. The cyclic-fibered
condition ensures that the holonomy factors through π1S and that each such geometric structure
has an associated equivariant alternating almost-complex curve ν̂ ∶ S̃ → Ŝ2,4. A crucial remark here
is that the existence of a ρ-equivariant alternating almost-complex curve ν̂ ∶ S̃ → Ŝ2,4 does not imply
[ρ] ∈ Hit(S,G′2) ([CT23] Theorem 5.9 and Theorem 5.11), as was the case in the analogous setting of
ρ-equivariant affine spheres S̃ → R3 with ρ ∈ Hom(π1S,SL3R). The notions of compatible and radial
constrain the relationship between the developing map and the almost-complex curve further. In
particular, the CCR conditions serve both to ensure that such a geometric structure is completely
determined by its associated almost-complex curve and also that the associated almost-complex
curves have G

′
2-Hitchin holonomy.

On the other hand, Guichard and Wienhard gave an abstract geometric structures interpretation
of every Hitchin component in [GW12]. There, they proved the following existence theorem: for
any split real simple (adjoint) Lie group G, there is a compact manifold M with a homomorphism
ϕ ∶ π1M → π1S, a homogeneous G-space X, as well as a connected component G of the deformation
space D(G,X)(M) of (G,X)-structures on M , such that the holonomy of a geometric structure in G

factors as hol = hol ○ ϕ, and the descended holonomy map [ (dev,hol) ] ↦ [hol] is a homeomorphism
from G onto Hit(S,G). The manifold M is realized as Mρ ∶= ρ(π1S)/Ωρ, a quotient of a co-compact
domain of discontinuity Ω ⊂ X, such that the topology of Mρ is independent of ρ. Confirming a
conjecture of Guichard-Wienhard, both [AMTW23] and [Dav23] recently proved independently that
M is, in fact, a fiber bundle over S.
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While Guichard and Wienhard identify the spaces X explicitly depending on the group G, the
topology of the manifold M is quite difficult to determine in general and so are the geometric
conditions on the (G,X)-structures that distinguish the connected component G . Identifying the
topology of these manifolds M is an important and challenging open question. There have been
some results towards this end recently [ADL21; AMTW23; DS20; Dav23]. See also the survey
[Kas18] for many results on geometric structures related to higher rank Teichmüller theory.

Our results are somewhat orthogonal to [GW12]: while our geometric structures are highly
explicit, the developing maps exhibit very complicated and strange behavior. In Section 5.3, we
examine our construction in the G

′
2-Fuchsian case in detail. We are able to see much of the structure

of the developing map and how complicated its behavior is even in this simple setting. In general,
our developing map dev descends from C to C ∶= UTS̃ ⊕ UTS̃ ⊕ R+. This descended developing
map dev ∶ C → Ein2,3 is injective on fibers. In the G

′
2-Fuchsian case, we show dev is finite-1, with

each point in the image having either 1, 2, or 3 pre-images. The map dev is very much only locally
injective – for any p ≠ q ∈ S̃, the developed fibers dev(C p) and dev(C q) intersect 1-dimensionally.
We also consider the relationship between the image U ∶= image(dev) and the Guichard-Wienhard
(G′2,Ein2,3)-domain Ω ∶= Ωρ (which is the same for all G

′
2-Fuchsian ρ). Namely, ΩU ∶= U ∩ Ω ≠ ∅

is a proper open subset of Ω and KU ∶= U ∩ (Ein2,3/Ω) ≠ ∅ as well. The intersection KU is an
explicitly described 3-dimensional locus. Thus, this paper does not elucidate the [GW12] geometric
structures in the (G′2,Ein2,3)-setting. However, we believe the methods here are natural, as there
are strong analogies with the [CTT19] construction of conformally flat Lorentz structures on UTS
for Hit(S,SO0(2,3)). In the next part of the introduction, we explore these ideas in more detail.

1.1. Remarks on the Proof of the Main Theorem. The problem of a geometric structures
interpretation is really twofold:

(1) Determine a construction from which a (G′2,X)-structure on M can be associated to any
G
′
2-Hitchin representation.

(2) Define an appropriate moduli space M of geometric structures containing those structures
from step (1), and, crucially, so that the holonomy map on M factors through Hit(S,G′2).

We first remark on the methods used for (1).
The construction of (1) is done with the geometry of harmonic maps, and the proof of (1) relies

on Higgs bundles. Our work in both steps is influenced by [CTT19]. We summarize our perspective
on [CTT19] to highlight some analogies with the present work. Fix a complex structure Σ = (S,J)
on S. By the non-abelian Hodge correspondence, associated to ρ ∈ Hit(S,G) is a unique harmonic
map fρ,Σ ∶ Σ̃ → G/K, up to isometry. In the case G ∈ {G′2,SL3R,SO0(2,3)} of G a split real simple
rank two Lie group, Labourie proved in [Lab17] that for each ρ there is a unique complex structure
Σ such that fρ,Σ is conformal. We denote fρ ∶ Σ̃ → G/K as this unique minimal surface. In each
of the rank two settings, fρ has a factorization via a Gauss map construction applied to another
equivariant harmonic map gρ ∶ Σ̃→ G/H, whose target is a different homogeneous space G/H than
that of fρ. For G = SO0(2,3), the map fρ factors through a maximal spacelike surface σ̂ ∶ Σ̃ →
Ĥ2,2 = Q−R2,3, where we denote Q±V ∶= {x ∈ V ∣ q(x) = ±1}. In this case, G/K ≅Diff Gr(2,0)R2,3

and the map fρ is just given as follows: fρ(p) = dσ̂(TpS̃). In fact, the developing map dev of the
CFL (SO0(2,3),Ein1,2)-structure of [CTT19] on UTS is simply described with σ̂. Indeed, since
the holonomy of dev factors through π1S, the map dev descends from the universal cover ŨTS to
define a map dev ∶ UTS̃ → Ein1,2 given by dev(p,X) = [σ̂(p) + dσ̂(X)], where we equip S̃ with
the pullback metric from σ̂ and [⋅] denotes a point in projective space. Since σ̂ is spacelike and
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σ̂(TpS̃) is orthogonal to σ̂(p), the Pythagorean identity says dev(p,X) ∈ Ein1,2 = PQ0(R2,3), where
Q0(V, q) = {v ∈ V ∣ q(v) = 0}. Then [CTT19] uses Higgs bundles along with an application of the
maximum principle to the Hitchin system to prove dev is a local diffeomorphism.

Our developing map construction is a natural analogue of the developing map construction of
[CTT19]. To define dev, we introduce another central object: almost-complex curves in the psue-
dosphere Ŝ2,4 = Q+(R3,4). The space Ŝ2,4 has a canonical almost-complex structure JŜ2,4 com-
ing from the cross-product ×3,4 ∶ R3,4 × R3,4 → R3,4, whose existence is intimately linked with
the group G

′
2. Here, one can imagine G

′
2 as defined via G

′
2 ∶= Aut(R3,4,×3,4). Starting with a

Hitchin representation ρ, we use the harmonic map factorization in the G
′
2-setting, which runs

through the unique ρ-equivariant alternating1 almost-complex curve ν̂ ∶ S̃ → Ŝ2,4 [CT23].2 This
harmonic map factorization is discussed in detail in [CT23; Nie24] as well as in the case of S = C
in [Eva22, Section 3.4]. We briefly recall the construction. The symmetric space G

′
2/K iden-

tifies as Gr×
(3,0)(R3,4) ∶= {P ∈ Gr(3,0)(R3,4) ∣ P ×3,4 P = P}. Then fρ ∶ S̃ → G

′
2/K is given by

fρ(p) = R{ν̂(p)} ⊕ image(IIp), where II is the second fundamental form of ν̂. In our context, the
developing map descends from the universal cover C̃ to the π1S-cover UTS̃ ⊕UTS̃ ⊕R+ of C and
obtains the form

dev(p,X,Y, r) = [ ν̂(p) + (r2 + 1)1/2 dν̂(X) + r II(dν̂(X), dν̂(Y ) )
q(II(dν̂(X), dν̂(Y )) )1/2

] ,(1.1)

where II is the second fundamental form of ν̂ and we equip S̃ with the pullback metric ν̂∗gŜ2,4 . The
essential difference between the construction here that of [CTT19] is that we need the 2-jet of ν̂ to
construct the developing map. However, the proof that (1.1) is a local diffeomorphism uses the same
main ingredients as that of [CTT19] – namely cyclic Higgs bundles and the maximum principle, and
the overall construction is quite similar. In fact, as discuss in Section 3.3, as r → 0, the developing
map from (1.1) becomes a precise analogue of the CTT developing map, with σ̂ replaced by ν̂.

The developing map (1.1) constructs (G′2,Ein2,3)-structures associated to G
′
2-Hitchin represen-

tations via the associated equivariant alternating almost-complex curves, solving problem (1). To
establish a converse association, to solve (2), we define a moduli space M of geometric structures on
C that share key technical properties with the geometric structures constructed via (1.1). In particu-
lar, we demand the holonomy is trivial along the fibers. Hence, we may define a descended holonomy
map α ∶M → Hom(π1S,G

′
2)/G

′
2. The cyclic-fibered, compatible, and radial conditions, as mentioned

earlier, serve the purpose of forcing the descended holonomy to take values in Hit(S,G′2). We ex-
plain briefly the idea now. Each geometric structure in M induces an associated almost-complex
curve as a consequence of the cyclic-fibered condition. That is, there is a natural continuous map
H ∶M →H, where H ∶= H(S) the moduli space of equivariant alternating almost-complex curves in
Ŝ2,4. In other words, H is the space of pairs (ν̂, ρ) with ν̂ a ρ-equivariant alternating almost-complex
curve and ρ ∈ Hom(π1S,G

′
2), up to isomorphism. The relationship between dev and its associated

curve ν̂ =H(dev) is constrained by the compatibility condition. This condition implies that the sec-
ond fundamental form II of ν̂ is non-vanishing, which by [CT23] is equivalent to ν̂ having G

′
2-Hitchin

holonomy. Finally, the radial condition along with the compatibility, pins down the relationship
between dev and ν̂, forcing that dev is entirely determined by ν̂.

1Here, alternating means loosely that the tangent space is timelike and the second fundamental form outputs only
spacelike vectors.
2We sweep aside two subtleties here: the uniqueness is due to [CT23], and we can define ‘almost-complex’ to mean
the image is an almost-complex submanifold such that ν̂∗JŜ2,4 is compatible the orientation of S̃.
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Collier and Toulisse show that the sub-locus {[(ν̂, ρ)] ∈ H ∣ [ρ] ∈ Hit(S,G′2)} of almost-complex
curves that are G

′
2-Hitchin equivariant is the level set H(S)6g−6 ∶= {[(ν̂, ρ)] ∈ H ∣ b(ν̂) = 6g − 6} of

a discrete invariant b that stratifies H [CT23]. The space H(S)6g−6 serves as a key intermediary
between representations and geometric structures; both the map s ∶ Hit(S,G′2) → M assigning
geometric structures to representations and the descended holonomy map α ∶ M → Hit(S,G′2) by
[(dev,hol)] ↦ [hol ] factor through H(S)6g−6. This factorization is critical to our solution of both
problem (1) and (2). The construction of s is motivated by the fact that α○s = idHit(S,G

′
2)

essentially
by definition. The remainder of the proof of the main theorem is a small technical argument to
show that the geometric structure is determined entirely from its associated almost-complex curve,
i.e., s ○ α = idM . See Figure 1, which diagrammatically summarizes the relationship between main
maps of interest.

M H(S)6g−6 Hit(S,G
′

2)

sACsG

H hol

s

α

Figure 1. Commutative diagram summarizing the main theorem. The maps between
Hit(S,G′2) and M factor through H(S)6g−6. By [CT23], the maps sAC ,hol are homeo-
morphisms. The central constructions are sG,H, and M .

1.2. Organization. We now discuss the organization of the paper. In Section 2, we discuss the
necessary preliminaries on G

′
2 and Higgs bundles. In Section 3, we review the construction of ρ-

equivariant alternating almost-complex curves for [ρ] ∈ Hit(S,G′2). Using these curves, we explicitly
build an equivariant developing map on C̃ that defines an (G′2,Ein2,3)-structure on C . In Section 4,
we present the technical definition of the moduli space M of geometric structures and reinterpret
the work of Section 3 now as defining a continuous map s ∶ Hit(S,G′2) → M . We then present
the descended holonomy map α ∶ M → Hit(S,G′2) and show it is the inverse of s. In Section
5, we examine our geometric structures in the G

′
2-Fuchsian case. We also show that our geometric

structures are unrelated to the Guichard-Wienhard (G′2,Ein2,3)-structures from [GW12], and discuss
some curious behavior of the developing map in this setting.

1.3. Acknowledgements. I would like to thank Mike Wolf and Alex Nolte for reading a draft of
this paper and proving many comments. I also thank Brian Collier and Jeremy Toulisse for sharing
a draft of their paper [CT23], which was essential to the creation of this work. Finally, I thank Xian
Dai and Christos Mantoulidis for helpful conversations on analysis.

2. Preliminaries

2.1. G2 Preliminaries. In this subsection, we provide a brisk introduction to G2 from the perspec-
tive of the octonions. The reader can find a more comprehensive introduction to G2 in the excellent
article [Fon18].
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We denote G2 ∶= GC
2 as the exceptional simply-connected complex Lie group with Lie algebra gC2 .

We write G
′
2 ∶= GR

2 for the split real (adjoint) form of G2 as well as GF
2 for F = R or C as appropriate.

We will define the split-octonions (O′)F and then see that GF
2 is realized as GF

2 = AutF−alg((O′)F).
For simplicity, we focus on the case of the R-algebra O′ ∶= (O′)R. To this end, we recall both the

Cayley Dickson process CD and the split Cayley Dickson process CD’. Let A be an R-algebra with
unit 1A and the following structures: a non-degenerate quadratic form q ∶ A → R and an algebra
involution ∗A ∶ A → A such that (xy)∗ = y∗x∗ and Fix(∗A) = R{1A}. The Cayley Dickson processes
produce a new unital algebra B over the vector space A⊕A with a non-degenerate quadratic form
qB and involution ∗B. First, define ∗B(a, b) = (∗Aa,−b). Then given (a, b), (c, d) ∈ A ⊕A, the new
algebra multiplication ⊙ on B, under CD’, is given by

(a, b) ⊙ (c, d) ∶= (ac + db∗, a∗d + cb),(2.1)

where x∗ ∶= ∗A(x). Note that 1B = (1,0). We may write xy for brevity to denote x ⊙ y. Next,
qB(x) ∶= xx∗. The multiplication in O′ is not associative, but is alternative – the subalgebra
generated by any two elements is associative. An easy consequence of the alternativity is that
q(xy) = q(x)q(y) for x, y ∈ (O′)F, meaning (O′)F is a composition algebra - an algebra with unit
equipped with a non-degenerate, multiplicative quadratic form. Composition algebras are very
special. In fact, Hurwitz’s theorem asserts that the only composition R-algebras are R,C,H,O, and
their split counterparts C′,H′,O′.3

One may view the CD process in a more intrinsic way as an algebra extension of A by a new
element x, given by x = (0,1) ∈ A ⊕A, which satisfies x2 = −1 in CD and x2 = +1 with CD’.4 The
pair (a, b) ∈ A ⊕ A corresponds to a + xb and (2.1) gives the multiplicative relations between the
subalgebra A ∶= (A,0) of B and x. The multiplication formula is slightly different if one instead
uses (a, b) to denote a+ bx. In the case that qB is multiplicative, qB(a, b) = qA(a)± qA(b), according
to CD or CD’, respectively.

The split octonions O′ may be defined as the output of CD’ applied to the quaternions H. In
fact, we have a sequence of R-algebras R CDÐ→ C CDÐ→ H CD′Ð→ O′.5 While we maintain this perspective
on O′, it is worth mentioning that one may also realize O′ via R CDÐ→ C CD′Ð→ H′ CDÐ→ O′, where we
pass through the split quaternions H′ (cf. [CT23, Section 2.2] for more details). We will explain
shortly a simpler way to multiply in O′ rather than use the formula (2.1).

The +1-eigenspace of ∗O′ defines a distinguished real subalgebra isomorphic to R, which by abuse
we refer to as R ∶= R{1O′}. The (−1)-eigenspace of ∗O′ is called the imaginary split-octonions,
denoted Im(O′), in analogy with the imaginary complex numbers. We may write Re, Im for the
orthogonal projections from O′ onto the subspaces R and Im(O′), respectively. The non-degenerate
quadratic form q on O′ is of split signature (4,4) since (H,0) ≅ R4,0 and (0,H) ≅ R0,4 as normed
vector spaces. In a standard abuse, we write q for the bilinear form q(x, y) = Re(xy∗) as well as
the induced quadratic form. For notational simplicity, we may write x ⋅ y rather than q(x, y) if the
context is clear.

Since any algebra automorphism of O′ fixes the real axis pointwise, it is standard to consider
the action of G

′
2 on Im(O′) instead of O′. In fact, the representation g′2 → gl(Im(O′)) is one of the

two fundamental representations of g′2 – the other is the adjoint representation. As a consequence,

3See ([HL82] Theorem A.12) for an elegant proof using the CD process, in the case that the quadratic form is
Euclidean (the proof is nearly the same as when q is non-degenerate).
4In CD, the algebra formula 2.1 changes by just one sign to (a, b) ⊙ (c, d) ∶= (ac − db∗, a∗d + cb). However, this sign
determines the signature of the quadratic form on the vector subspace (0,A).
5Here, ∗R ∶ R→ R is just the identity map.
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the representation of g′2 on Im(O′) is the lowest dimensional irreducible representation. Moreover,
Im(O′) carries two more algebraic structures of interest: a cross-product and a calibration 3-form.

The cross-product × ∶ Im(O′) × Im(O′) → Im(O′) is defined by

x × y ∶= Im(xy) = x⊙ y − (x ⋅ y)1O′ .(2.2)

For u ∈ Im(O′), we write Cu ∶ Im(O′) → Im(O′) as the cross-product endomorphism Cu(v) = u × v of
u. The double cross-product identity says that

u × (u × v) = −q(u)v + q(u, v)u.(2.3)

Note that Im(O′) is not closed under ⊙, so that × is the default binary operation on Im(O′).
Denote the cross-product of sets A,B ⊂ Im(O′) as usual: A ×Im(O′) B ∶= {a × b ∣ a ∈ A, b ∈ B}. We
attempt to write ×Im(O′) whenever necessary so as to distinguish the cross-product of sets from the
ordinary set-theoretic product. The map × is called a cross-product since × is bilinear, alternating,
and normalized by q(x × y) = q(x)q(y) − (x ⋅ y)2, just like the standard cross-product ×R3 on R3.
Extending Φ ∈ GL(Im(O′)) linearly to Φ̃ ∈ GL(O′) by demanding Φ̃∣Im(O′) = Φ and Φ̃(1O′) = 1O′ , one
finds that

G
′
2 = {Φ ∈ GL(Im(O′)) ∣ Φ(u × v) = Φ(u) ×Φ(v)}.(2.4)

In fact, (non-obviously) if Φ ∈ GL(Im(O′)) satisfies Φ(u × v) = Φ(u) × Φ(v), then Φ ∈ O(3,4) =
O(Im(O′), q) and Φ ∈ SL(Im(O′)) [Fon18]. Since G

′
2 is connected, this means G

′
2 < SO0(3,4),

where G0 denotes the connected component of the identity of G. Moreover, equation (2.4) yields a
description of the Lie algebra as the set of derivations of the cross product:

g′2 = {φ ∈ gl(Im(O′)) ∣ φ(u × v) = φ(u) × v + u × φ(v)}.
Finally, O′ carries a G

′
2-invariant 3-form Ω given by the scalar triple product: Ω(x, y, z) = (x×y)⋅z.

The form Ω is a calibration in the sense of Harvey-Lawson [HL82], and is also generic in the sense
that its GL7R orbit by pullback is open in the space Λ3((R7)∗) of 3-forms.6 The 3-form provides
another perspective on G

′
2 as G

′
2 = StabGL(Im(O′))(Ω). The surprising fact is that one may recover

q∣Im(O′) and × just from Ω. See [Fon18] for further details on G2 from the 3-form perspective. Going
forward, we will take for granted the equivalence of these three perspectives on G

′
2:

(1) AutR−algebra(O′)
(2) Aut(R3,4,×3,4)
(3) StabGL7RΩ.

The complex split-octonions (O′)C = O′ ⊗R C form a C-algebra and carry an algebra product ⊙
and quadratic form qC by complex linear and bilinear extension, respectively, of the same structures
on O′.7 The cross-product and 3-form are defined analogously on Im(O′)C.

We now define a “standard” basis for O′.8 Consider, for abuse of notation, i = (i,0), j ∶= (j,0), l ∶=
(0,1) in H⊕H. Defining the element k ∶= i⊙ j, we obtain a vector space basis

M= (1, i, j, k, l, li, lj, lk) = (mi)7i=0(2.5)

6Remarkably, there are just two open GL7R orbits in Λ3((R7)∗): one is Ω, the calibration 3-form for Im(O′), and the
other is Ωc, the calibration 3-form defined completely analogously, on ImO, where O = CD(H) is standard octonions.
See ([Fon18] Theorem 4.9.)
7We exclusively use i to denote a split-octonion and use

√
−1 for the new scalar added by the complexification.

8One can consider this basis as standard insofar as one views O′ as being defined via the Cayley-Dickson sequence

R CDÐ→ C CDÐ→ H CD′Ð→ O′, which gives distinguished algebra generators i, j, l for O′, where C = R[i],H = C[j],O = H[l].
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for O′. We will call this basis M = (mi)7i=0 the standard multiplication basis for O′. The multipli-
cation table for O′ in this basis is shown in Figure 2.

Figure 2. Multiplication table for the split octonions O′, from [Bar10].

To prove the transitivity of the GF
2 -action on different spaces, the following Stiefel-triplet model

is often useful; this model is very well-known.

Proposition 2.1 ([Eva22] Proposition 2.3). GF
2 acts simply transitively on the Stiefel manifold

V(+,+,−)(Im(O′)F) ∶= { (x, y, z) ∈ (Im(O′)F)3∣ q(x) = q(y) = +1 = −q(z), x ⋅ y = x ⋅ z = y ⋅ z = 0, z ⋅ (x×y) = 0}.

The idea of the Proposition is that associated to (x, y, z) ∈ V(+,+,−) is an ordered basis Bx,y,z ∶=
(x, y, xy, z, zx, zy, z(xy)) for Im(O′) and a unique map φ ∈ GF

2 such that φ(i) = x,φ(j) = y,φ(l) = z.
In fact, φ is the F-linear map sending the multiplication frameM to Bx,y,z.9

The pseudosphere Ŝ2,4 is defined as Ŝ2,4 ∶= Q+(Im(O′)), and it inherits a signature (2,4) pseudo-
Riemannian metric from the ambient vector space, where Q±(V, q) = {v ∈ V ∣ q(v) = ±1}. Moreover,
the cross product defines a non-integrable (cf. [CT23, Lemma 3.3] and the surrounding discussion)
almost-complex structure J = JŜ2,4 on Ŝ2,4 as follows. Take x ∈ Ŝ2,4 and identify in standard fashion
TxŜ2,4 ≅ [x� ⊂ Im(O′)]. Then define Jx ∶= Cx, where Cx(y) = x×y is the cross-product endomorphism
of x. The double cross-product identity (2.3) says for u ∈ Im(O′) that (Cu ○ Cu)∣u� = −q(u)idu� , so
that J defines an almost-complex structure. While the group of isometries of the pseudosphere is
Isom(Ŝ2,4) = O(3,4), the restricted isometry group that preserves the almost-complex structure is
Isom(Ŝ2,4, JŜ2,4) = G

′
2. It is easy to show G

′
2 acts transitively on Ŝ2,4 by Proposition 2.1. Later,

we will also denote the projective negative and positive quadrics by H3,3 ∶= PQ−(Im(O′)) and
S2,4 ∶= PQ+(Im(O′)).

Consider the space

Ein2,3 ∶= PQ0Im(O′) = { [v] ∈ PIm(O′) ∣ q(v) = 0}.
Topologically, Ein2,3 ≅ (S2 × S3)/ ∼, where (x, y) ∼ (−x,−y). In fact, a clever identification shows
Ein2,3 ≅Diff RP2 × S3 [BH14, Proposition 2]. The intrinsic space Ein2,3 can be G

′
2-equivariantly

identified with G
′
2/P1, where P1 is a maximal parabolic subgroup of G

′
2. Using the latter perspective,

just from the root diagram of g′2, one finds G
′
2/P1 carries a canonical (2,3,5) distribution D ⊂ TEin2,3.

That is, D is a maximally non-integrable 2-plane distribution in the sense that D(1) = D+[D ,D] is 3-
dimensional and D(2) = D(1)+[D(1),D(1)] is 5-dimensional. The paper [Sag06] gives a beautiful and
concrete interpretation of the distribution D , showing how one can see Dp at TpEin2,3 intrinsically

9The statement of ([Eva22] Proposition 2.3) is only for the G
′

2 case, but the same argument goes through for GC
2 .
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in the model Ein2,3, without reference to the abstract space G
′
2/P1. We recall a re-interpretation of

her work shortly. A crucial fact is that Aut(Ein2,3,D) = {φ ∈ Diff(Ein2,3) ∣ φ∗D = D}, as first proven
by Cartan [Car10]. We will later consider (G,X)-structures for G = G′2 and X = (Ein2,3,D).

There is one more important algebraic construction related to Ein2,3.

Definition 2.2. Given u ∈ Im(O′), we define the annihilator of u as

Ann(u) ∶= {v ∈ Im(O′) ∣ u × v = 0}.

Now, note that Ann(u) = Ann(cu) for c ∈ R∗. Hence, Ann([u]) makes sense. An important fact
we shall need on annihilators is stated below:

Proposition 2.3. For F ∈ {R,C}, if u ∈ Im(O′)F has qF(u) = 0, then Ann(u) ⊂ Q0(Im(O′)F) and
dimFAnn(u) = 3.10

Since GF
2 acts transitively on Q0(Im(O′)F), one can prove this by checking it holds on a model

point. For example, in the basis B’ from (5.2), labeling the elements (xi)−3i=3 in order, one finds
Ann(x3) = spanR⟨x3, x2, x1⟩.11 By Proposition 2.3, for l ∈ Ein2,3, the projective annihilator PAnn(l)
is an embedded copy of RP2 in Ein2,3. These projective planes yield the distribution D as follows:
Dl = TlPAnn(l). That is, the (2,3,5)-distribution D is realized at l ∈ Ein2,3 as the tangent space of
its (projective) annihilator submanifold PAnn(l). See [Eva22, Section 8.3] for more details.

2.2. Higgs Bundle Preliminaries. In this section, we recall some definitions and theory on Higgs
bundles, specifically on how they can be used to parametrize Hit(S,G′2). These Higgs bundles will
serve as a useful tool in the next section for understanding the Frenet frame of the almost-complex
curves of interest. For the definition below, let Σ = (S,J) be a Riemann surface on S. We denote
K ∶= (T 1,0Σ)∗ as the canonical line bundle on Σ.

Definition 2.4. A (GLnC-) Higgs bundle on Σ is a pair (E , φ) consisting of a rank n holomorphic
vector bundle E → Σ and a Higgs field φ ∈H0(K ⊗ End(E)).

For a degree zero holomorphic vector bundle E, we call (E , φ) stable when any proper holomorphic
φ-invariant sub-bundle F ⊂ E, a sub-bundle such that φ(F) ⊂ F ⊗K, satisfies deg(F) < 0. Call E
polystable when E = ⊕n

i=1(Ei, φi) is a direct sum of degree zero stable Higgs sub-bundles.

There is a more general abstract definition of a G-Higgs bundle for G a real semisimple Lie group
from [GPGR12] that we revisit momentarily, as well as notions of stability of G-Higgs bundles.12

The Higgs bundles of interest will be seen as special cases of GL7C-Higgs bundles.
The non-abelian Hodge (NAH) correspondence, developed by Hitchin [Hit87], Simpson [Sim92],

Corlette [Cor88], and Donaldson [Don87], gives a homeomorphism NAHΣ between a moduli space
MG(Σ) of polystable G-Higgs bundles over Σ, up to gauge equivalence, and the G-character variety
χ(π1S,G) ∶= HomRed(π1S,G)//G of reductive representations, up to conjugation. Here, ρ ∶ π1M → G

is reductive if Ad ○ ρ ∶ π1M → GL(g) is a direct sum of irreducible representations. The map NAHΣ

is defined by building a flat connection ∇ on the Higgs bundle and then taking its holonomy
hol(∇) ∈ χ(π1S,G). We refer the reader to the survey [Col19] for more details on the application
of the NAH correspondence in higher rank Teichmüller theory. The relevant portion of the NAH
correspondence is Hitchin’s smooth parametrization of the G-Hitchin component Hit(S,G) for G a

10If q(w) ≠ 0, then Ann(w) = R{w} is uninteresting.
11cf. [Eva22] Section 8.3 on the notion of a real cross-product basis for Im(O′) and its relation to annihilators.
12If G is a complex Lie group, then G is regarded a real Lie group by restriction of scalars and the definition actually
ends up simplifying.



12 PARKER EVANS

split real simple Lie group. For G = G′2, Hitchin’s map is of the form FΣ ∶H0(Σ,K2
Σ)⊕H0(Σ,K6

Σ) →
Hit(S,G′2). A drawback of Hitchin’s parametrization FΣ (in general) is that depends highly on
the choice of complex structure Σ. Labourie rectified this situation in the case G is of rank two in
[Lab17]. Labourie’s work gives a canonical mapping class group-equivariant diffeomorphism Ψ ∶ E6 →
Hit(S,G′2) where E6 → T (S) is the bundle over Teichmüller space with fiber (E6)Σ ≅ H0(Σ,K6

Σ).
Labourie’s map is Ψ(Σ, q6) = FΣ(0, q6). Thus, naturally associated to ρ ∈ Hit(S,G′2) is a pair (Σ, q6),
where q6 is a holomorphic sextic differential on Σ. The data of this pair will be used to define a
(stable) GL7C-Higgs bundle below, whose structure group reduces to G

′
2.

Hitchin’s map FΣ factors as FΣ = NAHΣ ○ sΣ, where sΣ ∶ H0(Σ,K2
Σ) ⊕H0(Σ,K6

Σ) → MG
′
2
(Σ)

is called the Hitchin section. We now define the Higgs bundle sΣ(0, q6) ∶= (E , φ(q6)) of interest.
The holomorphic vector bundle underlying the Higgs bundle is E = ⊕−3i=3KiΣ. Note that K0

Σ = O is
a trivial complex line sub-bundle of E . Then we identify in any local coordinate z for Σ the local
frame (dzi)−3i=3 for E and the following fixed frame (ui)−3i=3 for Im(O′)C from (2.6) below by dzi ↔ ui.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

u3 = 1
√

2
( jl +

√
−1kl).

u2 = 1
√

2
( j +

√
−1k).

u1 = 1
√

2
( l +
√
−1il).

u0 = i.
u−1 = 1

√

2
( l −
√
−1il).

u−2 = 1
√

2
( j −

√
−1k).

u−3 = 1
√

2
( jl −

√
−1kl).

(2.6)

This identification locally defines a cross-product on the fibers of E , which yield a global cross-
product ×E ∶ E × E → E since the local transitions between (dzi)−3i=3 and (dwi)−3i=3 are of the form
diag(ζ3, ζ2, ζ,1, ζ−1, ζ−2, ζ−3) for ζ ∈ C∗ and hence respect the cross-product. Indeed, the gC2 -
transformations diagonal the basis (ui) are of the form diag(r + s, r, s,0,−s,−r,−r − s) for r, s ∈ C
[Eva22, Proposition 2.6]. By considering only frames for E that are fiber-wise cross-product com-
patible with the above model frames, we reduce the structure group of E to GC

2 . That is, we consider
the holomorphic principal GC

2 -frame bundle

Fr ×(E) ∶= {T ∈ HomC( Im(O′)C ,E) ∣ T (u ×Im(O′)C v) = T (u) ×E T (v)},
where E ∶= Σ ×E denotes a trivial vector bundle.

We may write q instead of q6 when there is no opportunity to confuse q6 with q = qIm(O′) on
Im(O′). Following Hitchin’s original Lie algebra recipe, one finds (cf. [Eva22, Section 2.6, Appendix
A]) the Higgs field φ ∶= φ(0, q) is of the form

φ =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0 q√
3 0 q√

5 0

−
√
−6 0

−
√
−6 0√

5 0√
3 0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.(2.7)

Given a Higgs bundle (E , φ) ∈ image(sΣ), Hitchin’s equations (2.8), (2.9) for (E , φ) uniquely deter-
mine a hermitian metric h on E such that the connection ∇ ∶= ∇∂,h+φ+φ

∗h is flat and has holonomy
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in G
′
2 [Hit92].

Fh + [φ,φ∗h] = 0.(2.8)

∇0,1

∂,h
φ = 0.(2.9)

The metric h is diagonal in the standard holomorphic coordinates since (E , φ) is cyclic [Bar10]. In
particular, h is of the form

h(x,y) = xT diag(r−1s−1, r−1, s−1,1, s, r, rs)y = xT H y,(2.10)

where r, s > 0 are positive. Here, s ∈ Γ(K⊗K) and r ∈ Γ(K2⊗K2). In a local coordinate z, Hitchin’s
equation (2.9) is equivalent to qz̄ = 0 and (2.8) is equivalent to the coupled elliptic system of PDE
(2.11) [Eva22, page 16].

⎧⎪⎪⎨⎪⎪⎩

∂z∂z̄ log r = 5 rs − 3s −
∣q∣2

r2s

∂z∂z̄ log s = 6s − 5 rs .
(2.11)

Denote u1 = log r + 1
2 log s, v1 =

1
2 log s and the system (2.11) becomes
⎧⎪⎪⎨⎪⎪⎩

2∂z∂z̄ u1 = 5e(u1−3u2) − 2e−2u1 ∣q∣2.
2∂z∂z̄ u2 = 6e2u2 − 5e(u1−3u2).

(2.12)

We can also write Hitchin’s equations in a global form. Let σ = σ(z)∣dz∣2 denote any conformal
metric on Σ. Given a (local) solution u = (u1, u2) of (2.12), we define ψ = (ψ1, ψ2) by

⎧⎪⎪⎨⎪⎪⎩

eψ1σ5/2 = eu1

eψ2σ1/2 = eu2 .
Then one finds u solves (2.12) if and only if ψ solves (2.13). Thus, solving Hitchin’s equations is
equivalent to finding global functions ψ1, ψ2 ∶ S → R that solve (2.13).

⎧⎪⎪⎨⎪⎪⎩

2∆σψ1 = 5eψ1−3ψ2 − 2∣q∣2σ e−2ψ1 + 5
2κσ

2∆σψ2 = −5eψ1−3ψ2 + 6e2ψ2 + 1
2κσ

,(2.13)

where ∆σ = 1
σ∂z∂z̄, ∣q∣

2
σ ∶= qq̄

σ6 , and κσ = − 2
σ∂z∂z̄ logσ. In particular, there is a unique solution to the

system (2.13).

We now discuss ∇-parallel real forms on E and End(E). For the following discussion, we imagine
the following structures on gC2 as being fixed:

● the Cartan subalgebra h of diagonal transformations in the basis (ui) from (2.6)
● a choice of simple roots Π = {α,β} ⊂∆
● Chevalley basis (tδ, eδ)δ∈∆ such that [tδ, eδ] = 2eδ, [tδ, e−δ] = −2eδ, [eδ, e−δ] = tδ.13

First, consider

End×(E) ∶= {ψ ∈ End(E) ∣ ψ(u ×E v) = ψ(u) ×E v + u ×E ψ(v) },
a gC2 -fibered sub-bundle of End(E). There is a natural vector bundle isomorphism End×E ≅ ⊕5

i=−5 gi×
Ki, where gi = ⊕δ∈∆,heightΠ(δ)=i

gδ is the sum of root spaces of height i, and gi denotes the trivial
bundle Σ × gi. For example, consider the gC2 transformation eα ∈ gα given by u1 ↦ u2, u−2 ↦ u−1,
and ui ↦ 0 otherwise. Given both the constant section êα ∈ Γ(Σ,gi) by êα(p) = eα, and X ∈ Ω1,0(Σ),
13For an explicit choice of such basis, see [Eva22, Appendix A].
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the pair induces the transformation (eβ ⊗X) ∈ End×(E) by mapping K1 ↦ K2 via Y ↦ X ⊗ Y and
mapping K−2 ↦ K−1 via Y ↦ X ⊗ Y . Using this identification, we can reduce the structure group
of End×(E) from GC

2 to G
′
2 via real forms (and do the same for E .)

The hermitian metric h induces a fiber-wise choice of compact real on End×(E). First, note
that any Ap ∈ End(Ep) has a unique h-adjoint A∗hp ∈ End(Ep) satisfying h(ApX,Y ) = h(X,A∗hp Y ).
Thus, we may define a C-anti-linear Lie algebra bundle involution ρ̂ ∶ End(Ep) → End(Ep) by ρ̂(A) =
−A∗h. The involution ρ̂ leads to the sub-bundle End×ρ̂(E) ∶= {X ∈ End×(E) ∣ ρ̂(X) = X} of su(h)
endomorphisms. Fiberwise, the map ρ̂ is the involution of a compact real form of gC2 . In the local
coordinates (dzi), the involution obtains the form ρ̂(A) = −H−1ATH.

Similarly, we define a bundle-wise Cartan involution, whose fixed point set is fiberwise a copy of
kC, where k < g′2 is a copy of the maximal compact in g′2. Unlike ρ, the map σ is C-linear. On the
level of gC2 , first define σ(eα) = (−1)height(α)eα and σ∣h = idh, where h = g0 is the Cartan subalgebra.
Hitchin proved this map is a Lie algebra involution whose fixed point set is kC in [Hit92, Proposition
6.1]. We extend σ to a bundle involution on σ̂ ∶ End×(E) → End×(E) by defining it on simple tensors
via σ̂(eα⊗X) = σ(eα)⊗X. In the coordinates (dzi), the involution σ̂ is of the form σ̂(A) = −QATQ

where Q =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1

1

1

1

1

1

1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

. The involutions ρ̂, σ̂ pointwise commute and hence define a

C-anti-linear conjugation τ̂ of a split real form of gC2 . In fact, End×τ̂ (E) = {ψ ∈ End×E ∣ τ̂(ψ) = ψ} is
a ∇-parallel sub-bundle of End(E). Indeed, τ̂ is ∇∂,h-parallel [Hit92] and φ + φ∗h is directly found
to satisfy τ̂(φ + φ∗h) = φ + φ∗h.

There is one more structure on E of interest, a non-degenerate complex bilinear form B ∶ E×E → C.

Write E = O ⊕ ⊕3
i=1(Ki ⊕ K−i). Then set B∣O = 1 and B∣

Ki⊕K−i = (
0 1

1 0
) to be the natural dual

pairing. We then declare O and each sub-bundle Ki ⊕ K−i for i ∈ {1,2,3} to be B-orthogonal to
each other. In the frame (dzi), the bilinear form B is represented by the matrix Q. We are then
led to consider B-orthonormal frames that also respect the cross-product. That is, define

Fr ×B(E) = {T ∈ Fr ×(E) ∣ T (ei) is B − orthonormal}.
The bilinear form B is also related to the involution σ̂ ∶ End(E) → End(E). In fact, σ̂ is equivalently
given by σ̂(A) = −A∗B, where (⋅)∗B denote the B-adjoint, i.e., B(As, t) = B(s,A∗Bt).

Now, we give the definition of a general G-Higgs bundle for G a real reductive Lie group. Start
with a Cartan decomposition g = k ⊕ p, where k is a maximal compact subalgebra of g. Then
complexify to get gC = kC ⊕ pC. A G-Higgs bundle is then a pair (P,Φ), with P a holomorphic
principal KC-bundle and Φ ∈H0(E ⊗KΣ) is the Higgs field, where E =P ×Ad p

C.
In the present case, sΣ(0, q6) is a G

′
2-Higgs bundle, just the construction just has been factored

through the holomorphic vector bundle E . Here, the principal KC-bundle is P = Fr×B(E). Then
view P ×Ad gC ≅ End×(E) and we find P ×Ad pC ≅ End×

−σ̂(E) = {X ∈ End×(E) ∣ σ̂(X) = −X}. Since
σ̂(φ) = −φ and φ( ∂∂z ) ∈ End

×(E) in the local frame (dzi), the Higgs field is just Φ = φ. Hitchin
proved in [Hit92] that the Higgs bundles in the Hitchin section are stable. We refer the reader to
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[CT23] for more comprehensive details on cyclic G
′
2-Higgs bundles and to [Col19] for more details

on stability.

There is an involution τ̂ ∶ E → E , by abuse also called τ̂ , such that ER ∶= Fix(τ̂) is a ∇-parallel
sub-bundle with fibers isomorphic to Im(O′). The real forms τ̂ are multiplicative in the sense that
τ̂(ψs) = τ̂(ψ)τ̂(s) for any sections ψ ∈ Γ(Σ,End(E) ), s ∈ Γ(Σ,E) [Bar10]. Locally, τ̂ is found by
τ̂(x) = H−1Qx, where x is a vector in the local coordinates (dzi). More explicitly, the sub-bundle
ER is realized as the (real) span of the basis (wi)7i=1 from (2.14).

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

w1 = i = u0.
w2 = 1

√

2
( r1/2u2 + r−1/2u−2 )

w3 = −
√

−1
√

2
( r1/2u2 − r−1/2u−2 )

w4 = 1
√

2
( s1/2u1 + s−1/2u−1 )

w5 =
√

−1
√

2
( s1/2u1 − s−1/2u−1 )

w6 = − 1
√

2
( (rs)1/2u3 + (rs)−1/2u−3 )

w7 =
√

−1
√

2
( (rs)1/2u3 − (rs)−1/2u−3 )

(2.14)

We also recall that (wi)7i=1 is an h-unitary multiplication frame for ER – that is, the C-linear map
(mi ↦ wi) ∈ GC

2 , where (mi) is from (2.5) [Eva22, Section 3]. Hence, (wi)7i=1 is orthonormal under
the Im(O′) norm with q(wi) = +1 for i ∈ {1,2,3} and q(wi) = −1 for i ∈ {4,5,6,7}.

3. From Representations to Geometric Structures

Let [ρ] ∈ Hit(S,G′2) be a Hitchin representation. In this section, we construct a (G,X)-structure
on the (S1 × S1 × R+)-bundle C ∶= UTS ⊕ UTS ⊕ R

+
over S with G = G

′
2 and X = (Ein2,3,D),

where D is the (2,3,5)-distribution on Ein2,3 defined in Section 2.1, such that the holonomy hol of
the geometric structure factors through the projection π ∶ C → S and satisfies hol = ρ ○ π∗. Later,
the work of this section will be repackaged as a map s ∶ Hit(S,G′2) →M , once we have given the
technical conditions defining the moduli space M .

Recall from the previous subsection that associated to ρ ∈ Hit(S,G′2) is a pair (Σ, q6) in the
bundle E6 → T (S). We then realize ρ as the holonomy of the flat connection ∇ associated to the
Higgs bundle (E , φq6) on Σ = (S,J). The geometric structure on C is first constructed with Higgs
bundle methods, but we then describe the developing map just in terms of the unique ρ-equivariant
alternating almost-complex curve ν̂ ∶ S̃ → S2,4.

3.1. The Almost-Complex Curve ν̂ and Associated Maps. In this section, we define the
almost-complex curves ν̂ of interest as well as a number of relevant associated maps. As an impor-
tant foundational principle, we review an important intrinsic-extrinsic equivalence that allows us to
view these curves ν̂ inside the aforementioned Higgs bundles. This technique comes from [Bar10],
who applied this idea to G-Hitchin representations for rank two split real simple Lie groups, i.e.,
G ∈ {SL3R,Sp(4,R),G

′
2}.

We first recall some notions on flatness. Let F →M be an (X,G)-fiber bundle. Such a bundle is
necessarily of the form F = ⊔α(Uα ×X)/ ∼, over an atlas (Uα) covering M , where on the overlaps
for each p ∈ Uα ∩ Uβ , we have identified via (p, x) ∈ Uα ×X with (p, gαβ(p)x) ∈ Uβ ×X for some
gαβ(p) ∈ G. The transition data Uα ∩Uβ → G by p↦ gαβ(x) is continuous and we have the cocycle
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identity gαβgβγ = gαγ . When the atlas can be chosen in such a way that the transition data gαβ
is locally constant, the bundle is flat. In this case, the local horizontal foliation in each product
Uα ×X extends to a foliation of the total space of the bundle. Flat (X,G)-bundles can be used to
construct equivariant developing maps, as we now recall.

Fundamental Correspondence.14 Let X be a topological space and G→ Homeo(X) a faithful
homomorphism of Lie group G. Let Xρ be a flat (X,G)-bundle over a smooth manifold M with
holonomy ρ ∶ π1M → G in a fixed trivialization τ . There is a homeomorphism between Γ(M,Xρ)
and the space Equivρ(M̃,X) of ρ-equivariant maps M̃ → X, where each space is equipped with
the C∞-topology. The correspondence σ ∈ Γ(M,Xρ) ↦ fσ ∈ Equivρ(M̃,X) is as follows. Pull back
σ ∈ Γ(M,Xρ) to σ̃ ∈ Γ(M̃, π∗Xρ), where π ∶ M̃ →M denotes the universal covering. The pullback
section σ̃ ∶ M̃ → M̃ ×X is a ρ-equivariant map in the trivialization induced by τ . Denoting fρ as
the projection of σ̃ onto X gives the desired map. If we instead allow the trivializations to vary,
we get the G-orbit (Lg ○ fρ)g∈G of maps associated to σ ∈ Γ(M,Xρ), where Lg ∶ X → X denotes
the G-action. The map Lg ○ fρ is instead equivariant with respect to Cg ○ ρ, where Cg ∶ G → G

denotes g-conjugation, so there is only one representative from (Lg ○ fρ)g∈G with holonomy ρ. The
constructions of this section on the level of representatives will later be more naturally viewed on
the level of moduli spaces in Lemma 4.5.

We now give the relevant definitions on equivariant alternating almost-complex curves. In par-
ticular, we use a slightly non-standard definition of ‘almost-complex’ from [CT23], which is justified
after the definition.

Definition 3.1. Let S be an oriented smooth surface.

● An almost-complex curve ν ∶ S → Ŝ2,4 is an immersion such that the tangent space
dν(TpS) is J-invariant and moreover ν∗J is compatible with the orientation on S.
● Write the pullback tangent bundle as ν∗T Ŝ2,4 = Tν ⊕ T �ν , where Tν ∣p = image(dνp). Call
ν alternating when Tν ∣p is a (0,2)-plane for all points p ∈ S and the second fundamental
form II ∶ Tν × Tν → T �ν of ν is not identically zero and is positive-definite in the sense that
image(IIp) is a (possibly-empty) positive-definite subspace of T �ν ∣p.
● When S = S̃ is the universal cover of a surface S, call ν equivariant when there exists
ρ ∈ Hom(π1S,G

′
2) such that ν(γ ⋅ x) = ρ(γ) ⋅ ν(x) for all x ∈ S̃ and γ ∈ π1S.

Remark 3.2. If ν ∶ S → Ŝ2,4 is an almost-complex curve under this definition, define j ∶= ν∗JŜ2,4,
and then ν ∶ (S, j) → Ŝ2,4 is an almost-complex curve in the conventional sense: dν○j = JŜ2,4○dν. The
definition here is a minor convenience, since if [ρ] ∈ Hit(S,G′2), there is a unique complex structure
[Σ] ∈ T (S) such that there is a ρ-equivariant alternating almost-complex curve ν ∶ Σ̃ → Ŝ2,4 in
the conventional sense. This is proven by [CT23, Theorem B], which shows that H(S) fibers over
Teichmüller space T (S) via the map [ (ν̂, ρ) ] ↦ [ν̂∗JŜ2,4].

Remark 3.3. If II ≢ 0, then II vanishes only at isolated points and one may define a unique 2-
dimensional sub-bundle Nν ⊂ T �ν , called the normal line, such that Nν ∣p = image(IIp), where IIp ≠
0 [CT23, Proposition 3.15]. However, as we shall see shortly, II is pointwise non-vanishing for
the almost-complex curves we are interested in. The binormal line Bν is then defined by Bν ∶=
[(Tν ⊕Nν)� ⊂ ν∗T Ŝ2,4] .

14The following correspondence is well-known and was explained by Goldman in [Gol88] as well as in a survey of
Alessandrini on geometric structures [Ale19].



GEOMETRIC STRUCTURES FOR THE G
′

2-HITCHIN COMPONENT 17

Let ρ ∈ Hit(S,G′2) and we now construct the unique ρ-equivariant alternating almost-complex
curve ν̂ ∶ S̃ → Ŝ2,4 via the fundamental correspondence. This section addresses only the existence;
uniqueness is explained later by Theorem 3.6. The construction starts with the tautological section
µ̂ ∶ Σ→ O ↪ E by µ̂(p) ∶= 1 ∈ Op. The almost-complex curve ν̂ corresponds to µ̂, which is seen after
some intermediary identifications [Bar10]. Observe that q(µ̂) = +1 and µ̂p ∈ ERp by the identification
(2.14). Hence, view µ̂ as a section of the bundle Q+ER ≅ S̃ ×ρ Ŝ2,4, an Ŝ2,4-fibered flat bundle with
fibers Q+ERp ∶= {x ∈ ERp ∣ qIm(O′)(x) = +1}. Thus, µ̂ corresponds to a ρ-equivariant map ν̂ ∶ S̃ → Ŝ2,4.
To see ν̂ is an almost-complex curve, one checks that ν̂ × ν̂z =

√
−1ν̂z, which is verified on the Higgs

bundle side by computing µ̂ ×E ∇zµ̂ =
√
−1∇zµ̂.

If ν is an alternating almost-complex curve, then the binormal line is also realized by Bp ∶=
Tp×Im(O′)Np, and is a timelike two-plane. The pullback bundle decomposes orthogonally as a direct
sum ν∗T Ŝ2,4 = Tν ⊕Nν ⊕Bν . The terminology “line” is justified as each of the real 2-planes T,N,B
is a complex line in ν∗T Ŝ2,4. Of course, we may replace ν̂ with ν in the case of taking tangents,
normals, and binormals. One can see that ν̂ defined above is alternating through the fundamental
correspondence applied to the tangent, normal, and binormals as follows:

● (Tangent Line) Tν ∶ S̃ → Gr(0,2)(Im(O′)) by p↦ Tν(p) corresponds to Tµ ∈ Γ(S,Gr(0,2)(ER)),
where Tµ = im(∇µ), where ∇µ ∶ TS → E is given by (p,X) ↦ ∇Xµ(p).
● (Normal Line)Nν ∶ S̃ → Gr(2,0)(Im(O′)) by pz→ Nν(p) corresponds toNµ ∈ Γ(S,Gr(2,0)(ER))

by Nµ(p) = im(IIE ∣p).
● (Binormal Line) Bν ∶ S̃ → Gr(0,2)(Im(O′)) by Bp ∶= Tν(p) ×Im(O′) Nν(p) corresponds to
Tµ ×E Nµ.

We may conflate T,N,B with the sub-bundles of the pullback bundle ν∗T Ŝ2,4, so that each of
T,N,B is itself an equivariant map (as above) and also a complex line bundle over Σ̃. Taking the
images of the maps Tµ,Nµ,Bµ defines sub-bundles of ER, denoted by T ,N ,B. These can be found
in a local coordinate z = x + iy on Σ as follows:

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

T = spanR⟨∇ ∂
∂x
µ̂,∇ ∂

∂y
µ̂⟩

N = spanR⟨IIE( ∂∂x ,
∂
∂x), IIE(

∂
∂x ,

∂
∂y )⟩

B ∶= T ×E N
.(3.1)

In terms of the frame (2.14), T = spanR⟨w4,w5⟩, N = spanR⟨w2,w3⟩, B = spanR⟨w6,w7⟩; these
identities follow from Higgs bundle calculations (cf. [Eva22, Section 3]) and prove the desired
signatures of Tp,Np,Bp, verifying that ν̂ is alternating. The name alternating comes from [Nie24],
who considered a more general kind of such harmonic maps and related them to cyclic SO(p, p+1),
and G

′
2-Higgs bundles.

The bundle analogue IIE of II is the 1-form IIE ∈ Ω1(S,Hom(T ,N)). However, as X ↦ ∇X µ̂ is a
vector bundle isomorphism between TS and T , regard IIE as a map IIE ∶ TS × TS →N by

IIE(X,Y ) ∶= proj(O⊕T )�∇Y∇X µ̂.

The third fundamental form of ν is the map III ∈ Ω1(S,Hom(Nν ,Bν)) given by III(X)(Y ) = DXY

mod (Tν⊕Nν), where D is the tangential connection on Ŝ2,4 induced by the trivial connection D on
Im(O′). The Higgs bundle analogue of III is the bilinear map IIIE ∶ TS×N → B via IIIE(X)(Y ) = ∇XY
mod (O ⊕ T ⊕ N). The reader can find more details on II, III, and the differential geometry of
alternating almost-complex curves in Ŝ2,4 in [CT23, §3].
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The tuple (ν̂, Tν ,Nν ,Bν), called the Frenet Frame of ν̂, consists of pairwise orthogonal elements
and yields a block-decomposition Im(O′) = R{ν̂}⊕Tν ⊕Nν ⊕Bν . The Frenet frame lifts both ν̂ and
the Hitchin harmonic map fρ ∶ Σ̃ → G

′
2/K to the G

′
2-symmetric space. To discuss the lift, we recall

a result from [Eva22, Lemma 3.8] on a geometric model for the space G
′
2/T , where T < K is the

maximal torus in the maximal compact subgroup K < G′2.
Lemma 3.4. G

′
2/T is G

′
2-equivariantly diffeomorphic to the space Y of pairwise orthogonal tuples

(x,T,N,B) such that x ∈ Ŝ2,4, T ∈ Gr(0,2)(Im(O′)), N ∈ Gr(2,0)(Im(O′)), B ∈ Gr(0,2)(Im(O′)) and
moreover T,N,B are closed under cross-product with x. Thus, there is a natural G

′
2-equivariant

projection π ∶ G′2/T → Ŝ2,4 by (x,T,N,B) z→ x.

The map Fρ ∶ Σ̃→ G
′
2/T by p↦ (ν̂(p), Tp,Np,Bp) is a harmonic mutual lift of ν̂ = ν̂ρ and fρ (cf.

[Bar10, §2.3.1], [Bar15], and [Eva22, Section 3.4]).15

Later, it will also be of interest to complexify the Frenet frame as in [CT23]. Let us split it
each of T,N,B into holomorphic and anti-holomorphic line bundles. That is, write TC = T ′ ⊕ T ′′,
where T ′, T ′′ are the ±

√
−1 eigenspaces, respectively, of the C-linear endomorphism X ↦ ν̂ ×X,

restricted to TC. Similarly, we obtain splittings NC = N ′ ⊕ N ′′ and BC = B′ ⊕ B′′. We write
T C = T ′ ⊕ T ′′, NC = N ′ ⊕N ′′, BC = B′ ⊕ B′′ for the analogous splittings in E . In the local frame
(2.6), the lines (B′,N ′′,T ′′,O,T ′,N ′,B′′) correspond in order to the lines (C{ui})−3i=3. One then
finds that T ′′ = T ′, N ′′ = N ′, and B′′ = B′, under the complex structure on Im(O′)C induced by
the real subspace Im(O′). Later, we give a geometric interpretation of the space GC

2 /T to relate the
model in Lemma 3.4 to a model for the complex Frenet frame. See Section 4.2, particularly Lemma
4.10.

The final notion we need is the moduli space H(S) of equivariant alternating almost-complex
curves in Ŝ2,4. First, consider the space of pairs of equivariant alternating almost-complex curves
and their holonomies:

A(S) = { (ν̂, ρ) ∣ ρ ∈ Hom(π1S,G
′
2), ν̂ ∶ S̃ → Ŝ2,4 is a ρ − equivariant alternating a.c. curve}.(3.2)

Then H(S) = A(S)/(Diff0(S) × G
′
2), where the action of Diff0(S) × G

′
2 is given by (f, g) ⋅ (ν̂, ρ) =

(Lg ○ ν̂ ○ f̃ , Cg ○ ρ), where Lg denotes the G
′
2-action on Ŝ2,4 and Cg ∶ G

′
2 → G

′
2 is g-conjugation.

The space H(S) inherits the quotient topology from the topology on A(S) determined by the
C∞-convergence the almost-complex curves on compacta.

Remark 3.5. Let ν̂ ∶ S̃ → Ŝ2,4 be a ρ-equivariant alternating almost-complex curve. If ν̂ is θ-
equivariant for some θ ∈ Hom(π1S,G

′
2), then θ = ρ. That is, the pair (ν̂, ρ) ∈ A(S) is determined by

ν̂. Moreover, if (ν̂k, ρk) → (ν̂, ρ) in A(S) in the topology defined above, then ρk → ρ pointwise. This
explains why we ignore the representations in the topology.

There is a natural holonomy map onH(S). Indeed, we may define hol ∶ H(S) → Hom(π1S,G
′
2)/G

′
2

by hol( [(ν̂, ρ)] ) = [ρ]. A priori, if ρ ∈ Hom(π1S,G
′
2) is the holonomy of an equivariant alternating

almost-complex curve ν̂, then ρ might not be reductive. But, in fact, [CT23, Theorem 6.7] and
[Nie24, Theorem 4.13] show that there is a ρ-equivariant harmonic map fρ ∶ Σ̃ → G

′
2/K, related to

ν̂, which shows ρ is reductive by Corlette’s part of the non-abelian Hodge correspondence [Cor88].
Thus, the holonomy map actually takes values in χ(π1S,G

′
2).

We recall some useful results on the structure of the moduli space H(S) from [CT23]. There is
a continuous map b ∶ H(S) → Z given by [(ν, ρ)] ↦ deg(B′ν), where B′ν is the holomorphic binormal

15See ([CT23] Theorem 6.7) for the general case on the relation between fρ and ν̂ and a complexified Frenet frame
FC. We discuss the map FC in Section 4.2.
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line bundle of the Frenet frame of ν (recall Section 3.1.) Then, the integer invariant 0 ≤ b ≤ 6g − 6
stratifies the space H(S) [CT23, Theorem 5.4]. A crucial result we will use going forward is the
following:

Theorem 3.6 ([CT23]Theorem 5.11). hol ∶ H(S)6g−6 ∶= b−1(6g − 6) → Hit(S,G′2) is a homeomor-
phism.16

3.2. The Developing Map. The work of this subsection implicitly defines the map sG from Figure
1. The map sG will be explicitly addressed in Section 4.4. More specifically, we define a geometric
structure for the pair G = G′2 and X = (Ein2,3,D) (recall D from Section 2.1) on the direct sum of
fiber bundles C = UTS ⊕ UTS ⊕R+. For the sake of notational brevity, we suppress D and write
just Ein2,3 going forward.

We recall the relevant construction of a ‘direct sum’ of fiber bundles over the same base manifold.
We remark that [Coh89, page 21] calls this construction the “Whitney sum.”

Definition 3.7. Let πi ∶ Fi → M be smooth Xi-fiber bundles over a smooth manifold M with
i ∈ {1,2}. The direct sum bundle π ∶ F1 ⊕ F2 →M is defined as follows. Let ∆ ∶M ↪M ×M be
the diagonal embedding and then define F1 ⊕F2 ∶=∆∗(F1 ×F2), where π1 × π2 ∶ F1 ×F2 →M ×M is
the projection realizing the Cartesian product F1 × F2 as an (X1 ×X2)-bundle over M ×M .

Denote R+ ∶= S×R+ as the trivial R+-bundle over S. Consider the direct sum bundle Qρ ∶= Q−T ⊕
Q−T ⊕R+ over S, with fibers Qp = Q−Tp×Q−Tp×R+, where we denote Q±Ep ∶= {x ∈ Ep ∣ q(x) = ±1}
for E a sub-bundle of ER. Here, Q ∶= Qρ depends on ρ, unlike C . All (S1 × S1 × R+)-bundles
in this paper will be regarded as having structure group SO(2) × SO(2) × Diff+(R+). Recall that
∇µ̂ ∶ TS → T by X ↦ ∇X µ̂ is a vector bundle isomorphism. Hence, ∇µ̂ induces an isomorphism of
circle bundles UTS ≅ Q−T , which then induces an isomorphism C ≅ Q of (S1 × S1 × R+)-bundles
over S.

To define the desired (G′2,Ein2,3)-structure on C , we construct a developing map dev ∶ C̃ →
(Ein2,3,D) that is equivariant with respect to a holonomy map hol ∶ π1C → G

′
2 such that hol = ρ○π∗,

where π ∶ C → S. By our fundamental correspondence, constructing dev is equivalent to defining a
section s ∈ Γ(C ,X ), where X is a flat Ein2,3-bundle over C with holonomy ρ ○ π∗. We construct
this section now. First, define the Ein2,3 bundle Ein → Σ with fibers Einp = { [x] ⊂ ERp ∣ q(x) = 0},
In other words, Ein = PQ0(ER) ≅ S̃ ×ρ Ein2,3. We then define X ∶= π∗(Ein).

Here, to simplify identifications, we use the (extrinsic) space Q, rather than the intrinsic space
C . For [ρ] ∈ Hit(S,G′2), we define a section σ ∶= σρ ∈ Γ(Q,X ), which yields the desired developing
map. The following proof uses some techniques motivated by the proof of [CTT19, Proposition
4.21].

We first summarize the idea of the proof. To show f ∶= fσ is an immersion, we use the block-
decomposition E = O⊕T C ⊕NC ⊕BC closely related to the (complex) Frenet frame of ν. The fiber
derivatives are straightforward to calculate and are clearly linearly independent, but the calculations
are more complicated for fz, fz̄ . The linear independence of (fz, fz̄) from the fiber derivatives boils
down to an application of the maximum principle to the Hitchin system (2.11). Note below that
q(IIE(u, v)) > 0 for any u, v ∈ T by equation (3.1) and the description of N thereafter.

16While [CT23] prove directly that hol is a continuous bijection, the continuity of the inverse is not explicitly addressed
in the topology we have used here; we discuss the continuity of the inverse later in the proof of Lemma 4.24. Instead,
[CT23] equips H(S) with a topology by pullback from a moduli space of GC

2 -Higgs bundles.
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Lemma 3.8. Denote Q̃ as the universal cover of Q. Then the section σ ∈ Γ(Q,X ) by

σ(x, r, u, v) = [µ̂(x) + (r2 + 1)1/2 u + r IIE(u, v)
q(IIE(u, v))1/2

] .(3.3)

defines a (ρ ○ π∗)-equivariant local diffeomorphism fσ ∶ Q̃ → Ein2,3. In other words, fσ defines a
(G′2,Ein2,3)-structure on Q with holonomy hol = ρ ○ π∗ .

Proof. The equivariance of fσ is addressed by the fundamental correspondence. The remainder of
the proof shows that fσ is a local diffeomorphism. Recall that we have a natural identification
TuEin

2,3 ≅ Hom(u,u�/u). Alternatively, unnaturally choosing any û ∈ u, we can identify u�/u ≅
TuEin

2,3 by v + [u] ↦ (û↦ v + [u]). Fix a local coordinate z = x + iy on Σ̃ and coordinates (α, θ, r)
on Q̃. Thus, f ∶= fσ is an immersion ⇐⇒ (fz, fz̄, fr, fθ, fα)∣p is linearly independent in Tf(p)Ein2,3

⇐⇒ spanR⟨f, fz, fz̄, fr, fθ, fα⟩ is 6-dimensional ⇐⇒
dimC spanC⟨σ,∇zσ,∇z̄σ,∇ασ,∇θσ,∇rσ⟩ = 6.(3.4)

The rest of the proof works in an open set U ⊂ Σ on which we have trivialized E . By the definition,
σ comes with a distinguished lift σ̂, given by

σ̂(x, r, u, v) = µ̂(x) + (r2 + 1)1/2 u + r IIE(u, v)
q(IIE(u, v))1/2

.

We split σ̂ into two pieces and write σ = [σ̂1+ σ̂2], where σ̂1 = µ̂+(r2+1)1/2 u and σ̂2 = r IIE(u,v)
q(IIE(u,v))1/2

for σ̂i ∈ Γ(Q,ER). Here, we write u = u(θ), v = v(α) in local coordinates (α, θ) for Q−T × Q−T .
Explicitly, u(θ) = cos(θ)w4 + sin(θ)w5 and v(α) = cos(α)w4 + sin(α)w5 in terms of the local frame
(2.14) for ER. To prove (3.4) we show the stronger fact that

S ∶= (σ̂1, ∇rσ̂, ∇θσ̂, ∇ασ̂, σ̂2, ∇zσ̂, ∇z̄σ̂ ).
is a spanning set for E . Denote the elements of S in order as (bi)7i=1. We show that S spans by
inductively proving it spans the following sub-bundles (BC,O⊕BC,O⊕BC ⊕T C,E). In particular,
we will prove the following:

(1) proj
BC b6,projBC b7 span BC.

(2) proj
O
b1 spans O and proj

BCb1 = 0.
(3) proj

T
b2,projT b3 span T and proj

O⊕BC b2 = 0 = projO⊕BC b3.
(4) b4, b5 span N .

We prove (2),(3), and (4) quickly and then spend more time on (1).

To prove (2), observe that proj
O
(σ̂1) = µ̂ spans O and proj

BC σ̂1 = 0. For (3), we note proj
T
b3 =

proj
T
( ∂∂θ(σ̂1 + σ̂2) ) = projT (

∂
∂θ σ̂1), where last equality is because ∂

∂θ σ̂2(p) ∈ N for p ∈Q∣U . Thus,

spanR⟨projT b2,projT b3⟩ = spanR⟨cos(θ)w4 + sin(θ)w5, − sin(θ)w4 + cos(θ)w5⟩ = T .
Since b2, b3 are local sections of T ⊕N , their projections on O ⊕BC are trivial.

We now prove (4). We need to show σ̂2 and proj
N
(∇ασ̂) = projN (∇ασ̂2) = ∇ασ̂2 = ∇ασ̂ span N .

Note that

∇ασ̂2 =
∂

∂α
σ̂2 =

∂

∂α
( 1

q(IIE(u, v))1/2
) IIE(u, v) +

1

q(IIE(u, v))1/2
∂

∂α
IIE(u, v(α))(3.5)

= ∂

∂α
IIE(u, v(α) ) mod (σ̂2) = IIE (u,

∂

∂α
v(α) ) = IIE(u,− sin(α)w4 + cos(α)w5).(3.6)
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If we take any up, vp,wp ∈ Tp with up ≠ 0 and vp ≠ wp, then the elements IIE(up, vp), IIE(up,wp) span
Np. It follows that σ̂2,∇ασ̂2 are linearly independent and hence span N .

Finally, we prove point (1). We apologize to the reader as for the remainder of the proof r is not
a radial parameter, but a component of the hermitian metric h from (2.10). A computation shows
that 0 = proj

BC(∇X σ̂1) for X ∈ TΣC. Indeed, proj
BC∇Xα = 0 for α ∈ Γ(S,T ⊕O). Hence,

proj
BC(∇X σ̂) = projBC(∇X σ̂2) = IIICE (X, σ̂2).

Since σ̂2 is a local section of N , it suffices to prove the more general fact that if w ∈ Γ(U,N) is a
nonzero local section, then then IIIC

E
( ∂∂z ,w), III

C
E
( ∂∂z̄ ,w) span BC. Here, we use a block decomposition

of IIIC
E
, splitting NC = N ′ ⊕ N ′′ and BC = B′ ⊕ B′′, the analogues of the splitting of the complex

Frenet frame. Then IIIC
E
∶ (N ′⊕N ′′) → (B′⊕B′′) takes the form IIIC

E
= ( q

√
3s√

3 q
r2s

), where each entry

is a global tensor. For example
√
3 ∈ Ω1,0(Σ,Hom(N ′,B′′)) = H0(Σ,O) since N ′ ≅ K−2,B′′ ≅ K−3.

Next, one finds det IIIC
E,w = (

∣q∣2

r2s
− 3s). Hence, IIIC

E,w∣p is a linear isomorphism if ∣q∣2

r2s2
(p) ≠ 3. By

Proposition A.1, we have the global inequality ∣q∣2σe−2ψ1−2ψ2 = ∣q∣
2

r2s2
< 3, completing the proof. □

We now introduce a definition before making some remarks on the Lemma 3.8. Let f ∶ S → Ŝ2,4 be
an alternating almost-complex curve and TfS,NfS,BfS the tangent, normal, and binormal lines.
We call a the second fundamental form II ∶ TfS × TfS → NfS, to be non-degenerate when for any
non-vanishing local section w = wU ∈ Γ(U,TfS), the map TfS∣U → NfS∣U by X ↦ II(w,X) a linear
isomorphism. Analogously, we say III ∶ TfS ×NfS → BfS is non-degenerate when NfS∣U → BfS∣U
by X ↦ III(w,X) is a linear isomorphism for all such w. We may also speak of non-degeneracy of
IIp, IIIp at a single point p in a similar fashion.

Remark 3.9. Note that that if ν̂ is an almost-complex curve in Ŝ2,4, then IIp is non-degenerate ⇐⇒
IIp ≠ 0 by the J-invariance property JŜ2,4II(X,Y ) = II(JΣ(X), Y ). Hence, the definition of σ requires
the non-degeneracy of the second fundamental form II of ν̂. The proof that f was an immersion in
Lemma 3.8 also showed that III is non-degenerate for ν̂ that is ρ-equivariant and [ρ] ∈ Hit(S,G′2).

Remark 3.10. In fact, (ν̂, ρ) ∈ A(S) has [ρ] ∈ Hit(S,G′2) ⇐⇒ II is non-degenerate [CT23]. This
holds because under the splittings T = T ′⊕T ′′,N = N ′⊕N ′′, the complex bilinear extension IIC decom-

poses as IIC = (II
′ 0

0 II′
), so IIC is determined by II′. On the other hand, II′ ∈ Ω1,0(Σ,Hom(T ′,N ′)) =

H0(K2 ⊗ N ′) is non-vanishing exactly when the holomorphic normal line N ′ satisfies N ′ ≅ K−2,
which occurs if and only if [ρ] ∈ Hit(S,G′2) by ([CT23, Theorem 5.11] and diagram (24) on page
23).

We make some more identifications. There is a natural π1S-equivariant vector bundle iso-
morphism π∗T ≅ Tν =∶ T . This identification is just a flip from viewing tangent vectors ex-
trinsically in the Higgs bundle to intrinsically in the pullback bundle of the geometric tangent
space of ν. Then the identification π∗T ≅ T induces a π1S-equivariant circle bundle isomorphism
Q−T ≅ Q−T , where Q−T ∶= π∗Q−T . Define Q ∶= π∗Q. We are then led to a natural identifications
Q ≅ Q−T ⊕Q−T ⊕R+ ≅ UTS̃ ⊕UTS̃ ⊕R+ of (S1 × S1 ×R+)-bundles.

Remark 3.11. The developing map fσ from Lemma 3.8 can be described without reference to the
Higgs bundle. First, note that fσ ∶ Q̃ → Ein2,3 descends to a map fσ ∶Q → Ein2,3, since the holonomy
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of X is trivial along the fibers. Then fσ ∶ Q−T ⊕Q−T ⊕R+ → Ein2,3 takes the following form:

fσ(p, u, v, r) = [ ν̂(p) + (r2 + 1)1/2 u + r
II(u, v)

q(II(u, v))1/2
] .(3.7)

Using the π1S-equivariant vector bundle isomorphism dν̂ ∶ T S̃ → T , the developing map takes the
following form if we explicitly emphasize the dependence on the almost-complex curve ν̂. We denote
dev ∶ UTS̃ ⊕UTS̃ ⊕R+ → Ein2,3 as this map, given by

dev(p, u, v, r) = [ ν̂(p) + (r2 + 1)1/2 dν̂(u)
∣q(dν̂(u)∣1/2

+ r II(dν̂(u), dν̂(v))
q(II(dν̂(u), dν̂(v)))1/2

] .(3.8)

Remark 3.12. The (G′2, (Ein2,3,D))-structure on C defines a (2,3,5)-distribution D on C = UTS⊕
UTS⊕R+, which is transverse to the fibration. It seems difficult to give a clean algebraic description
of this distribution.

3.3. Other Perspectives on dev. In this section, we discuss two different perspectives on the
developing map dev of the previous section. First, we factor dev as a composition of maps, which
provides a simplified perspective on the image of dev. This perspective is used in Section 5 to
examine the developing map in the Fuchsian case. We then tweak the construction of dev, using
that the radial parameter r can be imagined in the fiber or in the base. The second construction
leads to a different geometric interpretation of dev – as an interpolation between two simpler maps.

First, we need some more notation. Associated to ν̂, we have the second extended osculating
subspace map U ∶ S̃ → Gr(3,2)Im(O′) by p ↦ Lp ⊕ Tp ⊕Np, where (L , T,N,B) is the Frenet frame
of ν̂ with ν̂ replaced by L = R{ν̂}. Since Im(O′) = Lp ⊕ Tp ⊕ Np ⊕ Bp is an orthogonal block
decomposition, we have orthogonal projection maps ΠT ,ΠN ,ΠB (depending on p), mapping from
Im(O′) to each (respective) subspace in the decomposition.

The Grassmannian Gr(3,2)Im(O′) carries a tautological R3,2-sub-bundle U → Gr(3,2)Im(O′) of
the trivial bundle Gr(3,2)Im(O′) × Im(O′) with fiber U ∣P = P . The map U defines an R3,2-bundle
U∗U over S̃ by pullback. With the map U , we define the Ein2,1 bundle Q ∶= PQ0(U∗U ) with fiber
Q∣p ∶= PQ0U(p) as well as an (S1 × S1 ×R+)-subbundle Q≠0 of Q as follows:

(Q≠0)∣p = {L ∈ Q∣p ∣ ΠLp(L) ≠ 0, ΠTp(L) ≠ 0, ΠNp(L) ≠ 0}.(3.9)

A simple argument later in Section 4.1 shows the fibers satisfy (Q≠0)p ≅ S1 × S1 ×R+.
Now, the map dev factors through the innocuous fiber-forgetting map ψ ∶ Q≠0 → Ein2,3 by

ψ(p,L) = L. Denote C = UTS̃ ⊕ UTS̃ ⊕ R
+
. The map dev factors as dev = ψ ○ ϕ, where

ϕ ∶ C → Q≠0 is a fiber-preserving diffeomorphism, which lifts the identity map idS̃ . The map ϕ

is just ϕ(p, u, v, r) = (p,dev(p, u, v, r)). Then ϕ is globally injective as it ‘remembers’ the basepoint
on S̃, so all questions of injectivity lie with ψ.

It is essential that dev factors through Q≠0, rather than Q. Indeed, the map ψ ∶ Q≠0 → Ein2,3

extends continuously to a map ψ ∶ Q → Ein2,3 by the same equation, but ψ is not an immersion.
We explain why this is the case with an argument similar to the proof of Lemma 3.8. At any point
Xp = [ν̂(p)+tp] with tp ∈ Q−(Tp), we claim the differential dψ∣Xp does not have full rank. Recall that
Ein2,3 ≅ (S2×S3)/ ∼, where (x, y) ∼ (−x,−y). Denote D ⊂ R2 as the unit disk and introduce local co-
ordinates D×U for U ⊂ (0,2π) on the fibers ofQ as follows: for (a, b) ∈ D, θ ∈ U , defineXp(a, b, θ) ∈ Q
as Xp = [

√
1 − a2 − b2 ν̂(p)+an1+bn2+ tp(θ)], where n1, n2 is a local orthonormal frame for N . Using

local coordinates x, y ∈ S̃, one finds spanR⟨dψ( ∂∂x), dψ(
∂
∂y ), dψ(

∂
∂a), dψ(

∂
∂b), dψ(

∂
∂θ), ψ⟩ ⊂ Up. In
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particular, these 6 elements are trapped in the 5-plane Up and hence are not linearly independent.
As in the proof of Lemma 3.8, this means ψ is not an immersion at Xp if ΠNp(Xp) = 0. On the
other hand, similar calculations show ψ is an immersion at points Xp ∈ Q where ΠLp(Xp) = 0. As
a consequence, Q≠0 does not contain all the immersed points of ψ. We revisit this point shortly.

We now discuss a continuous extension dev of the developing map dev to a compactly fibered space
over S̃, then we relate dev to ψ. The map dev will give us a perspective of dev as an interpolation.
Going forward, we keep all the notation the same from Lemma 3.8. The first (small) step is to
reconceive of the bundle Q → S instead as a bundle C → B over the base B ∶= S × R+. Then the
fiber C(p,r) at a point (p, r) ∈ B is given by

C(p,r) = Q√1+r2
(Tp) ×Qr(Tp) = { (u, v) ∈ Tp × Tp ∣ q(u) = −1 − r2, q(v) = −r2}.

Recall the bundle X →Q. Since Q ≅Diff C via the map (p, (u, v, r)) ↦ ((p, r), (
√
1 + r2 u, r v)), we

can regard X as a bundle over C as well. Now, the section σ ∈ Γ(Q,X ) from (3.3) is instead a
map (by notational abuse) σ ∶ C →X . Then σ ∈ Γ(C,X ) now takes the form:

σ( (p, r), (u, v)) = [µ̂(p) + u + ∣q(v)∣1/2 IIE(u, v)
q(IIE(u, v))

] .(3.10)

While r does not appear in the formula explicitly, it is still playing the role of determining q(u) and
q(v). Allowing degeneration of the radial parameter r to 0 and ∞, there is an evident continuous
extension of this developing section to a space C fibered over B = S × [0,∞] with fibers at the new
endpoints as follows: C(p,0) = Q−Tp and C(p,∞) = Q−Tp ×Q−Tp. Note, in particular, that the torus
fibers of C(p,r) degenerate to a circle fiber at r = 0, so C is not a fiber bundle over B, but is compact.
Going forward, we sloppily write X to denote π∗Ein for π ∶ Fr → S × {r} the appropriate bundle
over S×{r}. The map σ can be viewed now as a family of sections σr ∈ Γ(CS×{r}, X ) for r ∈ [0,∞],
which interpolate between the sections σ0 ∈ Γ( Q−T ,X ) and σ∞ ∈ Γ(Q−T ⊕Q−T ,X ) given by

σ0(p, u) = [µ̂(p) + u](3.11)

σ∞(p, u, v) = [u +
IIE(u, v)

q(IIE(u, v))
] .(3.12)

We emphasize that equation (3.11) is exactly the [CTT19] developing map construction, now seen
as a developing section in a new geometrical context. Let us make some observations about the
equivariant maps f̃0 ∶ Q̃−T → Ein2,3 and f̃∞ ∶ ̃Q−T ⊕Q−T → Ein2,3 associated to σ0 and σ∞,
respectively. Both f̃0 and f̃∞ are immersions by the proof of Lemma 3.8. We now use the notation
from before Remark 3.11. Also, f̃0 and f̃∞ are equivariant with respect to the holonomy ρ ○π∗ and
hence the maps descend to UTS̃ ≅ Q−T and UTS̃ ⊕UTS̃ ≅ Q−T ⊕Q−T , respectively.

Similar to the conformally flat Lorentz structures of [CTT19], the map f̃0 ∶ UTS̃ → Ein2,3 develops
each fiber isomorphically into a timelike circle of Ein2,3, i.e., a copy of Ein0,1 ↪ Ein2,3. Indeed, if we
fix p ∈ S̃, then f̃0 ∶ UTS̃p → Ein2,3 maps bijectively onto PQ0(Lp ⊕ Tp) ≅ Ein(R1,2) = Ein0,1. The
map f̃∞ has special fibering as well. To see this, we first observe that if P ≅ R2,0,R ≅ R0,2, then
any x ∈ PQ0(P ⊕R) can be written almost uniquely as x = [u + v] with u ∈ Q+(P ), v ∈ Q−(R), up
to x = [−u − v]. Hence, f̃∞ ∶ UTS̃ ⊕ UTS̃ → Ein2,3 develops the fiber at p ∈ S̃ in 2-1 fashion onto
PQ0(Tp ⊕Np) ≅ Ein1,1.
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Recall that Q, unlike Q≠0, contains lines l ∈ PQ0(U) with vanishing projections onto either L

or N . In this way, the bundle Q decomposes into three disjoint sub-bundles Q = L0 ⊔ L ⊔ L∞,
where L0∣p = PQ0(Lp ⊕ Tp), Lp = Q≠0∣p, L∞∣p = PQ0(Tp ⊕Np). Moreover, we saw that ψ is not an
immersion at p if and only if p ∈ L0. Thus, while we could extend our geometric structure smoothly
from L to L ⊔ L∞, we prefer to keep the parametrization of dev as in (3.8) so that the developing
map remains injective on fibers.

4. From Geometric Structures to Representations

In this section, we prove the main result in Theorem 4.26. First, in Section 4.1 we discuss some
Im(O′) geometry necessary for the technical definition of the geometric structures in M . The es-
sential new notion is that of an (S1 × S1 × R+)-family in Ein2,3, which is a particular geometric
locus that realized by the developed image of a fiber of the bundle C → S̃ by dev = dev(ν̂) con-
structed in the previous section. In fact, the (S1 ×S1 ×R+)-family Sp = dev(C p) associated to p ∈ S̃
nearly carries the data of the Frenet frame. Indeed, Sp is in 1-1 correspondence with the tuple
(R{ν̂(p)}, Tp,Np,Bp). In Section 4.3, we define the desired geometric structures, imposing multiple
additional conditions on the developing map. We then define the moduli space M of such geomet-
ric structures, up to isomorphism, in Section 4.4. One such condition on the developing map, the
cyclic-fibering condition, which mimics the previously described fibering of dev, allows us to define
a map H ∶ M → H(S), so that our geometric structures have associated almost-complex curves.
The developing map fσ from Lemma 3.8 satisfies all of the conditions we impose and descends to
define a map s ∶ Hit(S,G′2) →M . We prove s is continuous in Section 4.5. Now, the holonomy of a
geometric structure G ∈M factors through π1S to hol ∶ π1S → G

′
2 by definition. In Section 4.6, we

show the ‘descended holonomy map’ α ∶M → Hit(S,G′2) by [ (dev,hol) ] ↦ [hol] is inverse to s. We
use crucially that both α and s factor through H(S)6g−6.

4.1. Gr(3,2)Im(O′) and (S1×S1×R+)-Families in Ein2,3. The following lemma describes the struc-
ture of (3,2)-planes in Im(O′). In particular, they come with a distinguished line. One should
imagine U ∈ Gr(3,2)(Im(O′)) as the second extended osculating subspace U = ℓ ⊕ T ⊕N of ν̂ and
ℓ ∈ PU as the (projective) almost-complex curve ν.

Lemma 4.1. G
′
2 acts transitively on Gr(3,2)(Im(O′)). Moreover, given U ∈ Gr(3,2)(Im(O′)), there

exists a unique line ℓ ∈ PU such that ℓ ×U ⊂ U . In fact, ℓ ∈ PQ+(U) ⊂ S2,4.

Proof. There is a natural G
′
2-equivariant diffeomorphism F ∶ Gr(3,2)(Im(O′)) → Gr(0,2)(Im(O′)) by

U ↦ U�. Now, one can show G
′
2 acts transitively on Gr(0,2)(Im(O′)) using a superficial alteration

to the standard Stiefel model V(+,+,−) from Proposition 2.1. Define the Stiefel manifold

V(−,−,+) ∶= {(u, v,w) ∈ (Im(O′))3 ∣ q(u) = q(v) = −1 = −q(w), u ⋅ v = u ⋅w = v ⋅w = (u × v) ⋅w = 0}.

The G
′
2-equivariant map f ∶ V(−,−,+) → V(+,+,−) by (u, v,w) ↦ (u×v,w, u) is a bijection, thus defining

an isomorphism of G
′
2-spaces. Here, one needs only the fact that w×(u×v) = −u×(w×v), so that ((u×

v) ×w) ⋅ u = 0 and the map is well-defined, with inverse f−1 ∶ V(+,+,−) → V(−,−,+) given by (x, y, z) ↦
(z, z × x, y). Alternatively, by equivariance, f is uniquely constrained by f(l, li, j) = (i, j, l). By
Proposition 2.1, G

′
2 acts simply transitively on V(−,−,+). As a corollary, G

′
2 acts transitively on

Gr(0,2)(Im(O′)) and Gr(3,2)(Im(O′)).
By the transitivity, it suffices to prove the uniqueness statement for U0 = spanR⟨i, j, k, l, li⟩.

Clearly, ℓ0 = [i] ∈ P(U0) satisfies ℓ0×U0 ⊂ U0. Using the relations amongst ℓ0 = ⟨i⟩, T0 = spanR⟨l, li⟩,
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N0 = spanR⟨j, k⟩, B0 = spanR⟨lj, lk⟩, we show the uniqueness of ℓ0. For the contrapositive, suppose
x ∈ P(U0) satisfies x × U0 ⊆ U0 and x ≠ ℓ0. Write x = [x̂] for x̂ = xℓ + xT + xN with xℓ ∈ ℓ0, xT ∈
T0, xN ∈ N0. Since ℓ0 ≠ x, then xT ≠ 0 or xN ≠ 0. Using L0 × T0 = T0, L0 ×N0 = N0, T0 ×N0 = B0,
in either case of xT ≠ 0 or xN ≠ 0, there exists w ∈ U0, with w ∈ N0 or w ∈ T0, respectively,
such that projB0

(x̂ × w) ≠ 0. Thus, x × U0 ⊈ U0. This proves the uniqueness of ℓ0 and also that
ℓ0 ∈ PQ+(U0). □

The following corollary needs no assumption on the holonomy of the almost-complex curve.

Corollary 4.2. If ν̂ ∶ S̃ → Ŝ2,4 is an injective ρ-equivariant alternating almost-complex curve, then
the second extended osculating subspace map U ∶ S̃ → Gr(3,2)Im(O′) is injective.

Proof. Suppose that U ∶= U(x) = U(y). The small remark here is that the Frenet frame relations
stated in Lemma 3.4 hold at p ∈ S̃ even if IIp = 0. Thus, R{ν̂(p)} × Up ⊂ Up, which then means
ν̂(x) ×U ⊂ U and ν̂(y) ×U ⊂ U . Then Lemma 4.1 says ν̂(x) = ν̂(y), so that x = y. □

We will also need the double cover Êin
2,3 ≅Diff S2×S3 of Ein2,3. Be advised that the identification

Êin
2,3 ≅ S2 × S3 is not G

′
2-equivariant.

Definition 4.3. Define space Êin
2,3

of null rays in Im(O′) by Êin
2,3 ∶= (Q0(Im(O′))−{0})/R+. That

is, u, v ∈ Q0(Im(O′)) satisfy u ∼ v when there exists λ ∈ R+ such that v = λu.

In the following definition, we use again the model splitting Im(O′) = ℓ0 ⊕ T0 ⊕ N0 ⊕ B0 and
U0 = ℓ0 ⊕ T0 ⊕N0 from the proof of Lemma 4.1.

Definition 4.4. Consider the model subset Ŝ0 ⊂ Êin
2,3

given by

Ŝ0 = { [i + (r2 + 1)1/2 uT + r uN ] ∈ Êin
2,3 ∣ r ∈ (0,∞), uT ∈ Q−(T0), uN ∈ Q+(N0)}.(4.1)

Let π ∶ Êin2,3 → Ein2,3 denote the quotient map and we define S0 ∶= π(Ŝ0). We call a subset S an
(S1 × S1 × R+)-family in Ein2,3 (resp. Êin

2,3
) when S = φ(S0) or S = φ(Ŝ0), respectively, for

some φ ∈ G′2.

Shortly, we offer an equivalent definition of an (S1 × S1 × R+)-family. Here, we observe that
the linear span of the points in S0 gives U0 back: spanx∈S0

x = U0. By the G
′
2-transitivity on

(S1×S1×R+)-families in Ein2,3 and Lemma 4.1, an (S1×S1×R+)-family S comes with the following
associated data:

(i) A subset U = U(S ) ∶= spanx∈S x ∈ Gr(3,2)(Im(O′)),
(ii) A unique line ℓ ∈ PQ+U such that ℓ ×U ⊂ U .

The model subset S0 from (4.1) is also realized as the following open subset of PQ0(U0) ≅ Ein2,1,
for U0 = (ℓ0 ⊕ T0 ⊕N0):

S0 = {x ∈ PQ0(U0) ∣ x = [xℓ + xt + xn], xℓ, xt, xn ≠ 0, xℓ ∈ ℓ0, xt ∈ T0, xN ∈ N0}.(4.2)

Of course, if ℓ ∈ PQ0(U0), then ΠT0(ℓ) ≠ 0 automatically.
By the description of S0 in (4.2), if we begin with a triplet of pairwise orthogonal subspaces

(L,T,N) with L ∈ Gr(1,0)Im(O′), T ∈ Gr(0,2)Im(O′), N ∈ Gr(2,0)Im(O′) such that L×T = T , L×N =
N , then we can construct an (S1 × S1 ×R+)-family S in Ein2,3 by

S ∶=S (L,T,N) = {x ∈ PQ0(U) ∣ x = [xℓ + xt + xn], xℓ, xt, xn ≠ 0, xℓ ∈ L, xt ∈ T, xN ∈ N}.(4.3)

Indeed, choose x ∈ L, y ∈ T, z ∈ N of appropriate norm ±1 and by Proposition 2.1 there is a transfor-
mation φ ∈ G′2 such that φ(i) = x,φ(l) = y,φ(j) = z, forcing φ(S0) = S (L,T,N). Conversely, by
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equation (4.2), every (S1 ×S1 ×R+)-family obtains this form. Thus, (4.3) is an equivalent definition
of a (S1×S1×R+)-family. Crucially, we can also uniquely recover the triplet (L,T,N) from S alone
by decomposing U(S ) into subspaces so that the projections from U onto these subspaces never
vanish.

Lemma 4.5. Let S be an (S1 × S1 ×R+)-family in Ein2,3 and let U ∈ Gr(3,2)Im(O′) and ℓ ∈ PQ+U
be the associated subspaces from (i), (ii) after Definition 4.4. Then there exists a unique orthogonal
splitting U = ℓ ⊕ T ⊕N with N ∈ Gr(2,0)Im(O′), T ∈ Gr(0,2)Im(O′), ℓ × T = T, ℓ ×N = N , such that
the projection maps Πℓ ∶ S → ℓ, ΠT ∶ S → T, ΠN ∶ S → N are all non-vanishing. In other words,
S =S (ℓ, T,N) uniquely.

Proof. By the tautological transitivity of G
′
2 on (S1 × S1 ×R+)-families in Ein2,3, it suffices to prove

the claim for the model S0. Equation (4.2) proves existence of such a decomposition, showing S0 =
S (ℓ0, T0,N0). Now, to prove uniqueness, suppose for contradiction there were another splitting
U0 = ℓ0 ⊕ T ′ ⊕N ′ such that S0 =S (ℓ0, T ′,N ′).

Note that the pair (N ′, T ′) is determined by a single nonzero element v ∈ N ′. Indeed, the
subspaces are realized as N ′ = spanR⟨v, i× v⟩ and T ′ = [ (N ′)� ⊂ (T0 ⊕N0) ]. Thus, if N ′ = N0, then
T ′ = T0. We may then suppose N ′ ≠ N0. Hence, there exists v ∈ Q+(N ′) of the form v = c1vT + c2vN
with vT ∈ Q−(T ), vN ∈ Q+(N), c22 − c21 = 1, and c1 ≠ 0. Note that v� ∶= i× v = c1(i× vT ) + c2(i× vN).
One then finds T ′ = spanR⟨u,u�⟩, where u = c2vT + c1vN and u� = c2(i × vT ) + c1(i × vN). Since
∣ c2c1 ∣ > 1, choose t ≠ 0 to solve (t

2
+1)1/2
t = c2

c1
. Take any xl ≠ 0 ∈ ℓ0, then define

p ∶= [xℓ + (t2 + 1)1/2u + t(−v)].
Since q(p) = 0, we have p ∈S (ℓ0, T ′,N ′). On the other hand, one can rewrite p = [xℓ+xt] for xt ∈ T ,
so that p ∉S (ℓ0, T0,N0), a contradiction. We conclude that S0 =S (ℓ0, T0,N0) uniquely. □

Thus, even though there are many splittings of U ∈ Gr(3,2)Im(O′) into U = ℓ ⊕ T ⊕ N with
ℓ × T = T, ℓ ×N = N , if we fix the additional data of S with U(S ) = U and demand further that
the projections from each line p ∈ S don’t vanish on the component subspaces ℓ, T,N , then there
is a unique such splitting U = ℓ⊕ T ⊕N .

As a corollary to Lemma 4.5, an (S1 × S1 ×R+)-family in Êin
2,3

has a similar associated splitting,
but with slightly finer data. Below, we may naturally identify Ŝ2,4 = Q+Im(O′) ≅ Q+Im(O′)/R+ by
v ↦ [v].

Corollary 4.6. Let Ŝ be an (S1×S1×R+)-family in Êin
2,3

. Then let U = ℓ⊕T ⊕N be the associated
splitting of π(Ŝ ). Then there is a unique element x̂ ∈ Q+(ℓ) such that every point L ∈ Ŝ uniquely
obtains the form L = [x̂ + (r2 + 1)1/2t + rn] for some t ∈ Q−T, n ∈ Q+N, r ∈ R+. Thus, associated to
Ŝ is the tuple (x̂, T,N).

Proof. The projection maps Πℓ,ΠT ,ΠN each lift to Q+(Im(O′)),Q−(Im(O′)),Q+(Im(O′)), respec-
tively. In particular, we have a lift Π̂ℓ ∶ S → Q+(ℓ) by Lemma 4.1 and Lemma 4.5. But
Q+(ℓ) = {x̂,−x̂} for some x̂ ∈ Ŝ2,4. Since Π̂ℓ is continuous, it must be constant. □

4.2. Cyclic Surfaces and GC
2 /T . Before defining the geometric structures of interest, we give one

more essential definition, that of a cyclic surface, which will serve as an intermediary between the
developing map dev and its associated almost-complex curves ν. We then give a geometric model
for GC

2 /T and interpret the complex Frenet frame of [CT23] in this model.
To give the definition of cyclic surfaces from [CT23], we need an aside on Lie theory. Going

forward, we fix the basis (2.6) for Im(O′)C, which determines a representation gC2 ↪ gl7C. We then
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fix the compact real form k of gC2 associated to the involution ρ ∶= (A ↦ −AT ) and the split real
form g′2 associated to the involution τ(A) = QAQ with

Q =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1

1

1

1

1

1

1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

One finds τ = σρ = ρσ, so that ρ and τ define compatible compact and split real forms, respectively.
Let h < gC2 be the maximal torus of diagonal transformations in the basis (2.6). Then t ∶=

Fix(τ) ∩ Fix(ρ) ∩ h is a maximal torus in the maximal compact subalgebra k ∩ g′2 of g′2. In terms
of the Cartan subalgebra h = t ⊕ it of gC2 , we have the root space decomposition gC2 = h ⊕⊕α∈∆ gα,
where ∆ is the set of roots of h and gα the α-root space. Fix a set of primitive roots Π = {α,β} ⊂∆,
with β the short root, to discuss Π-height of roots. Then any root δ ∈ ∆ is of the form δ = aα + bβ
for a, b ∈ Z of the same sign and heightΠ(δ) ∶= a + b.

The Lie algebra gC2 admits a Z6-grading, which will descend to gC2 /t. For [j] ∈ Z/6Z, define
gj ∶= ⊕heightΠ(α)≡−jmod6 gα and g0 = h. The highest root γ = 2α + 3β in ∆ has height 5.

We then get a decomposition

gC2 = ⊕
k∈Z6

gk.(4.4)

Since g0 = h, the decomposition (4.4) descends to the decomposition

gC2 /t ≅ it⊕ ⊕
k≠0∈Z6

gk.(4.5)

Denote t� ∶= it⊕⊕k≠0∈Z6
gk. Consider the space Y ∶= GC

2 /T , where T ≅ U(1) ×U(1) is the maximal
torus in GC

2 corresponding to t. Then TeTY ≅ t�. Let πt� ∶ gC2 → t� denote orthogonal projection
and ω ∶ TGC

2 → gC2 the Maurer-Cartan form. Define the 1-form ωt� ∶= πt� ○ ω ∈ Ω1(GC
2 , t
�). Now,

the natural projection π ∶ GC
2 → Y realizes GC

2 as a principal T -bundle over Y . The form ωt� allows
us to identify TY ≅ [t�], where [t�] ∶= GC

2 ×Ad t� is the associated vector bundle over Y to the
T -bundle GC

2 via the adjoint representation Ad ∶ T ↦ GL(t�). That is, the map GC
2 × t� → TY by

(g,X) ↦ dπ ○ dLg(X) descends to the isomorphism [t�] ≅ TY . Since T preserves the root spaces
gα as well as the subspaces gk, there are well-defined sub-bundles [gα] and [gk] of [t�] given by
[gα] ∶= GC

2 ×Ad gα and [gk] ∶= GC
2 ×Ad gk. Correspondingly, for roots σ ∈ ∆, we have a 1-forms

ωσ ∶ TY → [gσ] as well as 1-forms ωk ∶ TY → [gk]. Since the adjoint action of T on t� and σ, ρ, τ

commute, each involution descends to the bundle [t�].
Now, consider the distribution D on TY defined by Fix(τ) ∩ [g1 ⊕ g−1]. Define the map J on

g1 ⊕ g−1 by J(x, y) = (
√
−1x,−

√
−1y). Then J clearly commutes with Ad(T ), σ, and ρ, so that J

commutes with τ . Hence, J descends to D and induces an almost-complex structure J ∶ D → D.
Now, following [CT23, Definition 6.4], we define cyclic surfaces. Here, we let S be any smooth
oriented surface. Note in particular that g1 = g−α ⊕ g−β ⊕ gγ .

Definition 4.7. Let f ∶ S→ Y be an orientation-preserving smooth map tangent to the distribution D
and moreover have tangent space dfp(TpS) that is J -invariant. If we also have f∗ωσ not identically
zero for σ ∈ {−α,−β} and f∗ω−β non-vanishing, then we call f a (CT) cyclic surface.
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The link between (equivariant) cyclic surfaces and (equivariant) alternating almost-complex
curves is the following powerful theorem; the original theorem covers also the non-equivariant case,
but we state only the relevant portion.

Theorem 4.8 ([CT23] Theorem A). Let [ρ] ∈ χ(π1S,G
′
2). The Frenet frame furnishes a bijection

between isomorphism classes of [ρ]-equivariant alternating almost-complex curves ν ∶ S̃ → Ŝ2,4 and
isomorphism classes of [ρ]-equivariant (CT) cyclic surfaces f ∶ S̃ → GC

2 /T .

Remark 4.9. We remark that the non-vanishing of f∗ωα for a cyclic surface f corresponds to
the non-vanishing of the holomorphic second fundamental form II′ ∈ Ω1(S,Hom(T ′,N ′)) of the
associated almost-complex curve, which in turn corresponds to the non-vanishing of II, as noted before
in Remark 3.10.17 On the other hand, f∗ωβ non-vanishing corresponds to ν̂ being an immersion.
See [CT23, Section 6.1].

So far in this subsection, we have only recalled definitions of [CT23]. We now try to geometrically
reinterpret the complex Frenet frame. To this end, we give a (somewhat) clunky geometric model
for the space GC

2 /T . First, a small definition: suppose Im(O′)C = ⊕−3i=3Li for lines Li such that
Li ×Lj ⊆ Li+j . Just as [Eva22, Proposition 8.23], one can show qC∣L0 non-degenerate is forced from
this condition. Fix any x0 ∈ L0 with q(x0) = +1 and we call such a decomposition normalized when
L−1 ⊂ E√−1(Cx0), where E denotes eigenspace. We use this technical condition in a necessary way
in the following proof.

Lemma 4.10. Consider the space T of pairs ( (Li)−3i=3, σ) such that σ ∶ Im(O′)C → Im(O′)C is the
conjugation of a real subspace, the sesquilinear form h(z,w) = qC(z, σ(w)) is non-degenerate, and
Im(O′)C = ⊕−3i=3Li is an h-orthogonal line decomposition satisfying:

(i) Li ×Lj ⊆ Li+j
(ii) σ(x × y) = σ(x) × σ(y)
(iii) σ(Li) = L−i
(iv) qC∣Fix(σ) ∶ Fix(σ) → R is of signature (3,4)
(v) (Li) is normalized.

Then T is GC
2 -equivariantly diffeomorphic to GC

2 /T .

Proof. Consider the basis (ui)−3i=3 from (2.6). Then associated to it, we have the basepoint P0 ∈ T

given by P0 = ( (L0
i )−3i=3, σ0), with L0

i = C{ui} and σ0 ∶ Im(O′)C → Im(O′)C the complex conjugation
induced from the real subspace Im(O′) ↪ Im(O′)C (cf. [Eva22, Proposition 2.6].) The stabilizer of
all the lines (L0

i )−3i=3 is the subgroup TC < GC
2 of diagonal transformations in the basis (ui). Clearly,

Stab(σ0) = G
′
2. Thus, Stab(P0) = TC ∩ G′2. Now, ψ ∈ GC

2 preserves σ0 if and only if ψ preserves
h0 = qC(⋅, σ0⋅). On the other hand, ψ ∈ TC preserves h0 = ∑−3i=3 sgn(i)zizi if and only if ψ preserves
the hermitian form ∑−3i=3 zizi. Defining K ∶= GC

2 ∩ U(7), we then have Stab(P0) = TC ∩K. We
conclude that Stab(P0) = TC ∩K ∩G′2. One can show TC ∩K ∩G′2 ≅ U(1) ×U(1), so that Stab(P0)
is a maximal torus T in the maximal compact subgroup K =K ∩G′2 of G

′
2. To finish the proof, we

show GC
2 acts transitively on T after a number of small observations.

Take any x0 ≠ 0 ∈ L0 such that σ(x0) = x0. Then qC(x0) ≠ 0 by the normalization (iv), but in fact,
this follows directly from (i). If u ∈ Im(O′) has Cu ∶ Im(O′)C → Im(O′)C diagonalizable, then q(u) ≠ 0.
One proves this by contrapositive with the double cross-product identity (2.3), which implies that
this implies that Cu is nilpotent if q(u) = 0. On the other hand, dimAnn(u) = 3 for u isotropic by

17We apologize to the reader for the notational clash with [CT23]. In their paper, the holomorphic data (α,β, δ)
that determines a cyclic surface has α and β with roles reversed from our notation here.
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Proposition 2.3, so that Cu is not diagonalizable. Since Fix(σ) is closed under × and q∣Fix(σ) is of
signature (3,4), this means (Fix(σ),×) ≅ (Im(O′),×Im(O′)). Using (Cx0 ○ Cx0)∣x�0 = −q(x0)idx�0 , we
conclude Cx0(Li) = Li for i ≠ 0.

We claim that L2 × L1 = L3 must occur. Suppose otherwise, so that L2 × L1 = {0}. Hence,
L1 ⊕ L2 ⊕ L3 ⊆ Ann(L2) by (i). Using 3-form Ω, we see Ω(L1, L2, L−3) = (L1 ×Im(O′)C L2) ⋅ L3 = 0.
Observe that 0 = Ω(L2, L−3, L1), so (L2 × L−3)�L1, which combined with L2 × L−3 ⊂ L−1, is only
possible if L2 × L−3 = 0 by (iii) and the non-degeneracy of h. Hence, L−3 ⊂ Ann(L2), implying
dimCAnn(L2) ≥ 4, a contradiction to Proposition 2.3. By (ii), (iii), we conclude L−2 ×L−1 = L−3 as
well.

Let us show qC(x0) > 0. Fix any i ∈ {1,2,3} and take any yi ∈ Li. Next, write yi = y+i +
√
−1y−i ,

with y±i ∈ Fix(σ). Then one finds qC(y+i ) = qC(y−i ) since qC(yi) = h(yi, σ(yi)) = 0 and q∣Fix(σ) is
real-valued. In particular, Fix(σ)∣Li⊕L−i has signature (2,0) or (0,2). Now, if qC(x0) < 0, then we
would have qC∣Fix(σ)∩L�0 of signature (3,3), but this is impossible by the previous observation.

Next, define (suggestively) T ∶= Fix(σ)L1⊕L−1 , N ∶= Fix(σ)L2⊕L−2 , B ∶= Fix(σ)L3⊕L−3 . Then one
finds T × N = B. Recall that qC∣T⊕N⊕B is of signature (2,4). Since T,N are orthogonal, by the
multiplicativity of q, the only possibility is that the signatures alternate: sigT = (0,2), sigN =
(2,0), sigB = (0,2). Similarly, set V 0 = L0, V

1 = E√
−1(Cx0), V

2 = E
−

√

−1(Cx0) and one finds the
Z3-cross-product grading V i ×Im(O′)C V j ⊆ V i+j , indices mod 3, very similar to [Eva22, Lemma 8.2].
Also, V 1, V 2 are isotropic and qC defines a non-degenerate pairing of V1 × V2 → C. Condition (iii)
and the orthogonality of h then force V 1 = L−1 ⊕L−2 ⊕L3 and V 2 = L1 ⊕L2 ⊕L−3.

Finally, we prove the transitivity. Take any point P ∶= ((Li), σ) ∈ T . Define T,N,B as above but
now with respect to P . Choose x1 ∈ T such that qC(x1) = −1 and x2 ∈ N such that qC(x2) = 1. By
condition (v), z±1 = 1

√

2
(x1±

√
−1x0×x1) are generators for L±1. Similarly, z±2 ∶= 1

√

2
(x2±

√
−1x0×x2)

are generators for L±2. Finally, we set x3 ∶= x1 × x2. Then z±3 = 1
√

2
(x3 ±

√
−1x0 × x3) and x±3 span

L±3. By Proposition 2.1, there is a unique φ ∈ GC
2 such that φ(i) = x0, φ(j) = x2, φ(l) = x1. Then φ

maps L0
i to Li. Moreover, φ maps the h0-orthonormal basis (ui)−3i=3 from (2.6) to the h-orthonormal

basis (zi)−3i=3, so that φ maps h0 to h and hence σ0 to σ. □

Corollary 4.11. There is a natural projection πŜ2,4 ∶ G
C
2 /T → Ŝ2,4 by ( (Li)−3i=3, σ) ↦ x0, where

x0 ∈ Q+(Fixσ ∣L0) is the unique element satisfying L−1 ⊂ E√−1(Cx0).

Remark 4.12. We now see the inverse operation of taking the complex Frenet frame. Let ν̂ ∶ S̃ →
Ŝ2,4 be an alternating almost-complex curve and FC ∶ S̃ → GC

2 /T its complex Frenet frame. Then
ν̂ = πŜ2,4 ○FC.

Remark 4.13. Recalling Lemma 3.4, we find the standard inclusion ι ∶ G′2/T ↪ GC
2 /T is given

geometrically in the model spaces by (x,T,N,B) ↦ ( (B′,N ′′, T ′′,C{x}, T ′,N ′,B′′), σ0), where σ0
is the standard conjugation fixing Im(O′) ↪ Im(O′) ⊗R C and T ′,N ′,B′ and T ′′,N ′′,B′′ are the
±
√
−1-eigenspaces of Cx, respectively, in TC,NC,BC. In fact, one finds

ι(G′2/T ) = { ((Li)−3i=3, σ) ∈ T ∣ σ = σ0}.

4.3. Definition of the Geometric Structures. In this section, we define the ‘decorated’ geo-
metric structures of interest on C , using the notions defined in the previous two subsections. In
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particular, our (G′2,Ein2,3)-geometric structures come with extra cyclic-fibered, compatible, and ra-
dial (CCR) conditions. These three conditions will allow us to define a moduli space M of geometric
structures on which we can invert the construction of Section 3.2, and recover the almost-complex
curve ν̂ from the geometric structure dev(ν̂) in Lemma 3.8.

One may view the following definition as a similar version to the fibered and maximal conditions
[CTT19, Definitions 4.19 and 4.20], respectively.

Definition 4.14. Let dev ∶ C̃ → Ein2,3 be an equivariant immersion and hol ∶ π1C → G
′
2 the

associated holonomy. We say dev is cyclic-fibered when:

(1) (fibered) The holonomy factors as hol = ρ ○ π∗, where ρ ∶ π1S → G
′
2 and π ∶ C → S is the

bundle projection and the map dev lifts hol-equivariantly to d̂ev ∶ C̃ → Êin
2,3

such that for
p ∈ S̃, the map dev surjectively maps the fiber C̃p onto an (S1 × S1 ×R+)-family Ŝp in Êin

2,3

with associated splitting Fp ∶= (x̂p, Tp,Np,Bp) (Recall Corollary 4.6).
(2) (cyclic) The map FC ∶ S̃ → GC

2 /T by FC = ι○F is a (CT) cyclic surface, where F ∶ S̃ → G
′
2/T

is given by p↦ (x̂p, Tp,Np,Bp) and ι ∶ G′2/T ↪ GC
2 /T .

Suppose (dev,hol) defines a cyclic-fibered (G′2,Ein2,3)-structure on C . We denote hol ∶= ρ and
dev ∶ C → Ein2,3 as the descended developing map to the π1S-cover C = UTS̃ ⊕UTS̃ ⊕R+ of C . It
follows that dev maps the fiber C p bijectively onto Sp = π(Ŝp). Also, note that the lift d̂ev in the
above definition is unique, as −d̂ev has associated splitting (−x̂p, Tp,Np,Bp). Thus, the associated
map −FC is not a (CT) cyclic surface due to the orientation condition.

In the case we have a cyclic-fibered structure (dev,hol) on C , the equivariance of dev implies
that the map F is hol-equivariant. Moreover, there are a number of associated maps to F . By
Theorem 4.8 and Remark 4.12, the hol-equivariant cyclic surface FC projects to a hol-equivariant
alternating almost-complex curve ν̂ ∶ S̃ → Ŝ2,4, where ν̂(p) = x̂p in our notation. Using the Frenet
frame splitting, there are also hol-equivariant maps ΠT ∶ C̃ → H3,3 by ΠT (Xp) ∶= ΠTp ○ dev(Xp) as
well as ΠN ∶ C̃ → S2,4 by ΠN(Xp) ∶= ΠNp ○ dev(Xp). Moreover, using ν̂ ∶ S̃ → Ŝ2,4 instead of [ν], we
can construct construct lifts Π̂T , Π̂N ∶ C̃ → Im(O′) of ΠT ,ΠN , respectively. Denoting π ∶ C → S̃ as
the bundle projection, these maps are related by

dev(x) = [ν̂(π(x) ) + Π̂T (x) + Π̂N(x)].(4.6)

We may also define a function gR ∶ C̃ → R+ by

gR(x) = qIm(O′)( Π̂N(x) )1/2.(4.7)

Using that dev(x) ∈ Ein2,3 is a null line, the equation (4.6) may be refined to the following form:

dev(x) = [ν̂(π(x) ) + (g2R(x) + 1)1/2 Π̃T (x) + gR(x) Π̃N(x)] ,(4.8)

where Π̃T (x) ∶= Π̂T (x)

∣q(Π̂T (x))∣1/2
and Π̃N(x) ∶= Π̂N (x)

q(Π̂N (x))1/2
; this division is possible by Lemma 4.5. Ob-

serve that by equation (4.8), the developing map dev of a cyclic-fibered structure on C is determined
by the tuple (ν̂, Π̃T , Π̃N , gR). We now introduce additional conditions for the maps Π̃T , Π̃N , gR. In
the definition below, we regard gR as a map gR ∶ C → R+.

Definition 4.15. Suppose (dev,hol) defines a cyclic-fibered structure on C . We say that the struc-
ture is radial when two further conditions occur.
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● For any point p ∈ S̃ and r ∈ R+, we have gR(p, (u, v, r)) = gR(p, (u′, v′, r)) for all (u, v) ∈
TpS̃ × TpS̃ and (u′, v′) ∈ TpS̃ × TpS̃. That is, gR descends to a map gR ∶ S̃ ×R+ → R+.
● For x ∈ S̃, the map gR∣{x}×R+ ∶ R+ → R+ is an orientation-preserving diffeomorphism.

In fact, if (dev,hol) is a cyclic-fibered, radial geometric structure on C , then by hol-equivariance
of dev, the map gR, descends to a map gR ∶ S ×R+ → R+.

We need one final constraint on our geometric structures.

Definition 4.16. We say a cyclic-fibered structure is compatible with its associated almost-complex
curve ν̂ when the following rays coincide:

R+{ Π̃T (p, (u, v, r))} = R+ {dν̂x(u) }(4.9)

R+{ Π̃N(p, (u, v, r))) } = R+ { II(dν̂(u), dν̂(v)) }.(4.10)

Combing the three conditions together, we finally have the geometric structures of interest.

Definition 4.17. Call a development-holonomy pair dev ∶ C̃ → Ein2,3, hol ∶ π1C → G
′
2, that is

cyclic-fibered, compatible, and radial to be a CCR pair on C going forward.

Next, we note that the developing map constructed in Section 3.2 satisfies the CCR conditions.

Lemma 4.18. The developing map dev from Lemma 3.8 and its and its holonomy define a CCR
pair on C .

Proof. Lemma 3.8 shows that dev has holonomy that factors through π1S. It is clear that dev

develops the fiber C p bijectively onto the (S1 ×S1 ×R+)-family S (R{ν̂(p)}, Tp,Np) in Ein2,3, which
lifts to the (S1 × S1 × R+)-family in Êin

2,3
associated to (ν̂(p), Tp,Np). Since ν̂ is an equivariant

alternating almost-complex curve, Theorem 4.8 says the Frenet frame FC ∶ S̃ → GC
2 /T of ν̂ defines

a (CT) cyclic surface. Thus, dev is cyclic-fibered. The compatibility and radial conditions are
obviously satisfied by (3.8). □

4.4. The Moduli Space M of Geometric Structures. In this section, we define the moduli
space M of CCR geometric structures up to isomorphism. Once M is defined, we show that Lemma
3.8 naturally yields a map s ∶ Hit(S,G′2) →M , which, on the level of representatives, turns ρ into
a ρ-equivariant almost-complex curve ν, then turns ν into a (ρ ○ π∗)-equivariant developing map
dev, whose equivalence class defines a point in M .

To start, we recall some standard terminology. We call a smooth manifold M endowed with a
maximal atlas of diffeomorphic charts to X with locally constant transitions in G a (G,X)-manifold.
Let M be a smooth manifold and ϕ ∶ M → Y be a diffeomorphism of M onto a (G,X)-manifold
Y . Then we call (M,ϕ) a marked (G,X)-manifold. A map ψ ∶ M1 → M2 between two (G,X)-
manifolds is a (G,X)-map when ψ is locally expressed in any pair of charts by the restriction of a
single element g ∈ G. A diffeomorphism ψ ∶M1 →M2 such that both ψ and ψ−1 are (G,X)-maps is
a (G,X)-isomorphism.

We now need one more formal definition before we may define M .

Definition 4.19. Suppose that Fi →M are fiber-bundles over a manifold M . Form the direct sum
bundle F ∶= ⊕n

i=1 Fi. Let fi ∶ Fi → Fi be fiber-preserving diffeomorphisms of Fi, each lifting the same
diffeomorphism f ∶ M → M of the base. Then we say (fi)ni=1 induce the map f ∶= ⊕n

i=1 fi, where
f ∶ ⊕n

i=1 Fi →⊕n
i=1 Fi is given by f = (f1, . . . , fn).
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We call a diffeomorphism f ∈ Diff(⊕n
i=1 Fi) factor-preserving when f = ⊕n

i=1 fi for (fi) fiber-
preserving diffeomorphisms of Fi lifting the same diffeomorphism f of the base M . More generally,
if Fi → M and F ′i → N are Xi-fiber bundles, with fi ∶ Fi → F ′i fiber-preserving diffeomorphisms
lifting the same diffeomorphism f ∶ M → N , then (fi) induce a diffeomorphism f ∶= ⊕ fi that we
call factor-preserving.

Here, we recall the well-known fact that a (G,X)-structure, in the chart-atlas sense, is equivalent
data to a G-orbit of developing-holonomy pairs. Here, the G-action is by g ⋅ (dev,hol) = (Lg ○
dev,Cg ○ hol), where Lg ∶ X → X is Lg(x) = g ⋅ x and Cg(h) = ghg−1 (cf. [Gol22] Part 2, on locally
homogeneous geometric structures.)

The notion of a CCR pair (dev,hol) on C is a delicate one. We cannot precompose such a
developing map dev by any map f ∈ Diff(C ) and expect (dev ○ f̃ ,hol) to still be a CCR pair. This
leads to the following remark and subsequent definitions.

Remark 4.20. Given a diffeomorphism F ∶ M1 → M2 between two smooth manifolds, F induces
a diffeomorphism d̂F ∶ UTM1

≅Ð→ UTM2 between unit tangent bundles (where UTMi should be
regarded as TM/R+.) The map F also induces a factor-preserving diffeomorphism RT (F ) between
the “radial tori” RT (Mi) ∶= UTMi⊕UTMi⊕R+ given by RT (F ) = d̂F⊕d̂F⊕id. Here, id ∶M1×R+ →
M2 ×R+ means id(p, r) = (F (p), r).

We use the notion of such induced maps d̂F in the following definition.

Definition 4.21. Suppose that M is a (G′2,Ein2,3)-manifold with underlying smooth manifold UTS⊕
UTS ⊕R+, where S is an oriented surface. Let ϕ ∶ C →M be a factor-preserving diffeomorphism of
the form ϕ = d̂f ⊕ d̂f ⊕ϕ+, where f ∶ S → S is orientation-preserving and ϕ+ is orientation-preserving
on the R+-fibers. Pull back the (G′2,Ein2,3)-structure on M to C , denote it as G. We then call the
pair (M,ϕ) a marked CCR structure on C when any (dev,hol) pair of G is a CCR pair.

Let us interpret equation (3.8) in a more general sense. Given (ν̂, ρ) ∈ A(S) and gR ∶ S ×R+ → R+,
where S is an oriented surface, we can define dev ∶ RT (S) → Ein2,3 by

dev(ν̂, gR)(p, u, v, r) ∶= [ν̂(p) + (g2R(p, r) + 1)1/2
dν̂(u)

∣q(dν̂(u))∣1/2
+ gR(p, r)

IIν̂(dν̂(u), dν̂(v))
q(IIν̂(dν̂(u), dν̂(v))1/2

] .

(4.11)

The map dev(ν̂, gR) is a CCR developing map that is a (ρ○π∗)-equivariant immersion by the proof of
Lemma 3.8. Then in the notation of the previous definition, ϕ induces a map ϕ ∶ RT (S̃) → RT (S̃),
where ϕ ∶= d̂f̃ ⊕ d̂f̃ ⊕ ϕ̃+, f̃ ∶ S̃ → S̃ lifts f , and ϕ̃ ∶ S̃ ×R+ → S̃ ×R+ is uniquely constrained to lift ϕ
and lift f̃ . Then one finds the equality

dev(ν̂, gR) ○ ϕ = dev(ν̂ ○ f̃ , gR ○ ϕ̃).
Thus, such maps ϕ in Definition 4.21 are the natural “CCR-preserving maps”: they pull back CCR
developing maps on RT (S) to CCR developing maps on C = RT (S).

We now define the relevant notion of isomorphism to build our moduli space M of interest.

Definition 4.22. The moduli space M is the quotient of the space M̂ of all marked CCR structures
on C by the equivalence relation ∼. Here, (Mi, ϕi) ∈ M̂ has underlying smooth manifold Mi =
UTSi ⊕ UTSi ⊕ R+ and ϕi = d̂f i ⊕ d̂f i ⊕ ϕi,+. Declare (M1, ϕ1) ∼ (M2, ϕ2) when there exists a
(G′2,Ein2,3)-isomorphism ψ ∶M1 →M2 such that

(i) ψ = d̂f⊕d̂f⊕ψ+ is a factor-preserving diffeomorphism, for f ∶ S1 → S2 orientation-preserving.
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(ii) ψ+ is orientation-preserving on the R+-fibers.
(iii) The maps f ○ f1 and f2 are isotopic and ψ+ ○ ϕ1,+ and ϕ2,+ are isotopic via fiber-preserving

diffeomorphisms that preserve orientation on the R+-fibers.

With the (dev,hol) perspective, we topologize M now.

Now, let (M,ϕ) be a marked CCR structure on C . Denote devM ∶ M̃ → Ein2,3 as one of its
developing maps. Lift the marking ϕ to a diffeomorphism ϕ̃ ∶ C̃ → M̃ and define dev ∶= devM ○ ϕ̃.
Then dev is equivariant with respect to hol ∶= holM ○ ϕ∗. In particular, we see that (M,ϕ) ∈ M̂

corresponds to the G
′
2-orbit {g ⋅ (dev,hol) ∣ g ∈ G′2} of development-holonomy pairs. Now, consider

the space M ′ of CCR pairs on C , in the sense of Definition 4.17. Then we see M̂ is naturally
bijective with M ′/G′2, under the previously described G

′
2-action.

Next, we reinterpret the equivalence relation ∼ on M̂ instead on M ′/G′2. Fixing a basepoint
p0 ∈ C , we define DiffF (C ) < Diff0(C , p0) as the subgroup of factor-preserving diffeomorphisms ϕ
of C of the form ϕ = d̂f ⊕ d̂f ⊕ ϕ+ such that f ∈ Diff0(S), and ϕ+ is isotopic to idR+ via fiber-
preserving diffeomorphisms that preserve the orientation on R+-fibers. Fixing a lift p̃0 ∈ C̃ , we
get a unique lift of ϕ to ϕ̃ ∈ Diff(C̃ , p̃0) via the standard lifting lemma. In this way, DiffF (C )
acts on the space of developing maps by pre-composition. The action of DiffF (C ) × G

′
2 on M ′ by

(ϕ, g)⋅(dev,hol) = (Lg○dev○ϕ̃, Cg○hol) captures the equivalence relation ∼. That is, there is a natural
bijection M ′/(DiffF (C ) × G

′
2) →M . We topologize M ′ with the topology of C∞-convergence on

compacta on the developing maps and M inherits the quotient topology from M ′.
We are heading towards a definition of the map s ∶ Hit(S,G′2) →M . Now, the map s ∶ Hit(S,G′2) →

M we wish to define factors through H(S). By Theorem 3.6, we have an inverse map sAC ∶
Hit(S,G′2) → H(S)6g−6 of the holonomy map. Then the map s to be defined can instead be written
s = sG ○ sAC , where sG ∶ H(S)6g−6 → M . The map sG is (implicitly) defined via Section 3.2. To
show the well-definedness of s, it suffices to show sG is well-defined, which is completed below.

Proposition 4.23. Lemma 3.8 yields a well-defined map sG ∶ H(S)6g−6 →M .

Proof. By Lemma 4.18, the developing map defined in Lemma 3.8 amounts to a map ŝ ∶ A(S)6g−6 →
M ′, where M ′ is the space of all CCR pairs on C and A(S)6g−6 = { (ν̂, ρ) ∈ A(S) ∣ b(ν̂) = 6g − 6}.
The map ŝ is described by ŝ(ν̂, ρ) = dev(ν̂, g0R), where g0R(p, r) = r, in the sense of equation (4.11).
We show ŝ descends to a well-defined map s ∶ Hit(S,G′2) →M .

Take [ρ] ∈ Hit(S,G′2) and denote [(ν̂, ρ)] ∶= sAC( [ρ] ) and choose representatives
(ν̂1, ρ1), (ν̂2, ρ2) ∈ [(ν̂, ρ)]. Hence, write ρ2 = Cg ○ ρ1, where Cg ∶ G

′
2 → G

′
2 is conjugation by some

element g ∈ G′2 and ν̂2 = Lg○ν̂1○f̃ , where f̃ ∈ Diff(S̃) is a lift of f ∈ Diff0(S, p0). Define devi ∶= ŝ(ν̂i, ρi).
Now, let RT (f) ∈ DiffF (C ) be induced by f . Note that RT (f) is isotopic to idC by fiber-

preserving diffeomorphisms, as RT (ft) is such an isotopy, where ft is an isotopy of f to idS . The
equality dev2 = Lg ○dev1 ○RT (f̃) implies that (RT (f), g) ⋅ (dev1,hol1) = (dev2,hol2), so we conclude
[(dev1,hol1)] = [(dev2,hol2)] in M . □

4.5. Continuity of the Map s ∶ Hit(S,G′2) → M . Before we give the formal proof that s is
continuous, we explain the idea of factoring the map. We imagine the associations in the following
order: from [ρ] ∈ Hit(S,G′2), using Labourie [Lab17], we construct the pair ([Σ], [q]) with [Σ] ∈
Teich(S) and q ∈H0(K6

Σ). Next, we prove the continuous C∞-dependence of the solutions (ψ1, ψ2)
to Hitchin’s equations for cyclic G

′
2-Higgs bundles with respect to the input data (σ, q), where σ is
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a conformal metric on Σ. The invariants r, s of the almost-complex curve ν̂ from Hitchin’s equation
(2.11) are then smoothly constructed from (ψ1, ψ2, σ, q) and then ν̂ can be smoothly constructed
from these invariants. This shows the continuity of the map sAC ∶ Hit(S,G

′
2) → H(S)6g−6. The

process of constructing the geometric structure from the almost-complex curve is then continuous
map because the C∞-convergence of the almost-complex curves ν̂ forces the C∞-convergence of the
differentials dν̂ and second fundamental forms IIν̂ , which altogether controls the developing map.

Lemma 4.24. The map s ∶ Hit(S,G′2) →M is continuous.

Proof. To start, we use Labourie’s map Ψ−1 ∶ Hit(S,G′2) → E6, (as discussed in Section 2.2) where
E6 → Teich(S) is the bundle over Teichmüller space with fiber at Σ = (S,J) given by H0(Σ,K6

Σ).
We first prove the continuity of the map sAC ∶ Hit(S,G

′
2) → H(S)6g−6. Choose any sequence

of representations [ρi] ∈ Hit(S,G
′
2) such that [ρi] → [ρ∞]. Write Ψ([ρi] = ([σi], [qi]). Then the

unique hyperbolic representatives σi ∈ [σi] satisfy σi
C∞Ð→ σ∞ and by continuity of Ψ, the associated

holomorphic sextic differentials qi converge smoothly to q∞. Denote (ψ1
i , ψ

2
i ) as the unique solution

to Hitchin’s equations (2.13) with respect to (σi, qi). In Appendix A in Lemma A.2, using the
implicit function theorem, we show that (ψ1

i , ψ
2
i ) converges in C∞(S) × C∞(S) to (ψ1

∞
, ψ2
∞
), the

solution to (2.13) with respect to (σ∞, q∞). Next, the tensors (ri, si) given by si = e2ψ
2
i σi and

ri = eψ
1
i −ψ

2
i σ2i converge smoothly to s∞ = e2ψ

2∞σ∞ and r∞ = eψ
1∞−ψ2∞σ2

∞
, respectively. Since Diff0(S)

acts freely on the space of all complex structures on S, then there is a unique G
′
2-orbit G

′
2 ⋅ {(ν̂i, ρi)}

of almost-complex curves (in the conventional sense) ν̂i ∶ (S̃, σ̃i) → Ŝ2,4 with the invariants (ri, si, qi).
By Proposition 2.1, we can remove the G

′
2-freedom and choose a distinguished representative ν̂i as

follows: fix p0 ∈ S̃,X ∈ Tp0S̃ and demand ν̂i(p0) = i, dν̂i∣p0(X) = l, IIν̂i(X,X) = j. Note that by
abuse i is both an index i ∈ Z+ and an element i ∈ Im(O′) in the previous sentence. Then it follows

that the almost-complex curves ν̂i satisfy ν̂i
C∞Ð→ ν̂∞. This proves the continuity of sAC .

Next, we consider the map sG ∶ H(S)6g−6 → M . Recall the space A(S) from (3.2). Define
A(S)6g−6 = { (ν̂, ρ) ∈ A(S) ∣ degBν̂ = 6g − 6}, so that H(S)6g−6 = A(S)6g−6/(Diff0(S) × G

′
2). Pick

any point [ν̂∞] ∈ H(S)6g−6. Choose a sequence [ν̂i] ∈ H(S) such that [ν̂i] → [ν̂∞] as well as

representatives ν̂i ∈ [ν̂i] such that ν̂i
C∞Ð→ ν̂∞. To prove the continuity of sG, we show dev(ν̂i)

C∞Ð→
dev(ν̂∞). By the C∞-convergence of ν̂i to ν̂∞, the maps dν̂i ∶ T S̃ → T Ŝ2,4 also converge smoothly
on compacta to dν̂∞. Recall the unit norm projection Π̃T ∶ T S̃ → Q−(Im(O′)) given by Π̃T (X) =

dν̂(X)

(−q(dν̂(X))1/2 . The maps (Π̃T )i converge C∞ on compacta to (Π̃T )∞. Recall also the unit norm

projection Π̃N ∶ T S̃ ⊕ T S̃ → Ŝ2,4 by Π̃N(p,X,Y ) = IIp(X,Y )

q(IIp(X,Y ))1/2
. Here, we regard the second

fundamental form of ν̂i as a map IIi ∶ T S̃ ⊕ T S̃ → Im(O′) by

IIi(p,X,Y ) = ∇Ŝ2,4
dν̂i(X)

(dν̂i(Y )) − projdν̂i(TpS̃)∇
Ŝ2,4
dν̂i(X)

(dν̂i(Y )).

By the C∞-convergence of ν̂i, dν̂i, it follows that IIi
C∞→ II∞ and then (Π̃N)i

C∞→ (Π̃N)∞ as well. The
radial functions (gR)i, (gR)∞ from (4.7) are all just gR(p, r) = r by the definition of the map sG.

Since Π̂T = (g2R + 1)1/2Π̃T , Π̂N = gR Π̃N , it follows that ν̂i
C∞→ ν̂∞ implies

(ν̂i, (Π̂T )i, (Π̂N)i)
C∞Ð→ (ν̂∞, (Π̂T )∞, (Π̂N)∞),(4.12)

where now we regard Π̂T , Π̂N as maps C → Im(O′). Now, we have a lift ˆdevi ∶ C → Im(O′) by
ˆdevi = ν̂i+(Π̂T )i+(Π̂N)i. Thus, (4.12) says that ˆdevi

C∞→ ˆdev∞, which then implies devi
C∞→ dev∞. □
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4.6. The Descended Holonomy Map α ∶ M → Hit(S,G′2). In this section, we show the de-
scended holonomy map α ∶M → Hit(S,G′2) is the inverse of the map s and thereby prove the main
theorem. The map s satisfies by definition that α ○ s = idHit(S,G

′
2)

, so we need only verify s ○α = idM

here.

We now show that α factors through H(S)6g−6 via the following map H.

Proposition 4.25. There is a well-defined map H ∶M →H(S)6g−6.

Proof. We first define a lift Ĥ ∶ M ′ → A(S) of H on the level of representatives. Let (dev,hol)
be a CCR pair on C . By the cyclic-fibered condition from definition 4.14, the associated map
FC ∶ S̃ → GC

2 /T is a hol-equivariant cyclic surface. We can then invoke Theorem 4.8 and Remark
4.12 to see that πŜ2,4 ○F

C is a hol-equivariant alternating almost-complex curve ν̂ ∶ S̃ → Ŝ2,4. Define
Ĥ(dev,hol) ∶= (ν̂,hol).

We claim Ĥ descends to a well-defined mapH ∶M →H(S)6g−6 byH( [(dev,hol)] ) = [ Ĥ(dev,hol) ].
First, observe the following naturality properties of Ĥ:

● If ϕ ∈ DiffF (C ) lifts f ∈ Diff0(S), then Ĥ(ϕ ⋅ (dev,hol) ) = f ⋅ Ĥ(dev,hol)
● If g ∈ G′2, then Ĥ(g ⋅ (dev,hol)) = g ⋅ Ĥ(dev,hol).

These equivariance conditions imply the well-definedness of H. Indeed, take [(dev,hol)] ∈M and
two representatives (devi,holi) for i ∈ {1,2}. Then the discussion following Definition 4.22, we can
write (dev2,hol2) = (ϕ, g) ⋅ (hol1,dev1), where ϕ = d̂f ⊕ d̂f ⊕ ϕ+ lifts some f ∈ Diff0(S). But then we
have (ν̂2,hol2) = (f, g)⋅(ν̂1,hol1). Since f ∈ Diff0(S), we conclude [ Ĥ(dev1,hol1) ] = [ Ĥ(dev2,hol2) ]
in H(S).

Now, by equation (4.10) of the compatibility condition, along with Remark 3.10, we see any
pair [(ν̂, ρ)] =H( [(dev,hol)] ) has G

′
2-Hitchin holonomy, since the second fundamental form of ν̂ is

non-vanishing. □

The descended holonomy map α ∶M → χ(π1S,G
′
2) via α( [(dev,hol)] ) = [hol ] factors through

the map H as α = hol ○H, where hol ∶ H(S) → χ(π1S,G
′
2) is the holonomy map [ (ν̂, ρ) ] ↦ [ρ].

Hence, Proposition 4.25 says α obtains the form α ∶M → Hit(S,G′2) by Theorem 3.6. We now prove
the main theorem.

Theorem 4.26. The descended holonomy map α ∶ M → Hit(S,G′2) by [ (dev,hol) ] ↦ [hol ] is a
homeomorphism onto the G

′
2-Hitchin component.

Proof. The map α is continuous and the candidate inverse s ∶ Hit(S,G′2) →M is also continuous by
Lemma 4.24. By the construction of s and α, we have α ○ s = idHit(S,G

′
2)

. It remains to argue that
s ○ α = idM . We show this now using the CCR conditions.

Take G1 = [ (dev1,hol1) ] ∈M and define G2 ∶= s ○ α(G). Since α○s = id, we have α(G1) = α(G2),
hence H(G1) = H(G2). Thus, choose representatives (dev1,hol1) ∈ G1, (dev2,hol2) ∈ G2 such that
Ĥ(dev1,hol1) = Ĥ(dev2,hol2), using the notation from Proposition 4.25. The key going forwards is
the fact from Section 4.3 that the developing map dev of a CCR structure in Ein2,3 is determined
by the tuple (ν̂, Π̃T , Π̃N , gR) of equivariant maps from (4.8). The compatibility of the almost-
complex curve and the developing map in equations (4.9), (4.10) says that the projections ΠT ,ΠN
are determined by ν̂. That is, devi must obtain the form (4.11). In other words, Since ν̂1 = ν̂2, we
actually have (Π̃T )1 = (Π̃T )2 and (Π̃N)1 = (Π̃N)2. Hence, we need only align the radial functions
with a re-gauging to finish the proof.
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Recall that the subgroup Diff+(Rn) of orientation-preserving diffeomorphisms of Rn deformation
retracts onto {idRn}. It follows that Diff+(R+) is contractible too.

We are now ready to show (dev1,hol1) and (dev2,hol2) represent the same point in M . Define
f ∶ C → C by f = id⊕ id⊕ (gR)2. Then f is a factor-preserving diffeomorphism that is orientation-
preserving on the R+-fibers. Since Diff+(R+) is contractible, (gR)2 is isotopic to idR+ via fiber-
preserving diffeomorphisms. Then f lifts to f ∶ C → C and one finds that dev2 = dev1 ○ f , meaning
[ (dev1,hol1) ] = [ (dev2,hol2) ] in M . □

5. Explicit Computations in the Fuchsian Case

In this section, we examine the geometric structures associated to G
′
2-Fuchsian representations.

We first review a description of the principal embedding ι ∶ PSL2(R) ↪ G′2, in which PSL2R acts on
R7 via the action on symmetric homogeneous sextic polynomials. We then describe the Fuchsian
almost-complex curves in terms of polynomials and examine the resulting developing maps and
study the injectivity of dev. An exceptional feature of the Fuchsian case is that there is a ‘universal’
almost-complex curve f ∶ H2 → Ŝ2,4 that is not just ρ-equivariant, but PSL2R-equivariant; this
phenomenon is not particular to the G

′
2-Fuchsian setting, as it occurs also in [CTT19; GW08]. By

uniqueness, then all G
′
2-Fuchsian almost-complex curves have the same image, just the identification

S̃ ≅ H2 changes. Then, examining the Guichard-Wienhard domain Ω ⊂ Ein2,3 in the Fuchsian case,
we show our geometric structures are distinct from theirs: the image of dev intersects both Ω and
Ein2,3/Ω. We discuss the structure of these intersection in detail.

5.1. The Principal Embedding ι ∶ PSL2R ↪ G
′
2. Let us recall the principal embedding ι ∶

PSL2R ↪ SL7R. First, we identify R7 ≅Vec Sym6(R2) and take a canonical basis X,Y for R2

in which PSL2R acts by the fundamental representation. Then P = (XiY 6−i)6i=0 is a basis for R7

in which g = ±(a b

c d
) acts via g ⋅ (XiY 6−i) = (g ⋅X)i(g ⋅ Y )6−i. This representation turns out to

preserve the bilinear form Q6 of signature (3,4), which in the basis P is represented by the following
matrix [CTT19, Page 50]:

Q6 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1

−1
6

1
15

− 1
20

1
15

−1
6

1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

We will also refer to the induced quadratic form Q6(x) = Q6(x,x) by Q as well. Thus, the irreducible
representation ι is a representation into SO0(3,4). In fact, ι is a G

′
2-representation if identifications

are made correctly: we can identify R7 ≅Vec Im(O′) in such a way that ι(PSL2R) preserves the
cross-product on Im(O′). Hence, ι upgrades to a representation ι ∶ PSL2R ↪ G

′
2. One such basis is

the following R-cross-product basis for Im(O′):

B = ( i + li√
2
,
lj − j√
2
√
6
,
k − lk√
2
√
15
, − l√

20
,
k + lk√
2
√
15
,
j + lj√
2
√
6
,
i − li√

2
) .(5.1)

As in [Eva22, Definition 8.21], we call an ordered basis (xi)−3i=3 an R-cross-product basis for Im(O′)
when xi × xj = ci,jxi+j for constants ci,j ∈ R.
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Sym6(R2) R7 Im(O′)
X6 e3

i+li
√

2

X5Y e2
lj−j
√

2
√

6

X4Y 2 e1
k−lk
√

2
√

15

X3Y 3 e0 − l
√

20
,

X2Y 4 e−1
k+lk
√

2
√

15

XY 5 e−2
j+lj
√

2
√

6

Y 6 e−3
i−li
√

2
Table 1. The identifications between ordered bases.

We now discuss why the cross-product is preserved by ι(PSL2R). Straightforward calculations
show that under the identification Im(O′) ≅ Sym6R2, we see the generators

(1) (λ 0

0 1
λ

), λ ∈ R,

(2) (1 s

0 1
), s ∈ R,

(3) ( 0 1

−1 0
),

of PSL2R identify, respectively, as the following matrices in the basis B′, where we re-normalize the
basis B as follows:

B′ = ( i + li√
2
,
lj − j√

2
,
k − lk√

2
, l,

k + lk√
2
,
j + lj√

2
,
i − li√

2
) .(5.2)

The matrices are:

(1) diag(λ6, λ4, λ2,1, λ−2, λ−4, λ−6).

(2) exp

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

s ⋅

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

0
√
6

0
√
10

0 −
√
12

0 −
√
12

0
√
10

0
√
6

0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

(3)

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜
⎝

1

−1
1

−1
1

−1
1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟
⎠

.

The matrices (1) and (2) are seen to be in G
′
2 in the basis B′ by examining the matrix representation

[g′2]B′ of g′2 in the basis B′ [Bar10, page 89]. Then for (3), observe that the given transformation
g is equivalent to g = +1 on ImH and g = −1 on lH, which is indeed a G

′
2-transformation, seen in
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the model V(+,+,−) from Proposition 2.1 as the tuple (i, j,−l). Going forward, there is a fixed 3-fold
identification of vector spaces Sym6(R2) ≅ R7 ≅ Im(O′), shown in Table 1. For indexing purposes,
we denote the standard basis of R7 as (ei)−3i=3.

5.2. A Description of ν and dev in Coordinates. In this section, we describe the almost-complex
curve explicitly in coordinates in the Fuchsian case.

The first ingredient is the Veronese embedding, which identifies as the ρ-equivariant (projective)
almost-complex curve [ν̂] for ρ a G

′
2-Fuchsian representation. Before defining this map, we introduce

some more notation. Set S0,2 ∶= PQ+R1,2, where we identify R1,2 ≅ (Sym2(R2),Q2). Here, we equip

Sym2(R2) with the PSL2R-invariant quadratic form Q2 =
⎛
⎜⎜
⎝

1

−1
2

1

⎞
⎟⎟
⎠
, in the basis (X2,XY,Y 2),

which equivalently defines the isomorphism PSL2R
≅Ð→ SO0(1,2). Here, −4Q2 = ∆ is just the dis-

criminant of the polynomial P ∈ Sym2(R2). The evidently PSL2R-equivariant map PSym2(R2) →
PSym2(R6) by [P ] ↦ [P 3] restricts to the smooth Veronese embedding f ∶ PQ+Sym2(R2) →
PQ+Sym6(R2) by [P ] ↦ [P 3]. An easy calculation shows that that for S ∶= image(f), the tan-
gent space is given by T

[P 3]S = { P 2Q ∣ Q�P, Q ∈ Sym2(R2)}. At the point P0 = [X2 + Y 2], using
T[P0]

S0,2 = spanR⟨XY,X2 − Y 2⟩, we find that

T
[P 3

0 ]
S = spanR⟨(X2 + Y 2)2(X2 − Y 2), (X2 + Y 2)2(XY )⟩

A calculation under the previous identification with Im(O′) shows that we indeed have [P 3
0 ] ×Im(O′)

T
[P 3

0 ]
S = T

[P 3
0 ]
S. Indeed, f(P0) = [

√
5i +
√
3k] and Tf(P0)

S = spanR⟨
√
5 lj −

√
3 l,
√
15 li − lk⟩.

Hence, f is an almost-complex curve by PSL2R-equivariance. We show shortly that f is, in fact,
alternating.

Next, we recall the the following PSL2R-equivariant map ĝ ∶ H2 → Q+(Sym2(R2)), first defined
by Baraglia [Bar10, Page 63]:

ĝ(z) = 1√
2 y
(zX + Y )(z̄X + Y ),

where z = x + iy. The map ĝ provides an explicit identification of the upper half-plane H2 ⊂ C with
Q+(Sym2R2) = Ŝ0,2. A simple and direct calculation verifies the equivariance of ĝ. One easily checks
Q2(ĝ) = +1, so that ĝ ∈ Ŝ0,2.

The partial derivatives of ĝ are shown below:

ĝx =
√
2x

y
X2 +

√
2

y
XY(5.3)

ĝy =
y2 − x2√

2 y2
X2 −

√
2
x

y2
XY − 1√

2 y2
Y 2.(5.4)

Next, define the PSL2R-equivariant map f ∶ Q+(Sym2(R2)) → Q+(Sym6(R2)) by f(P ) = cP 3,
lifting the Veronese embedding, by choosing an appropriate constant c ∈ R∗. Then the map f̂ ∶
H2 → Ŝ2,4 by f̂ = f ○ ĝ is a ‘universal’ alternating almost-complex curve that is PSL2R-equivariant.
While the alternating condition has not been verified yet, this point will be addressed momentarily.
The point [Σ] in Teichmüller space merely moves the marking ϕΣ ∶ Σ̃ → H2 around, but the image
of any Fuchsian almost-complex curve remains the same: it is image(f).
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The Frenet frame splitting of f̂ is given as follows:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

L = spanR⟨ĝ3⟩
T = spanR⟨ĝ2 ĝx, ĝ2 ĝy⟩
N = spanR⟨ ĝ ĝx ĝy, projL �(ĝ ĝ2x) )⟩
B = spanR⟨proj(L⊕T⊕N)�(ĝ2x ĝy), proj(L⊕T⊕N)�(ĝ2y ĝx) ⟩.

(5.5)

Up to scalars c, c′, c′′ ∈ R∗, one finds II( ∂∂x ,
∂
∂y ) = c ĝĝxĝy and II( ∂∂x ,

∂
∂x) = c

′ projL �(ĝ ĝ2x) and
II( ∂∂y ,

∂
∂y ) = c

′′ projL �(ĝ ĝ2y). We discuss the equality for B momentarily.
The identities (5.5) yield coordinate-invariant expressions for the Frenet frame splitting purely in

terms of divisibility of polynomials and orthogonal complements. Two such facts we will need are:

Up = {P ∈ Sym6R2 ∣ ĝ(p) ∣P}(5.6)

Lp ⊕ Tp = {P ∈ Sym6R2 ∣ ĝ2(p) ∣P}.(5.7)

The alternating nature of f̂ is verified by the following orthonormal frame refining the Frenet frame
splitting at i ∈ H2:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

f̂ =
√

5
4 (X

2 + Y 2)3 with q(f̂) = +1.
f̂x =

√

15
√

8
(X5Y + 2X3Y 3 +XY 5 ) with q(f̂x) = −1.

f̂y =
√

15
√

32
(X6 +X4Y 2 −X2Y 4 − Y 6 ) with q(f̂y) = −1.

̂II( ∂∂x ,
∂
∂y ) =

√
3(X5Y −XY 5 ) with q = +1.

̂II( ∂∂x ,
∂
∂x) =

√

3
4 (X

6 − 5X4Y 2 − 5X2Y 4 + Y 6 ) with q = +1.
b1 = (X2 − Y 2)(X2 − 4XY + Y 2)(X2 + 4XY + Y 2) =X6 − 15X4Y 2 + 15X2Y 4 − Y 6.

b2 =XY (X2 − 3Y 2)(3X2 − Y 2) = 3(X5Y +XY 5) − 10X3Y 3,

(5.8)

Here, b1 and b2 were computed with cross-products, using that B = T ×Im(O′) N . Thus, f̂ is an
alternating almost-complex curve. Since f̂ is an alternating almost-complex curve equivariant under
a G

′
2-Hitchin representation, the third fundamental form III is non-degenerate, as discussed in Remark

3.9. Hence, defining the non-vanishing section α ∶= p ↦ ĝ ĝx ĝy(p) of N , then III( ∂∂x , α), III(
∂
∂y , α)

generate B; these expressions yield the desired equation for B by deleting any terms divisible by ĝ.
Recall the natural map ψ ∶ Q≠0 → Ein2,3 by ψ(p,L) = L, used to factor the developing map, from

Section 3.3. Now, in the Fuchsian case, each g ∈ PSL2R acts as a fiber-preserving diffeomorphism
of the bundle Q≠0 → H2 and the map ψ is PSL2R equivariant. As noted in Section 3.3, image(ψ) =
image(dev).

To study ψ, we first examine the second extended osculating subspaces Up = Lp ⊕ Tp ⊕Np and
the bundle Q containing Q≠0.

Proposition 5.1. For any p ≠ q ∈ H2, we have dim(Up ∩Uq) = 3 and sig(Up ∩Uq) = (1,2).

Proof. Take any two subspaces Ui ∶= {P ∈ Sym6(R2) ∣ Pi ∣Ui }, by (5.6), of polynomials divisible by
a fixed irreducible quadratic Pi ∈ Sym2(R2). Clearly, dimUi = 5 and dim(P(U1 ∩ U2) ) = 2, which
tells us U1 and U2 are transverse. Indeed, [P ] ∈ P(U1 ∩ U2) has 4 of its 6 projective roots fixed.
In the case of P1 = X2 + Y 2 and Pt = tX2 + 1

tY
2, we show that sig(U1 ∩ U2) = (1,2). Observe that

P1PtXY is timelike and orthogonal to the spacelike elements P1PtX
2, P1PtY

2. One then calculates
that the two-plane ⟨P1PtX

2, P1PtY
2⟩ has signature (1,1). Since [P1] = [f̂(i)] and [Pt] = [f̂(t i)],
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by the action of PSL2R and basic hyperbolic geometry, we conclude, sig(Up ∩Uq) = (1,2) in general
for any p ≠ q ∈ H2. □

Next, we examine Q. Since U1 ∩ U2 ≅ R1,2, we see Q1 ∩ Q2 ≅ PQ0R1,2 = Ein0,1 is a topological
circle. The question remains of what is (Q1)≠0 ∩ (Q2)≠0, which we address now.

Proposition 5.2. For any p ≠ q ∈ H2, we have (Q≠0)p ∩ (Q≠0)q ≅ S1/D, where ∣D∣ ≤ 4.

Proof. We compute first in the case that P1 =X2+Y 2 and Pt = tX2+ 1
tY

2, which again is completely
general by the PSL2R-transitivity. Note that (Q1)≠0 ∩(Q2)≠0 = (Q1 ∩Q2)/D, where the degenerate
set D where the projection onto L , T, or N vanishes either at P1 or Pt. The degenerate locus at p
is given by Qp/(Q≠0)p = PQ0(Lp ⊕Tp) ⊔PQ0(Tp ⊕Np). Thus, the set D naturally decomposes into
four subsets

D = PQ0( (L1 ⊕ T1) ∩U2) ∪ PQ0( (Lt ⊕ Tt) ∩U1) ∪ PQ0((T1 ⊕N1) ∩Ut) ∪ PQ0((Tt ⊕Nt) ∩U1).
Using the Frenet frame expressions from (5.5), one finds

P ((Lt ⊕ Tt) ∩U1) = [P1P
2
t ] and P ((L1 ⊕ T1) ∩Ut) = [PtP 2

1 ].
Since Q(P1P

2
t ) > 0 and Q(PtP 2

1 ) > 0, the first two sets in the definition of D are empty. On
the other hand, each of PQ0((T1 ⊕ N1) ∩ Ut) , PQ0((Tt ⊕ Nt) ∩ U1) are non-empty, as we now
show. Take v ∈ U1 ∩ Ut, so v is of the form v = P1Pt(aX2 + bXY + cY 2). We can compute the
coordinates of v in the above basis for U1 from (5.8) as well as in the corresponding basis for Ut

achieved by the action of (
√
t 0

0 1
√

t

) on the basis for U1. A (computer assisted) calculation shows

projLt
v = 0 when c(1 + 3t2) + a(1 + 3

t2
) = 0 and projL1

(v) = 0 when a(1 + 3t2) + c(3 + t2) = 0.
These equations are mutually exclusive unless t = 1 or a = c = 0, but in the latter case, Q6(v) <
0. Hence, PQ0( (T1 ⊕ N1) ∩ (Tt ∩ Nt) ) = ∅ for t ≠ 1, which means PQ0( (T1 ⊕ N1) ∩ Ut) and
PQ0( (Tt⊕Nt)∩U1) are disjoint. Denote W1,t ∶= (T1⊕N1)∩Ut and Wt,1 ∶= (Tt⊕Nt)∩U1. Note that
PQ0(Wt,1), PQ0(W1,t) are each finite sets. We determine the possibilities for ∣PQ0(W1,t)∣. Define
w = P1Pt ( (3 + t2)X2 − (1 + 3t2)Y 2) so that w and u ∶= P1PtXY span W1,t. Since Q6(w,u) = 0 and
Q6(u) < 0, we need only determine the sign of Q6(w) to determine the signature sig(W1,t). Note
that if Q6(w) = 0, then sig(W1,t) = (0,1,1), so that ∣PQ0(W1,t)∣ = 1. Here sig(W ) = (p, k, n) denotes
p positive, k negative, and n null parts in the signature. If Q6(w) > 0, then sig(W1,t) = (1,1) and
∣PQ0(W1,t)∣ = 2, and if Q6(w) < 0, then sig(W1,t) = (0,2) and ∣PQ0(W1,t)∣ = 0. Another calculation
shows Q6(w) = 4

15(3 − 24t
2 − 86t4 − 24t6 + 3t8), so that for t ∈ R+, all three aforementioned cases

occur for ∣PQ0(W1,t)∣. By equivariance, for every t ∈ R+, there is s ∈ R+ so that Wt,1 =W1,s. Hence,
we conclude that for any p ≠ q, we have (Q≠0)p ∩ (Q≠0)q ≅ S1/D, where ∣D∣ ≤ 4. □

In particular, we see the fact that for any p ≠ q ∈ H, the developed images ψ( (Q≠0)p ) and
ψ( (Q≠0)q ) of the fibers intersect 1-dimensionally even though ψ is a local diffeomorphism. Let us
illustrate geometrically what is happening with an example (here, i ∈ H2 again). While we can find
points Xt ∈ (Q≠0)t i for any t > 0 such that Xt ∈ (Q≠0)i, if we take any such sequence with t → 1,
then Xt subconverges to X∞ ∈ Q/Q≠0. Indeed, the limiting point X∞ will be divisible by (X2+Y 2)2
and hence satisfy X∞ ∈ Li ⊕ Ti. The degeneration in the example above shows geometrically why
the map Q → Ein2,3 is not an immersion in the Fuchsian case, as a complementary explanation to
the Higgs bundle proof of the general case in Section 3.3.

The map ψ is not proper onto its image in the Fuchsian case. Indeed, if ψ were proper, then it
would be a covering map. On the other hand, this is impossible since the point [(X2 + Y 2)Y 4] has
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one pre-image under ψ, while any point P ∈ Ein2,3 satisfying P ∈ (Q≠0)p ∩ (Q≠0)q for p ≠ q has two
pre-images under ψ. In fact, the map ψ is either 3-1, 2-1, or 1-1, but but never k-1 for k > 3. By
PSL2R-transitivity, if ∣ψ−1([P ])∣ = 2, then P is of the form P = Q1Q2R1R2, where Qi are distinct
irreducible quadratics and Ri ∈ Sym1(R2) are linear factors, and if ∣ψ−1([P ])∣ = 3, then P is of the
form P = Q1Q2Q3, where Qi are distinct irreducible quadratics; both such cases occur. To see that
3-1 points do occur, note that the the set Ω3 of points of the form [Q1Q2Q3] ∈ Ein2,3 is a non-empty
open set in Ein2,3 and Ω3 ⊂ image(ψ), hence image(ψ) ∩Ω3 ≠ ∅ too. A final remark here is that if
u, v,w ∈ H2 lie on a mutual geodesic then Q6(ĝuĝv ĝw) > 0. Thus, if [P ] ∈ Qu ∩Qv ∩Qw, then u, v,w
are not collinear in H2.

5.3. Relation to Guichard-Wienhard. In [GW12], Guichard and Wienhard prove that every
G-Hitchin component is realized as the holonomies of certain (unknown) (G,X)-structures on an
(unknown) compact manifold M , where the holonomy on M factors through a homomorphism
π1M → π1S. They prove this result by constructing domains of discontinuity Ω in a flag mani-
fold X of G. The theory developed in [GW12] was then extended by Kapovich, Leeb, and Porti
in [KLP18]. In this section, we discuss the relationship between the (G′2,Ein2,3)-structures from
[GW12] and the (G′2,Ein2,3)-structures of this paper. We begin by recalling some relevant notation.

Denote F0 = PQ0(R3,4) = Ein2,3 as the space of isotropic lines in R3,4 and F1 = Iso3(R3,4) = {P ∈
Gr3(R3,4) ∣q∣P ≡ 0} as the space of maximally isotropic planes in R3,4. Denote Qi ∶= StabSO0(3,4)(xi)
as the stabilizers of points xi ∈ Fi, each of which is a maximal parabolic subgroup of SO0(3,4).
Finally, denote F01 ∶= { (l, P ) ∣ l ∈ F0, P ∈ F1, l ⊂ P}. There are natural projections πi ∶ F01 → Fi
for i ∈ {0,1}. As a final notion, we need the “flip” defined in [GW12] as follows: given A ⊂ Fi, we
define KA ∶= π1−i(π−1i (A)). Then, for example, if A ⊂ F0, then KA ∶= the set of isotropic 3-planes
containing some point l ∈ A; the roles reverse if A ⊂ F1.

We now recall the relevant notion of transversality as it pertains to the Anosov definition [GW12,
Definition 2.10]. Let P be a parabolic subgroup conjugate to its opposite subgroup. Call a pair
(p1, p2) ∈ G/P ×G/P transverse when Stab(p1) ∩ Stab(p2) ≅ L is the Levi subgroup L of P . Equiv-
alently, this means P1 ∶= Stab(p1) and P2 ∶= Stab(p2) are opposite parabolic subgroups.18 Denote
Γ = π1S and ∂∞Γ as the Gromov boundary of Γ. In the cases of interest here of P1 ∶= StabG′2(x)
for x ∈ Ein2,3 and Q1 < SO0(3,4), both parabolic subgroups are conjugate to their opposite sub-
group. We shall use going forwards that G-Hitchin representations are BG < G-Anosov, where
BG is the Borel subgroup, and hence (P +, P −)-Anosov for any parabolic subgroup P + = P < G
by [GW12, Lemma 3.18, Theorem 6.2]. In particular, this implies that for each ρ ∈ Hit(S,G) and
parabolic subgroup P < G conjugate to its opposite, there is a (unique) continuous ρ-equivariant
map ξP ∶ ∂∞Γ→ G/P that is transverse, meaning (ξP (s), ξP (t)) are transverse for s ≠ t ∈ ∂∞Γ, and
satisfying an additional contraction property.

Let B < G′2 denote a copy of the Borel subgroup. Then G
′
2/B ↪ SL7R/SO7R ≅ Flag(R7) as a space

of full flags F = (F1 ⊂ F2 ⊂ ⋯ ⊂ F7) in Im(O′) [Eva24, Lemma 2.5.3]. The rank two nature of G
′
2

causes the flag F to be determined by the pair (F1, F2). Before we describe such full flags, recall from
Section 2.1 that for u ∈ Im(O′), we define the annihilator of u as Ann(u) ∶= {v ∈ Im(O′) ∣ u × v = 0}.
By Proposition 2.3, if [u] ∈ F0, then PAnn([u]) ∈ F1. To simplify notation, we may conflate
Ann([u]) ⊂ Im(O′) with PAnn([u]) ∈ F1 when convenient.

18See [GW12, page 15] for a brief review on the structure of parabolic subgroups and subalgebras or [Kna96, Chapter
7, § 7] for more comprehensive details.
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Now, by [Eva24, Corollary 2.5.4], the flag F ∈ G′2/B obtains the following form for some R-cross-
product basis (xi)−3i=3 for Im(O′) ∶

F = ( [x3] ⊂ spanR⟨x3, x2⟩ ⊂ Ann([x3]) ⊂ Ann([x3])� ⊂ (spanR⟨x3, x2⟩)� ⊂ [x3]� ⊂ Im(O′) ) .(5.9)

We observe that the subspaces F1, F2 from the flag F have the following form: F1 ∈ F0 and F2 ∈
Gr2Q0(Im(O′)) is an isotropic 2-plane such that F2 ×Im(O′) F2 = {0}. As it turns out, the space of
such cross-product-trivial isotropic 2-planes Iso×2 Im(O′) is G

′
2-equivariantly diffeomorphic to G

′
2/P2,

where P2 is a maximal parabolic subgroup of G
′
2. The description (5.9) of the flag F also says that

F3 = Ann(F1). As a consequence of this fact, if ρ is G
′
2-Hitchin and consequently SO0(3,4)-Hitchin,

then the Q1-Anosov boundary map is determined by the Q0-Anosov map, as we now show.

Proposition 5.3. Let ρ ∈ Hit(S,G′2). Then the Qi-Anosov boundary maps ξ0, ξ1 for ρ are related
by ξ1 = Ann ○ ξ0.

Proof. We recall equivalent conditions for transversality in Ein2,3 and in F1. Two points (ℓ1, ℓ2) ∈
Ein2,3×Ein2,3 are transverse ⇐⇒ ℓ1⊕ℓ2 is of signature (1,1) ⇐⇒ Ann(ℓ1)∩Ann(ℓ2) = ∅ ⇐⇒ qIm(O′)
defines a non-degenerate pairing Ann(ℓ1) × Ann(ℓ2) → R. On the other hand, (R1,R2) ∈ F1 × F1

are transverse if and only if q3,4 defines a non-degenerate pairing R1 × R2 → R. Thus, the map
Ann○ξ0 ∶ ∂∞Γ→ F1 is a transverse map if ξ0 is transverse. Since Ann is a continuous G

′
2-equivariant

map, if ξ0 is ρ-equivariant and continuous, then so is Ann ○ ξ0.
Now, consider an element g = exp(X) for X ∈ a+, where a+ is a Weyl chamber for an R-split

CSA a < g′2. Then the unique attracting fixed points P0 and P1 of g in F0 and F1, respectively,
are related by P1 = Ann(P0). Now, let t+γ ∈ ∂∞Γ be the unique attracting fixed point of γ ∈ Γ. The
Anosov boundary map ξ0 is uniquely constrained by ξ0(t+γ) being the unique attracting fixed point
of ρ(γ) in F0 [GW12, Lemma 3.1, 3.3]. It follows that Ann ○ ξ0 satisfies the analogous constraint in
F1 and thus ξ1 = Ann ○ ξ0 by all our observations. □

Next, we recall the relevant result of Guichard-Wienhard on domains of discontinuity in Ein2,3 for
SO0(3,4)-Hitchin representations (and hence for G

′
2-Hitchin representations as well.) The following

result is proven by [GW12, Proposition 8.3, Theorem 8.6, Theorem 9.12].

Theorem 5.4. Let ρ ∈ Hit(S,SO0(3,4) ). Consider the unique ρ-equivariant Anosov boundary
map ξ1 ∶ ∂∞Γ → F1. Then ρ(Γ) acts properly discontinuously and co-compactly on the domain
Ω1
ρ ∶= Ein2,3 ÓKim ξ1. The topology of the quotient M = ρ(Γ)/Ω1

ρ is independent of ρ.

Let ρ ∈ Hit(S,G′2) be G
′
2-Fuchsian now and write ρ = ι ○ ρ0 for ρ0 ∈ T (S) a Fuchsian representa-

tion. In this case, since any orbit map of ρ0 is a quasi-isometry, identify ∂∞Γ ≅ ∂∞H2. Again, we
view hyperbolic space H2 as (note the sign change from earlier) H2 ≅ Q−(Sym2(R2),−Q2), where

Q2 is the quadratic form Q2 =
⎛
⎜⎜
⎝

0 0 −1
0 1

2 0

−1 0 0

⎞
⎟⎟
⎠

in the basis (X2,XY,Y 2), invariant under the PSL2R

action on Sym2(R2). We then identify ∂∞H2 ≅ Ein1,0 = PQ0(Sym2(R2),−Q2 ), the set of projective
homogeneous quadratic polynomials with repeated real root. Up to pre-composing by the identifi-
cation ∂∞Γ ≅ Ein1,0 depending on ρ0, the Q0-Anosov boundary map of ρ is the PSL2R-equivariant
transverse map ξ0 ∶ Ein1,0 → Ein2,3 = PQ0(Sym6(R2),Q6) given by [P ] ↦ [P 3]. This follows from the
uniqueness of ξ0 and the dynamics of the action of Γ on ∂∞H2 = Ein1,0 as a Fuchsian representation.
Hence,

image(ξ0) = { [L6] ∈ Ein2,3 ∣ L ∈ Sym1(R2)}.
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In general, the complement Kρ ∶= Ein2,3 Ó Ωρ of the domain Ωρ is a locally trivial RP2-bundle
over image(ξ1) [GW12, Page 36]. However, in this simplified case, we can describe K ∶=Kρ, Ω ∶= Ωρ
more precisely. Using the transitive PSL2R action on image(ξ0), for any L = aX + bY ∈ Sym1(R2),
one finds that

Ann( [L6] ) = { [L4Q] ∣ Q ∈ Sym2(R2) },(5.10)

since (5.10) holds at L = X by our identifications from Table 1 and the fact that B from (5.1) is
an R-cross-product basis. In particular, if P ∈ PSym6(R2) has a multiplicity ≥ 4 real root, then
Q6(P ) = 0 automatically. Moreover, the bundle K → image(ξ1) is globally trivial in this case.
Indeed, there is a global trivialization τ ∶ S1 ×RP2 →K as follows: identify S1 ≅ PQ0Sym

2(R2) and
then

τ([P 2], [a ∶ b ∶ c]) = [P 4(aX2 + bXY + cY 2)].
We now give a slightly different description of K. Note that K = ⋃5

i=1O(Pi), where O(x) denotes
the PSL2R-orbit of x ∈ Ein2,3 and

(Pi)5i=1 = (X6, X5Y,X4Y 2, X4Y (X − Y ), X4(X2 + Y 2)).
Write Ki ∶= O(Pi). The set (Pi) serves as representatives for the combinatorial possibilities for the
roots of a sextic with a multiplicity ≥ 4 real root.

Our developing map can be seen to be unrelated to the Guichard-Wienhard construction by
showing that in the case of ρ a G

′
2-Fuchsian representation, the image of dev ∶= devρ intersects

both K and Ω. Again, we factor dev = ψ ○ ϕ as in Section 3.3. To prove the claim, we show
that Ki ∩ image(ψ) = ∅ for 1 ≤ i ≤ 4, but K5 ⊂ image(ψ). By equivariance, we need only show
(X2 + Y 2)Y 4 ∈ image(ψ). To see this, start we use the Frenet frame generators from (5.8). One
then immediately finds (X2 + Y 2)Y 4 ∈ (Q≠0)i, since

(X2 + Y 2)Y 4 = 3

8
(X2 + Y 2)3 − 1

2
(X6 +X4Y 2 −X2Y 4 − Y 6 ) + 1

8
(X6 − 5X4Y 2 − 5X2Y 4 + Y 6 ).

Thus, the 3-dimensional degenerate locus K5 is contained in the image of our developing map:

K5 = { [QR4] ∈ Ein2,3 ∣ Q ∈ Q+(Sym2(R2)), R ∈ Sym1(R2)} ⊂ image(ψ).
On the other hand, the other generators Pi for i ∈ {1,2,3,4} each do not have an irreducible
quadratic factor, meaning Ki ∩ image(ψ) = ∅. We conclude that our (G′2,Ein2,3)-structures are
distinct from those of Guichard-Wienhard.

We now briefly remark on image(ψ) ∩ Ω. The set Ω has four PSL2R-invariant open subsets
Ωi, for i ∈ {0,1,2,3} such that Ω/(∪4i=1Ωi) is nowhere dense in Ein2,3, where Ωi ⊂ Ein2,3 is the
set of projective polynomials [P ] ∈ Ein2,3 with i distinct complex conjugate pairs of roots and the
remaining roots real and distinct. Equation (5.6) from Section 5.2 implies that image(ψ) ∩Ω0 = ∅.
On the other hand, for i ∈ {1,2,3}, the subsets image(ψ) ∩Ωi are open in Ωi, with the complement
Ωi/(image(ψ) ∩Ωi) difficult to describe explicitly.

It remains an interesting open problem to geometrically clarify the (G′2,Ein2,3)-geometric struc-
tures of [GW12]. A first step would seem to be understanding the topology of the compact quotient
M = ρ(Γ) /Ωρ, for ρ a G

′
2-Fuchsian representation. This is currently work in progress.

Appendix A. C∞-Convergence of Solutions to Hitchin’s Equations

In this appendix, we prove the C∞-dependence of the solution to Hitchin’s equations with respect
to the input data of σ, q. This result is needed for the proof of Lemma 4.24. Going forward, we
shall need some global estimates for the cyclic G

′
2-Hitchin system.
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Proposition A.1. Let (ψ1, ψ2) be the unique solution to (2.13) with respect to σ, q. Then the
following inequalities hold globally on S:

∣∣q∣∣2σe−2ψ1−2ψ2 < 3(A.1)

eψ1−5ψ2 < 6

5
.(A.2)

Proof. The estimates are nearly the same as [Eva22, Lemma 4.5]. If q ≡ 0, (A.1) is trivial. Otherwise,
set α ∶= ∣∣q∣∣2σe−2ψ1−2ψ2 . Choose p1 ∈ S such that α(p1) = maxx∈S α(x). On any open set U ⊂ S such
that q(x) ≠ 0 for x ∈ U , define β ∶ U → R by β ∶= logα. Using (2.13), one finds

∆e2ψ2σβ + (6 − 2eβ) = 0.(A.3)

Re-writing ∆e2ψ2σσ(p1) ≤ 0 gives the desired unstrict inequality. Next, observe that the constant
function β0 ≡ log(1/3) is also a solution to (A.3) and β ≤ β0 on all of U . By the strong maximum
principle [Jos13, Theorem 3.3.1], the inequality β ≤ β0 is a strict global inequality or a global equality
on any such set U . However, q must have a zero, so we must have a strict inequality globally.

For (A.2), we find that for

∆e2ψ2σ(ψ1 − 5ψ2) =
1

2
(30eψ1−5ψ2 − 30 − 2∣q∣−2ψ1−2ψ2

σ ) > 1

2
(30eψ1−5ψ2 − 36).

Using ∆e2ψ2σ(ψ1 − 5ψ2)(p2) ≤ 0 at a maximum p2 of ψ1 − 5ψ2 proves the desired result. □

We now prove the dependence result of interest. The case of interest is local. So, fix a point [Σ0] ∈
T (S) and the unique hyperbolic metric σ0 representing the conformal structure on Σ0 = (S,J0).
We recall some details from [Tro92] on Teichmüller space. Define M−1(S),Mk,α

−1 (S) to be the
spaces of Riemannian metrics of constant curvature −1 with of regularities C∞,Ck,α, respectively.
We use the definition of Teichmüller space as T (S) = M−1(S)/Diff0(S). Next, we select a local
slice neighborhood for T (S) in the Banach manifold Mk,α

−1 (S) for the following proof. By [Tro92,
Theorem 2.4.2, Theorem 2.4.5], there is a (6g − 6) dimensional neighborhood U0 ⊂M−1 ⊂Mk,α

−1 (S)
upon which Diff0(S) identifies no two points, so that U is a lift of an open neighborhood U0 = π(U0)
of T (S), where π ∶ M−1(S) → T (S) the quotient map. Then fix a holomorphic sextic differential
q0 ∈H0(Σ0,K6

Σ0
) as well as an open neighborhood W0 of (σ0, q0) in the bundle ⊔σ∈U0

H0(Σσ,K6
Σσ
),

where Σσ ∶= (S,Jσ).
Denote Hk(S) ∶= W k,2(S) as the Sobolev space of u ∈ L2(S) such that X1X2⋯Xju ∈ L2(S) for

j ≤ k and any smooth vector fields Xi ∈ X(M). For k ≥ 2, the Sobolev embedding theorem says
Hk(S) ↪ C0(S). Thus, we can work with honest C0-functions. The following proof is similar to
the proof of [DE23, Lemma 5.12], where an analogous regularity result was proven for the (cyclic)
SL3R-Hitchin equation.

Lemma A.2. The map F ∶ W0 → C∞(S) × C∞(S) is continuous at (σ0, q0), where F (σ, q) ∶=
(ψ1, ψ2) is the unique solution to (2.13) with respect to (σ, q).

Proof. Our goal is to use the implicit function theorem. Again, we take k ≥ N0 to be some large
positive integer and α ∈ (0,1) arbitrary. Define ψ0 ∶= (ψ0

1, ψ
0
2) = F (σ0, q0). Now, consider the map

F̂ ∶W0 ×Ck,α(S) ×Ck,α(S) → Ck−2,α(S) ×Ck−2,α(S):

F̂ ( (σ, q), (ψ1, ψ2) ) = (2∆σψ1 − 5eψ1−3ψ2 + 2∣q∣2σe−2ψ1 − 5

2
κσ, 2∆σψ2 + 5eψ1−3ψ2 − 6e2ψ2 − 1

2
κσ) ,

so that F̂ ((σ, q), (ψ1, ψ2)) = 0 if and only if (ψ1, ψ2) is the solution to (2.13). Observe that the
map F̂ is smooth. Define the linear operator A ∶ Ck,α(S) × Ck,α(S) → Ck−2,α(S) × Ck−2,α(S) by



REFERENCES 45

A ∶= ∂F̂
∂ψ ∣(σ0,q0,ψ0)

. The map A is given by

A = ((2∆σ0 − 5eψ
0
1−3ψ

0
2 − 4∣q0∣2σ0e

−2ψ0
1) 5eψ

0
1−3ψ

0
2

15eψ
0
1−3ψ

0
2 (2∆σ0 − 15eψ

0
1−3ψ

0
2 − 12e2ψ0

2)
) =∶ (A1,1 A1,2

A2,1 A2,2
) .

We first show A is injective. Suppose that A(w1,w2) = 0 for some w1,w2 ∈ Ck,α(S). Then
⟨A(w1,w2), (w1,w2)⟩L2

σ0
(S)×L2

σ0
(S) = 0. Writing out this pairing, one finds it has a sign. First,

split ⟨A(w1,w2), (w1,w2)⟩ into two terms as follows:

⟨A(w1,w2), (w1,w2)⟩L2
σ0
(S)×L2

σ0
(S) = [⟨2∆σ0w1 − 4∣q0∣2σ0w1, w1⟩ + ⟨2∆σ0w2, w2⟩]

+ ∫
S
5eψ

0
1−3ψ

0
2(4w1w2 −w2

1 − 3w2
2 −

12

5
e5ψ

0
2−ψ

0
1 w2

2)dVσ0
Observe that the first term is ≤ 0 by the divergence theorem:

∫
S
u∆σ0udVσ0 = −∫

S
⟨∇σ0u,∇σ0u⟩dVσ0 ≤ 0,

for all u ∈ H2(S). Of course, 4w1w2 ≤ w2
1 + 4w2

2. Hence, the second term is non-positive by
the inequality 12

5 e
5ψ0

2−ψ
0
1 > 2 that follows from Proposition A.2. These arguments show that

⟨A(w1,w2), (w1,w2)⟩ ≤ 0 with equality if and only if w1 = w2 = 0. Thus, A is injective.
We now show A is surjective. Note that the linear transformationK ∶ Hk(S)×Hk(S) → Hk−2(S)×

Hk−2(S) by K ∶= ( 0 A1,2

A2,1 0
) is compact. Indeed, this follows by the Rellich compactness theorem

[Tay11, §4 Proposition 3.4] that Hk(S) ↪ Hk−2(S) is compact. Classical elliptic PDE techniques

show that T ∶ Hk(S) × Hk(S) → Hk−2(S) × Hk−2(S) by T = (A1,1 0

0 A2,2
) is a linear isomorphism.

Indeed, each A1,1,A2,2 are injective by a pairing argument similar to the above proof for A. Then
since ∆σ0 ∶ Hk(S) → Hk−2(S) is Fredholm and of index 0 [Hör07, Theorem 19.2.1], the maps
Ai,i = 2∆σ0 + Ki,i are Fredholm and of index 0 too, showing both maps Ai,i are isomorphisms.
Hence, A = T +K is of index 0 as well, so that A ∶ Hk(S)×Hk(S) → Hk−2(S)×Hk−2(S) is surjective
since it is injective (by the same argument above). Hence, take any (v1, v2) ∈ Ck−2,α(S)×Ck−2,α(S)
and we have (w1,w2) ∈ Hk(S) ×Hk(S) such that A(v1, v2) = (w1,w2). But then elliptic regularity
says that (v1, v2) ∈ Ck,α(S), meaning the original map A ∶ Ck,α(S) × Ck,α(S) → Ck−2,α(S) ×
Ck−2,α(S) is surjective. Then by the open mapping theorem we conclude that A is a topological
linear isomorphism.

Finally, we may apply the implicit function theorem for Banach spaces [Lan99, §1 Theorem
5.9]. We get a neighborhood Uk of (σ0, q0) in W0 such that Fk ∶ Uk → Ck,α(S) × Ck,α(S) is
smooth, where Fk(σ, q) is the unique solution to (2.13). Of course, Fk is just ιk,α ○ F , where
ιk,α ∶ C∞(S) × C∞(S) ↪ Ck,α(S) × Ck,α(S) denotes the inclusion map. We conclude the map
ιk ○ F ∶ W0 → Ck(S) × Ck(S) is continuous at (σ0, q0) for all k sufficiently large. Thus, for any

sequence xk ∶= (σk, qk) ∈W0 such that xk → x0 ∶= (σ0, q0), then F (xk)
Ck→ F (x0) for all k and hence

F (xk)
C∞→ Fi(x0), so that F is continuous at (σ0, q0). □
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