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We present a framework to describe completely general first-order perturbations of static, spa-
tially compact, and locally rotationally symmetric class II spacetimes within the theory of general
relativity. The perturbation variables are by construction covariant and identification gauge invari-
ant and encompass the geometry and the thermodynamics of the fluid sources. The new equations
are then applied to the study of isotropic, adiabatic perturbations. We discuss how the choice of
frame in which perturbations are described can significantly simplify the mathematical analysis of
the problem and show that it is possible to change frames directly from the linear level equations.
We find explicitly that the case of isotropic, adiabatic perturbations can be reduced to a singular
Sturm-Liouville eigenvalue problem, and lower bounds for the values of the eigenfrequencies can be
derived. These results lay the theoretical groundwork to analytically describe linear, isotropic, and
adiabatic perturbations of static, spherically symmetric spacetimes.

I. INTRODUCTION

In the last few years, we have witnessed a true renaissance of relativistic astrophysics. The detection of gravi-
tational waves [1] and the first images of the shadows of supermassive black holes [2] have brought a new wealth
of data to the research community. It has, therefore, become paramount to devise new tools that allow for a clear
interpretation of the latest data and deepen our understanding of relativistic astrophysical systems.

Due to the fundamental nonlinear nature of the field equations of the theory of general relativity (GR), finding
exact solutions for these systems, even assuming highly symmetric setups with simple source fields, is a formidable
task. Indeed, although several exact solutions have been found in vacuum or in the presence of matter, many of the
latter type of solutions are, in general, not suitable to accurately model physically meaningful setups, especially in
the so-called strong field regime, where relativistic gravitational effects play a pivotal role in the dynamics of the
matter fields.

To circumvent the limitations in the applicability of idealized solutions, various perturbative schemes were devel-
oped to linearize the field equations and study perturbations of exact solutions. Indeed, the study of perturbations
of black holes has been an area of intense development in the past few decades. Combining the advent of numerical
relativity techniques with the analytical results from linear perturbation theory for vacuum solutions ultimately
allowed for identifying patterns in the data and detecting gravitational waves. On the other hand, in the case of
compact stars, several open problems remain in developing analytic tools to study perturbations of this type of
objects. Especially in the strong field regime, we have so far relied almost exclusively on numerical methods to
evolve the full nonlinear equations of GR. These methods allow us to understand oscillations of compact stellar
objects in great generality, but carry the inevitable limitation of purely numerical approaches. Hence, there is a
need for analytic methods that could complement the numerics in a synergic way.

The problem of linear perturbations of massive astrophysical objects is markedly different from black hole pertur-
bations. Black holes are described by vacuum solutions of the Einstein field equations. In contrast, compact stellar
objects are described by solutions of GR with matter fluid sources characterized by perfect fluids with complex
equations of state, fluids with non-trivial anisotropic pressure terms, or non-perfect multifluid models. Understand-
ably, the evolution of the perturbations of these solutions is strongly tied to the properties of the matter fluid where,
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in general, anisotropies and momentum flows may be generated, even at a linear level, which then act as sources of
shear and vorticity.

In 1964, by encoding the spacetime perturbations directly in the choice of gauge, Chandrasekhar derived for
the first time in Refs. [3, 4] an equation to describe isotropic, adiabatic perturbations of static self-gravitating
perfect fluids with a barotropic equation of state. In the 1990s, in Refs. [5, 6], structure equations were derived for
nonradial perturbations of non-rotating perfect fluids. In Refs. [7-10], various extensions were proposed to study
perturbations of slowly rotating stars. However, understanding the perturbative properties of relativistic stars using
those frameworks has remained challenging because of fundamental mathematical limitations and the underlying
methods used by those approaches. For instance, the original radial pulsation equation by Chandrasekhar for
isotropic, adiabatic perturbations relies on the introduction of auxiliary trial functions, making it impossible to
assert the stability of the background solution unequivocally. Moreover, it was later noticed that the choice of
gauge in Ref. [5] leads to a higher-order system of equations when compared to the choice of another gauge because
of an extraneous degree of freedom, adding unnecessary complication to the equations [11]. Several works have
tried to improve these results in the following years, but all versions of those equations remain gauge-dependent.

In geometric gravity theories, the identification gauge problem in perturbation theory arises because, even if
the choice of perturbation variables is physically reasonable, those might depend on the mapping between the
equilibrium and the perturbed manifold. Hence, their values and rates of change are ambiguous. Therefore, to
develop a rigorous perturbative framework in geometric theories of gravity, the perturbation variables have to be
methodically chosen [12, 13].

In the case of vanishing or slow rotation, a Locally Rotationally Symmetric (LRS) metric can be used to success-
fully describe the geometry of the spacetime for the interior of compact stellar objects. This class of spacetimes
was first identified and classified according to their extra symmetries by Ellis [14] and Ellis and Stewart [15] at
the end of the 1960s and is characterized by a local rotational symmetry at every event. Many spacetimes of
interest in astrophysics and cosmology belong to the LRS class. Examples are the Bianchi cosmologies [16], the
Lemaitre-Tolman-Bondi spacetime [17-19], the Oppenheimer-Snyder spacetime [20], and the vacuum Schwarzschild
spacetime.

Recently, a new formalism has been proposed that is especially suitable to deal with LRS spacetimes: the 1+1+2
covariant approach [21-23]. This formalism, analogous to the better-known covariant 143 formalism extensively
used in cosmology [24-26], is based on the procedure of covariant spacetime threading. It can also be considered a
semi-tetradic approach to the description of spacetimes, which makes full use of the symmetries of the spacetime.
The covariant approaches have two important properties: (i) they allow the maintenance of covariance at all stages
of the calculations, and (ii) they enable the description of spacetimes in terms of well-defined physical quantities.

Analyzing LRS spacetimes with the 1+1+2 formalism can reveal many important aspects of these spacetimes
and their physical processes. For instance, in Refs. [27, 28] it was found a covariant formulation of the Tolman-
Oppenheimer-Volkoff equation for perfect fluids and fluids with non-trivial anisotropic pressure terms, allowing
for the derivation of new solutions. In Ref. [29], using this formalism, it was proved a generalization of Derrick’s
theorem, showing that the conclusion of the original theorem holds independently of the geometric properties of
the spacetime. In Ref. [30], the 14142 formalism was applied to the Einstein-Cartan theory to derive the general
structure equations for static, isotropic spacetimes, which were then used to find the first known regular solutions
suitable to model the interior of massive astrophysical objects. However, the power of covariant formalisms is truly
revealed in the context of perturbation theory. Indeed, these approaches are the cornerstone for constructing a
covariant, gauge-invariant theory of perturbations, which can be employed in many contexts. In particular, the
14142 formalism has been used to describe tensor perturbations of Schwarzschild black holes [21], to describe
complex interaction between gravitational and electromagnetic degrees of freedom [31], or to study cosmological
perturbations [32, 33].

The scope of this work is to construct a completely general covariant and gauge-invariant perturbation theory
of non-vacuum, static, spatially compact LRS II spacetimes. Moreover, as a first application, we aim to describe
the dynamics of adiabatic isotropic perturbations. Using the covariant nature of the equations, we will be able
to describe the evolution of the perturbation equations from the point of view of an observer locally comoving
with the fluid and one which is static with respect to an observer at spatial infinity. For both cases, we propose a
method to find a family of exact solutions in the form of a power series for a wide variety of background solutions.
We will also prove that the perturbation equations with appropriate boundary conditions constitute a singular
Sturm-Liouville eigenvalue problem with a limit-point-non-oscillating endpoint, which, to our knowledge, has not
been rigorously proven before. Using this property, we will be able to establish lower bounds for the absolute value
of the fundamental eigenfrequency in terms of quantities of the background equilibrium solution.

The paper is organized as follows: Section II summarizes the 1+1+2 formalism for a generic spacetime. In
Section ITI, we derive the linearized covariant gauge-invariant perturbation equations for a static, spatially compact
LRSIT background, and we perform a harmonic decomposition, in particular, isolating even and odd perturbations.
In Section IV, we focus on adiabatic and isotropic perturbations, writing the equations in a comoving frame and



a static frame, and for each frame, we properly define the boundary value problem. Here, we show that the
perturbation equations in the static frame form a Sturm-Liouville eigenvalue problem and derive lower bounds
for the values of the fundamental eigenvalue. Last, we summarize and draw some conclusions in Section VI. The
paper also contains four appendices. In Appendix A, we present the Einstein field equations in the language of the
14142 formalism, and in Appendices B and C we display the linearized field equations for the two sets of gauge
invariant quantities adopted in the body of the text. In Appendix D, we present the definitions and properties of
the eigenfunctions of the covariant Laplace-Beltrami operator on 2-hypersurfaces. In Appendix E, we discuss the
effects on the equation of state of a generalized Lorentz boost between two frames.

Throughout the article, we will work in the geometrized unit system where 87G = ¢ = 1, and consider the metric
signature (— 4+ ++).

II. THE 1+1+4+2 DECOMPOSITION

To construct a general set of gauge-invariant, covariant equations for the perturbations of locally rotationally
symmetric class II spacetimes, from hereon LRS II [15], we will adopt the language of the 1+142 covariant for-
malism [21-23]. In this section, we will then introduce the basic quantities and conventions used throughout the
article.

A. Projectors and the Levi-Civita volume form

Consider a Lorentzian manifold of dimension 4, (M, g), where g represents the metric tensor, admitting in some
open neighborhood the existence of a congruence of timelike curves with tangent vector field u. We will assume that
the congruence to be affinely parameterized and u,u® = —1. Without loss of generality, we can locally foliate the
manifold in 3-surfaces, V', orthogonal at each point to the curves of the congruence, such that all tensor quantities
are defined by their behavior along the direction of w and in V. This procedure is usually called 143 spacetime
decomposition. Such decomposition of the spacetime manifold relies on the existence of a pointwise projector to
the cotangent space of V', which can be naturally defined as

hap = gap + uaug , (1)

where g.3 represents the components of the metric tensor in some local coordinate system, with the following
properties

haﬁ = hﬁa ) haﬁhﬁ’y = ho” ) (2)
hozﬂuazo, haa:?).

The 14+1+2 decomposition builds from the 1+3 decomposition by defining a congruence of spacelike curves with

tangent vector field e such that any tensor quantity defined in the submanifold V' is defined by its behavior along e

and the 2-surfaces W, orthogonal to both u and e at each point. We shall refer to each surface W as “sheet”. We

will consider that the spacelike congruence is affinely parameterized and e,e® = 1. We can then define a projector
onto W by

Naﬁ = haﬁ — €afg, (3)
verifying
Naﬁ:NﬁOta NQﬁNﬁ’Y:NQ’Y5 (4)
Nagua = agea = 0, Naa =2.

It is useful to introduce the following tensors derived from the covariant Levi-Civita tensor €440,

o
Eafy = €aBryoll
Eap = Eaﬁ'ye'y >



with the following properties

€apy = ElaBn]» €ap = E[aB]»
Eapyt’ =0, €apU® = €qpe® =0,
EQB,YE‘LWU = Gh‘u{a hUBh,Y]U EQBEWJ = N#aNV,B — N‘u,gNya (6)
EapyeT = ho!'hg” — hgt'hy" €a'€8y = Nag ,
sawaﬂ“" =2h.", Eafy = €aEBy — €BEay + €xEaf

where in the right-hand side of the relation for e,5,6"*"? the anti-symmetrization is to be considered on all, and
only, the lower indices. We will adopt the convention to indicate the symmetric and anti-symmetric part of a tensor
using parentheses and brackets, such that for a 2-tensor x

1
X(a) = 5 (Xap + Xpa) »
(7)

1
X[ag) = 5 (Xas = Xga) -

B. Covariant derivatives of u and e
1. Decomposition of the covariant derivatives on the sheet W

Using the definitions of the projector operators onto the surfaces V' and W, the covariant derivatives of the
tangent vector fields u and e can be, at each point, uniquely decomposed in their components along u, e and in W.!
For notational convenience, given a tensor quantity , throughout the article, we will use the compact notation

X =u'Vux, X =e"'Vux, (8)

to represent the derivative along the integral curves of the vector field v and the derivative along the integral curves
of the vector field e, respectively.
The covariant derivatives of the tensor fields u and e on the sheet can be uniquely decomposed as

1 _
daug = Na”]\]ﬁl’v#ul, = §Naﬁ9 + Xap + a5, (9)
where
0 = Sou®,
Eaﬂ = 6{auﬁ} ) (10)
1
Q= Mo,
and
1
6aeﬁ = ENaﬁQb‘FCaﬁ +€apé, (11>
with
¢ = 6;16“ )
Caﬁ = 6{aeﬂ} ) (12)

1
5 = ngjéueuu

where the curly brackets represent the projected symmetric part without trace of a tensor in W, that is, for a tensor
Xags

Nag

X{apy = | N (@lNg)” = == N Xy - (13)

1 Although it is an abuse of language, we will refer to the tensor fields h and N as projectors onto the space V or W, being implicit
that we mean that the projection is onto the respective tangent and cotangent spaces.



Using the 2-form €,4, a completely anti-symmetric tensor defined on the sheet, xas = X[ag) = N[ Ng)" Xuw, can
be written as

1 v
X[ap] = €aB (55# Xul/) . (14)

2. Decomposition of the covariant derivatives on V'

The decomposition of the projected covariant derivatives of u onto V is given by

Doug = ho*hg"V,u, = %haﬁG + 0ap + Wag , (15)
with
6 = h*'D,u, , (16)
0ap = Diqupgy, (17)
Wap = W1 Dy, (18)

where we used the angular brackets to represent the projected symmetric part without trace of a tensor on V', that
is, for a tensor, xag,

v hOt,B v
X(ag)y = [P (ahg) —Th” X - (19)

The scalar and tensor quantities in Egs. (16)—(18) can themselves be further decomposed in their contributions
exclusively on W and along e, such that

0=0+19, (20)
where 0 is defined in Eq. (10) and
U= —ut(e"Dye,) = —ut'e,; (21)
1
Oap = Dap +2X(ep) + X <6a65 -3 aﬁ) , (22)
with
Yap = O{ap} ;
Yo = Naueyouu ’ (23)
Y =el'e’o, = —N"oy,,
and
Wap = Eapp (e + Q) (24)
where 2 is given in Eq. (10) and
[e3% 1 (e v
Q% = §Nv e Dyu, . (25)
The quantities 6, 3, § and ¥ are not independent, in fact:
~ 2
f=-60-% 26
203, (26)
1
9= 59 +X; (27)

as such, when setting up the 1+1+2 formalism, only two of those quantities are chosen. The convention followed
here uses the variables 6 and X.
For the projected covariant derivative of the vector field e on V' we have

Doeg = ho''hg"V e, = daep + eqag, (28)
where dqe5 is given by Eq. (11) and

ao = €"Dyeq =2, . (29)



8. Decomposition of the covariant derivatives on the full manifold

Finally, we can decompose the total covariant derivatives of u® and e®, such that

Valg = —Uq (./465 + AB) + Dayug, (30)

with
A= —uuz.L”V,,e“ = —u,éH, (31)

Ao = a,uuﬂ )
and
1
Vaesg = Daeg — uqag — Auqug + <§9 + Z) eatg + (Lo — an)ug, (32)
where

o = hot'éy . (33)

C. Covariant derivatives of the projectors and the Levi-Civita volume form

Gathering the results in subsection II B, the covariant derivatives of the tangent vector fields v and e can be
written as

1 1
5QUﬁ = NQ“N[;VV#UU = Naﬁ (59 — 52) + Eaﬁ + EaﬁQ,

1
Dauﬂ = ha#hﬂvvuuy = (5au5 + (59 + E) eqeg + 22((165) - gaMQ“elg + eag,@”Q“ , (34)
Vaug = Daug — g (Aeﬁ + Aﬁ) ,
and
1
5a€ﬁ = NQ‘“Ngl’V#el, :§NQﬁ¢ + Caﬁ + Eaﬁf,
Doeg = ho''hg"V e, =dqep + eqaag , (35)
1
Vaepg =Dqeg — ugag — Auqgug + (59 + E) eatg + (o — cap¥) ug.
From these relations, we find the following expressions for the covariant derivatives of the projector tensors:
604Nﬁ'y =0, vpaaﬁ’y5 =0,
e’ D, Nog = —2e(qap), UMV Eapy = Eapyu (Aet + AH) | 26
UHV#NQL.; = QU(Q.A,@) - 26((1013) > Da{:‘ﬁry(; = O, ( )
Dahﬁ.y =0, u“V#haﬁ = 2U(o¢| (AGVJ)) + A\B)) .

D. Weyl and stress-energy tensors

For the Levi-Civita connection, the Riemann tensor can be defined by the Ricci identity valid for an arbitrary
1-form y:

Raﬁ(spxp = (VQVQ - nga) X6 - (37)

In the case of a manifold of dimension 4, the components of the Riemann curvature tensor, R.gys, can be written
as the following sum

1
Raﬁ'yé = Caﬁ'yé + Ra[vgé]ﬂ - Rﬂ[vgé]a - gRga[v YRR (38)



where Cng+5 represent the components of the Weyl tensor, R,g := Raus" the components of the Ricci tensor and
R the Ricci scalar. The Weyl tensor plays a pivotal role in relativistic gravity, describing the tidal forces and the
properties of gravitational waves. Remarkably, the Weyl 4-tensor can be completely characterized by two 2-tensors,
defined as

Ea,g = Caulgl,u”u”, (39)
1
Haﬁ = §5auyo,uuﬁéuév (40)

respectively referred as the “electric” and “magnetic” part of the Weyl tensor, both symmetric and traceless tensors,
such that

Caﬂvts = —Ealguaws,,EV“ — QUQE[;[,YU(;] + QUﬂEahu(;] — 28(1,3”[’[“[7115] - 2EHV§H“{QU5] . (41)

In the 14142 spacetime decomposition formalism, the components of the Weyl tensor are given by

1
Ea,g =& (eaeg - 5 aﬂ) + Sae,g + eaf,’,g + gag ,

) (42)
Hog=H <eaeﬁ —3 aﬁ) + Haeg +eaHp + Hag,
where
E=E,e'e" =-N"E,,, H=el'e"Hy, = —-N"H,,,
Ea = No'e"E,, = e" N, E,,, Ho = Not'e"H,, = e Ny"Hy,, | (43)
Eap = Ef{apy » Hap = Hiapy -

We shall also decompose the metric stress-energy tensor, with components Ti,3 in a local coordinate system, in
terms of its pointwise projections onto u, e, and W:

1
Tap = puaug + (p+ 1) eaes + (p - §H) Nop +2Qe(atp) +2Q@up) + 2l ep) +ag, (44)
with
n= u“u”Tm, s Qo = —NQ#UUT,W = _UHNQUTAW )
1
p=3 (e'e” + NM) T, , I, = No"e" Ty = e N T
1 8 8 (45)
HZg a5(2eo‘e — N¢ ), HQBZT{a/g}.
Q= —e"u'T,, =—u'e"l,,
Moreover, we have the following equations
pr =ele!T,, =p+11,
1 (46)

—II,
2

relating, respectively, the 14142 variables p and II with the “radial” and “tangential” components of the pressure.

1 v
pngN'u T,uu:p_

E. Commutation relations

Given a scalar field x in (M, g), using the 14142 spacetime decomposition, we have the following useful com-
mutation relations for its covariant derivatives:

O 1 o
X—X= <§9+E>X—Ax—I—(E#—FEWQV—a#)(S“X,

) 1 1 ~ .
601).( - Na# (6MX) = (ge - §E> 6aX + (Eau + Eauﬂ) 5#)( + (Ea - EauQ# + aot) X — AOzX7 (47)

~ = 1 L~
§O¢X — N,/ (5HX> = §¢50¢X + (Ca“ + 5&“6) §HX - 25(1”9”)( + Xaq ,

5a5ﬁX - 6ﬁ5ax = 25aﬁQX - 25&#’55(\-



In the case of the covariant derivatives of a 1-form field x defined on the sheet, that is xo = Na'x,, the
commutation relations take the form:

_ L 1 . . v
No'Xp — Not (Xu) = <§9 + E) No'Xu — ANoM X + X (B + ") Ao (48)
+ (E'u + E#UQV — CY'LL) (5HXO‘) + Ea#XuHu
) y . ~ . 1
SaXp = Na'Ng" (0px)" = (o + e = 2an®) Ng" X = AaNg" X = 5 NapQ"xp + Hass"xp

. [Na# (%9 _ %z) S sam] (5x58) — X (G + £a€) s (49)

1 1 1 1
+ Xa [./4,@ (59 — 52) + 5@3 — §¢a5] + Xu (Bt + Q) Ag,

~ — ~ . 1
daXp — Not'Ng” (5HXV) = aaNg" Xy — 260, M Ng" X0 + (§Na“¢ + G+ 50/“5) duXp
1 1 1 1
wy (2 _ = e T4 — =
+ Xa |:(EB + EﬂHQ ) (36‘ 22) &g 21_[,3 2(;5(15]
+ X [(Ba! +€a"Q) (Zp + oY) = (G + €a€) ag]
1 1 1
+ Naﬂxu |:(€'u + §H'u — (ge — 52) (E'u + E#UQU):|

= Xu (Bap +€apfd) (B +"Q,)

(50)

1 1

. . 1 S| 1
608Xy — 050aXy = 2€agNy" (XuS2 — Xu€) + 2Xja N g1y l(ge - 52) - Z¢2 +E&+ §H -3 (n+A)

+2 (Do + 1) (B +€1812) = (Cat™ + €101”€) (Co1y +€1810E) ] X

11 1 1
+2 [<§9 - §E> (Clof + 211" Q) = 50 (Qot” + €100€) = gﬂ[a“} Nigxu

(51)

11 1 1
+ 2Xa {(59 - §E> (Zia1y + €180 ) = 5¢ (Gory + €181€) — §H|ﬁh] :

F. The set of 14+1+2 equations
The 14142 variables introduced in the previous subsections completely describe the geometry of the spacetime

manifold and the properties of the matter fields that permeate it. Using the Ricci and Bianchi identities and the
Einstein field equations for the theory of General Relativity,

1
Rag — igaﬁR =+ gagA = Taﬁ R (52)

where A represents the cosmological constant, we can find a set of evolution, propagation, and constraint equations
for the 14142 variables. In Appendix A we give the general set of these equations. Using the freedom of choice of
frame to describe the setup and providing an equation of state for the matter fields, those equations form a closed
system, describing the geometry of the manifold and the dynamics of the permeating matter fields.

IIT. LINEARIZED EQUATIONS FOR THE PERTURBED SPACETIME
A. Background spacetime

Having properly introduced the 14142 covariant formalism, we are now in a position to derive a set of covariant
and gauge invariant equations to describe linear order perturbations of a spacetime assumed to be static, LRS 1II,



and permeated by a general matter fluid. As is customary in relativistic perturbation theory, throughout the article,
we will refer to the unperturbed spacetime as the “background spacetime”.

For a proper choice of frame, in an LRS II spacetime, all covariantly defined vector and tensor quantities of
the 14142 decomposition can be made to vanish identically. If, in addition, the spacetime is static, we can align
the u vector field with the timelike, hypersurface orthogonal Killing vector field, such that all dot-derivatives of
the covariantly defined quantities are zero and the scalars {6,%,Q, &, H, @} also vanish. Hence, a static LRS II
background spacetime can be completely characterized by the quantities {¢g, Ao, £o, 10, Po, Ho, A}, which satisfy
the following equations

~ 1
Ao = 5 (po +3po) — A — Ao (Ao + o) ,

2
1, 2 1
= ——¢5 — = A) — =11y —
b0 2% 3(#04- ) 5o &,
SRS 3 (53)
Do+ 1lp = — §¢0+A0 ITp — (po + po) Ao ,
~ 1. 1~ 3 1
& — ghHo + 51l = —5d0 (50 + 51_10) ;
and the constraint
3
M0+3p0—2A—3A0¢0=—§H0+350, (54)

where the subscript “0” from hereon will be used to refer to the quantities that characterize the equilibrium
configuration. The system is closed by providing an equation of state that relates the pressure components, pg and
Iy, with the energy density, g, or some functional dependencies for these matter variables are imposed.

B. Gauge invariant variables

Following the Stewart-Walker lemma [12], to write a set of equations for the linear perturbations that are identi-
fication gauge invariant, we will consider perturbation variables that either vanish in the background spacetime or
are scalars with the same constant value in the background and the perturbed spacetimes (e.g., the cosmological
constant). Since the background spacetime is assumed to be static LRS II, provided the choice of frame adopted in
the previous subsection, all vector and tensor quantities can be used as identification gauge invariant perturbation
quantities. Moreover, for such spacetimes, the scalars {6,%,Q, &, H, Q} are identically zero, hence are identification
gauge invariant quantities. Then, we only have to find a set of variables that vanish in the background spacetime,
and that can be used to characterize the linear perturbations of the remaining scalars, i.e. {A,, &, u,p,I}. Given
the symmetries of the background spacetime, two natural sets of variables can be adopted. The first one is given
by

Ay :=0,A, Fo =000, Eq =08, (55)

My i=Oalt, Vo :=0ap, Pq:i=0du1l,
which represent the gradients on the sheets of the various scalar quantities that describe the background spacetime.
The second one instead contains

A=A, F:zq.ﬁ, E:=¢&,

. (56)

m:=pg, p:=p, P:=II,
which represent the dot-derivatives of the various scalar quantities that describe the spacetime. In a static LRS II
background, both the d-gradients in Eq. (55), which are vectors, and the quantities in Eq. (56), which are related
to the proper-time variation, vanish. Therefore, the quantities of the sets above can be used as gauge invariant
variables that characterize the linear perturbations of a static LRS II spacetime.

In principle, we can use either set among Eq. (55) and (56). Moreover, as shown in Eq. (C34), the above
perturbation variables are not independent. Then, in general, we can also construct a set of variables containing
elements of both Eq. (55) and (56), provided that they form a closed system. Note, however, that dependence does
not imply equivalence. For example, the J-gradients variables in Eq. (55) preserve the information regarding the
degrees of freedom on the sheet, however, if we only perturb the background spacetime in directions parallel to
the u and e vector fields, these variables by themselves are not suitable to fully describe the perturbed spacetime,
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as they will remain identically zero. Conversely, the variables in Eq. (56) can be used to fully characterize linear
perturbations of {A4, ¢, &, i, p, 11}, only losing information in the case of constant-in-time perturbations. Thus, this
second set of variables can appear more convenient to analyze the dynamics of the perturbations. The drawback
is that some of the linearized 14+1+2 equations for the variables (56) are second order in time (cf. Appendix C),
introducing extra complexity to the problem. Then, in what follows, we will opt for using the §-gradients in
Eq. (55) only to describe vector and tensor perturbations, since those will be characterized by first-order equations.
Conversely, we will use the variables in Eq. (56) to describe the scalar modes.

C. The linearization procedure

The procedure to find the set of gauge invariant structure equations for linear perturbations of static, LRS II
spacetimes is relatively straightforward, although rather laborious. After choosing the gauge-invariant quantities
from those in Egs. (55) or (56), we deduce the equations for these quantities by applying the projected derivative
operators “dot" and J, to the 1+1+2 equations in Appendix A. Then, using the commutation relations in subsec-
tion ITE, we express all gauge-dependent terms as a combination of gauge-independent quantities. Successively, the
terms containing the products of two or more first-order quantities are discarded as higher order. We present in
Appendices B and C the general set of gauge independent field equations, valid at linear level, for the perturbations
for both the J-gradients and the dot-derivatives variables, respectively. As explained above, we will opt to use a
mix of these equations to describe general linear perturbations. However, the set of equations in each appendix
mentioned above is completely general and can be used by themselves.

D. Harmonic decomposition

The sets of the linearized equations in Appendices B and C form two systems of partial differential equations.
The appearance of J-derivatives makes the system particularly complicated to integrate, such that finding solutions,
even in relatively simple setups, an intractable problem. Following Refs. [21-23], to transform this system into a
system of ordinary differential equations (ODEs) valid at linear level, we can use the fact that the background
spacetime is static and LRS II.

Using the eigenfunctions of the projected covariant Laplace-Beltrami operator, §2 = §,,6*, locally defined on the
sheets of the LRSII background spacetime, we can make a harmonic decomposition and write the various quantities
that characterize the perturbed spacetime as a linear combination of these eigenfunctions. In Appendix D, we list
the definitions and various useful properties of the scalar, vector, and tensor harmonics of the §2 operator. Then,
given some scalar, 1-tensor, or symmetric, traceless 2-tensor quantity defined on a sheet of the perturbed spacetime,
Say X, Xa OF Xag, at linear level we can formally write these as the following infinite sum

x =,

Xo = UEVIQW L T QW) (57)

X

_ gk T) Ak) | 5k T) ~(k)
Xap = VDN +. QL

where summation or integration in the Laplace-Beltrami eigenvalue & (the so-called “modes” ) is assumed, depending

on the geometry of the sheets. We will use the compact notation \Ilgf’s) to refer to the harmonic coefficients

(K, V)

X to refer to the coefficients

(k,T)
X

associated with the eigenfunctions Q) of the scalar quantity Y, \I!§<k’v) and U

associated with the eigenfunctions Q((f) or Q((f) of the 1-tensor quantity ., and \Ilgf’T) and ¥ to refer to the

coeflicients associated with the eigenfunctions Q((fg or ijg of the 2-tensor quantity xag.

Additionally, since the background spacetime is assumed to be static, we can Fourier transform the harmonic
coefficients of Eq. (57), explicitly factorizing their time dependence, writing them as a linear combination of the
eigenfunctions of the Laplace operator in R (or some subset of it) for the appropriate boundary conditions. That

is, we can write all coefficients for linear perturbations: \D&k’”, where I = {S,V,T}, as linear combinations of
the eigenfunctions e?*”, where 7 represents the proper time of an observer with 4-velocity u and v represent the
eigenvalues of the Laplace operator in that manifold. The scalar v takes discrete or continuous values depending
on the chosen boundary conditions. To make this idea precise, consider the time-harmonic functions 7) with the
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following properties

TO) — juT®)

7O = 5,70 = 0, (58)
U =dv =0,
. ~(v) .
where i represents the imaginary unit. These properties imply that T~ = — AT, from which we find
U= —on . (59)

Knowing the function Ay = Ap () in the background, where {x*} represent some local coordinate system, Eq. (59)
allow us to relate the eigenfrequencies v defined with respect to 7 and the eigenfrequencies defined with respect to
the 2V time coordinate.
Gathering these results, formally, we can expand any scalar, 1-tensor or a symmetric, traceless 2-tensor charac-
terizing first-order quantities as
x = Uk gk pv)

X

—(v,k,V) = "
Yo = (TEVQP + T QP ) T, (60)

X

Xas = (WL + T QW) T,

where either discrete sums or multiple integrals in v and k are assumed, once again, depending on the boundary
conditions of the problem.

Using the harmonic decomposition just described, we can turn the sets of partial differential equations in Ap-
pendices B and C, in a set of ODEs. We remark, though, that since the different harmonics are not defined for all
values of k, we have to distinguish between the modes where the vector and tensor harmonics are not identically
zero and those where these harmonics are zero. Then, we have the following set of gauge invariant equations for
the linear perturbations that characterize the perturbed spacetime.

E. Even sector
1. k-Modes where {QSTB), Qiﬁ;} #0

Equations for the kinematical quantities associated with the timelike congruence

o Evolution and propagation equations for the harmonic coefficients of gradients of scalar quantities:

1 v I (v T 1 v v k2 v
~ivw S = R = AgwhY) — = (R 4 gut ) - Sy

61
(v,k,V) 3 (v,k,V) (61)
+ Ao ¥ + §¢0+2A0 v, ,
L e A
(62)
1 v 1_w v

A T N

3-(0kS)  =(vkS)  3k? ok V) = (0kV) 3 _(vks) 9 0.k,
SRS GRS = S5 (wph ) TP ) - Sl - Zgeu (63)

o Evolution and propagation equations for the harmonic coefficients of vector quantities:

—(v =(v [3) 1 v
2Ty V) 4 GORY) Z gk ST — Ak, (64)



v (\If(vkv) +\I!§2Ukv

(v,k,V) V) v,k,V

\If(vk )—l—\I/ ——\If(vks)+3 \If(vks)——¢\llvk ( ¢0+2.,40> ( & V)
2 -k (v,k,T) (v,k,V) |
e 1 L

e Evolution and propagation equations for the harmonic coefficients of tensor quantities:

1 v v v, v,
)= (Ao - 50;0) R g leR ) gl 2 x1/< BV,

v,k,1 1 v,k,V v,k,1 v,k,T 1 v,k,1
ZU\I/( 7k7 ) ’]"\I/_(AJC7 ) A{)\I/é 7k7 ) \Ij(g )k) ) —|— —\I/H( 7k7 ) )
T (v,k, T 1 v,k,V (Uki) UkT (Uki)

o Constraint equations for the harmonic coefficients:

v v, 1 v
o (\I]( kV)+\I]( kV))JF;\I,(E,k,S)_

3r

2 v v
_\Ilg k,S) +\I}£2,k,\/)

—(v,k,V)

20, +

Equations for the kinematical quantities associated with the spacelike congruence

¢ Evolution and propagation equations for the harmonic coefficients of gradients of scalar quantities:

iv\I/]g-U’k’V)

2—k% ok
gt =0

— %o (\I/(“ V) L kY 4 \IJ(U k, V)) n lng,k,S)

12

1 2 (ks 1_(uks) K o)
- _W vy _ _W vy _ _Q UV,R,
+ <AO 2¢0) (37' 0 r > T2 a )

T (v - kz v 3 v 2 v 1 v v
\If]% V) _ (¢0 + T_2> \I,((l KV §¢0\I}1(F kV) g\Ijt(“,k,v) . 5\115) V) \IJF(E k) ;

e Evolution and propagation equations for the harmonic coefficients of vector quantities:

~ . v —(v,k,V 1 v 1 Uy
\I}g‘v,k,v) _ Z’U\If((l k) ‘I’g_[ ) _ (AO + _¢O> \Il((l k) + 5\IJ(Q k,V)

<¢0—Ao>( (v,k,V) \I]g)kv)),

e Evolution and propagation equations for the harmonic coefficients of tensor quantities:

1 v,
ZU\IJ(U*’CT (AO——¢O>\I/(UkT)+T\IJ(UkV)‘F‘IJ(HkT),

Skt 1o ky (v,k,T) WkT) Lo (ukT) .
U _;\pg ) — g0 — 0y - 5% :

o Constraint equations for the harmonic coefficients:

2 - kz vk, T v,k,V v,k,V v,k,V
- R gV gtV g Y) =
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Equations for the Weyl tensor components and the matter variables

¢ Evolution and propagation equations for the harmonic coefficients of gradients of scalar quantities:

1=~ v . v, ~ [(F(v,k, v, ) 1 v,
;\Ijg;),k,s) +wq}l(n,ky) N (‘Ifé V) Jr‘I,(E kV) \I,g ,k,V)) - (10 +po)\11§, k,S)
(76)
3 (v.k,s) 1 wh.8) k2 (o)
5 o0y, — (90 +240) UG + S0,
L —wrv)y 1. _wkV) . o (ukV 1 1 (ks 1 (ks
gwkll.(n ) _ 521)\1!1(@ ) _ w\I!]EE ) = (uo + po — §H0 - 350> (Z\II(E ) _ 3—T\I/é ))
3 1 —(v,k,V) (v,k,V) (v,k,V)
- §¢0 Eo + EHO (‘I’Q + ¥y + W, ) (77)

k(1 _(okv) —(0kV) 1 (v,k,S)

1 . v = (v, = (v v v, v v, v
oW B B = (g 4+ o) (AR R YT) g () ) )

1 v v 3
. 5% (\Ij'(3 K, V) +4‘I’1(P ,k,v)) + (5% +Ao) HO\I,((lv,k,V)

3. v K o
— I (5\15% Y 4y *’“*‘”) + el

poRSt
(78)
kY 1@(v,k,V) 1@(v,k,V) _ 9 g kY 1\I/(u,k,V) 1 k)
E + 5% T gTm == 2¢o ( Vg 5% T o m
2 3 2 12
3 1 . y
-5 <50 + 5HO) (‘I’I(F EV) P ¢ ,k,V)) (79)
k2 (k) | Lok
e Evolution and propagation equations for the harmonic coefficients of vector quantities:
. wkVv) | Lowrv)y) (1 1 o wkVv) <(kV) 3 1 0.k, V)
i (wg + 5% )_ (5%—,40) (5% ~ Uy, =5 [+ 5T ol
1 V. —(v,k,V
~3 (o + po + o) (‘I’(z SR ‘I’Ez )) (80)
1 (v,k,S) 2 —k? —(v,k,T)
e 3
or @ + ro M ’
= (v 1~ v, 3 v 1 v 3 1
PRV L gk V) — S (el Sgle R V) S (g 4 ST1p ) wie R V)
2 2 2 2 2
1 1 (v 1 (v
+ Ut gt g qe Y (81)
2=k (e 1 (kT
- plook —pluek
2r < e Ta%n ’
lewrv)y . =wkV) lsowrv) 3 vkV) | 3 okV) L (kv 3 1 ok V
S UMY il Y = St 4 Tt - Swl Y ) T (8 - ST | wik )
1 1
~ L1 \I/‘(gv,k,v) _ _\I/(r};,k,V) B Aoqjéu,k,v)
4 2
2=k (_wrr) 1 (kT
gl T Zglok
+ 4r ( & o I ’



=~k V) 1

~ 2—-k’_(urr) 1 5.5 1 KV
—\IJ(U’k’V) _ gt —\IJ(U’ S) 11 \I/(U )
" 2@ 2r 2r @ fot 5l

(v,k,V (v,k,V v
—( 0+po+ Ho——50> )——¢ ( ’ 6\11<Q”“V>>,

v T (v 1 v v 3 k2 v
’LU\I/(Q Kk V) 4 \I/% K V) — 5\111%) K V) _ \I/)(J K V) 21—[ \I/(U kV) _ 5 \I/%[ k. T)

3 v v,
- (5% +Ao> oY) (Mo +po — —H ) LARREE

o Evolution and propagation equations for the harmonic coefficients of tensor quantities:

v 1 (0 = (v,k,T) v. 1_ (v,
i’U (‘I]‘(g "k’T) + 5\115—1 7k7T>> + \IJ'H = (\I/r(H b V) + 5@2)7k1v)) ( <Z50 + 2./40) g T)
1 1 v
3 (Mo +po +3& — 51_[0) ‘I’(g kT
1=k, = (v,k, (kD) 1 (1 g, v,k, 1 vk,
E\I/(HkT)—\IJ(g kT)_ZU\IJ;[ _;<§qj%k\/)_qj(gkv>>__¢0\p%k:r)
3 1 (v,k,T) v kT)
2 (&0 - 3T ) WERT 1 (260 + 240

2. k-Modes where { &k), _,(f)} Z£0A {Qg}), Q(k)} S k=2

14

(84)

For the k? = 2 modes, the tensor harmonics are not defined, but in general, the vector and scalar harmonics do

not vanish. For those modes, we find the following equations for the harmonic coefficients.

Equations for the kinematical quantities associated with the timelike congruence

o Evolution and propagation equations for the harmonic coefficients of gradients of scalar quantities:

1 v = (v 2 v, 1 .. .
_ivkllé JeS) \yg RV) _ Dowlk V) ‘I’(A kyvy 1 (\I,Sn,k,m N 3\11'(3 ,k,m)
r ’I"

+A0\1/§;*’“V>+( o +2A0) R

2 5u @S _ Lipgoms) g g @hk) g k) - 2 k)
3r 4 r r2 A

1 v v 1 v v
_ g\l’l(n’k’v) _ k) 5\1/]%, RV) | gk

=(0.kS) (kS 3 vk V) =k V) 3 (ks 9 kS
‘I’(E )~ ‘I’((a ) = - (‘I’(E ) Uy’ ) - 5‘1’23 ) Z¢0‘I’(z ),

N W

o Evolution and propagation equations for the harmonic coefficients of vector quantities:

o, \v v v 1 v
20T+ B = wY) S agw Ry,

v. v, 1 v v, v, v,
v (\If( V) 4 \Ilgz kV) ) = (Ao - §¢0> \1154’]6"/) + \Iflg V) \I!( V)4 - \I/( V)

(v,k,V)
TRV L, = 5 0s -

1 v 2 v 3 vk, 1 vk, V v,k,
o T T <§¢0 +2A0) Ty —wl Y,

)

(87)
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o Constraint equations for the harmonic coefficients:

2 _
o (\Ijg,k,x/) 4 \1/;“ ik, V)) 4z \Ij(u k,S) 3_qjéu,k,s) 4 \ng,k,V) _ 2\11$’k’v) —0. (93)
r
Equations for the kinematical quantities associated with the spacelike congruence
e Evolution and propagation equations for the harmonic coefficients of gradients of scalar quantities:

~ v, 1.
wqj(v kV) _ — % (\Ijg,k,v) i ‘I,((;),k,\/) 4 \I/é k, V)) \I,( k,S)
T

1 (v,k,8) ka kV (94)
- (Ao - §¢0> < o ) \If(“ )
eV 2 vy 3 k) 2oy Loy kY
L) — <¢>O+ )\Ifgvﬁkﬁ )—5%‘1’1% - >—§\1/m< - >—§\1/]§, V) _ gk V) (95)

e Evolution and propagation equations for the harmonic coefficients of vector quantities:

v, 1 1
TERY) o) = gt <A0 + —¢0> TR E\I/(Q )

(96)
< b0 - A0> (v —w5™)
o Constraint equations for the harmonic coefficients:
TRV ol B Y) gl B ) — g (97)
Equations for the Weyl tensor components and the matter variables
e Evolution and propagation equations for the harmonic coefficients of gradients of scalar quantities:
1= ) v v,k,V v v 1 v,
;\IJEQ”“’S) iRV = (\I/§2 ) \I/( V) 4 gl ”“’V)) — — (10 +po) WYHS -
3 v @ 2 o,
- Znoqﬂz k:8) _ (¢ +24,) Wk + 3 SwEEY)
1 —wrv)y 1. _wkV) . o (ukV 1 1 (ks 1 (ks
gl’l}\lfl(n ) 5“)\1/1%’ ) ZU\IJ( ) = <,u +po — 51_[0 - 350> <Z\I/(E ) glllé ))
3 1 —(v v
_ 5@50 (80 =+ §HO> (\I/g) k, V) + \I/(E k, V) + ‘Ij((lv,k,V)) (99)

2 (1 _(urv) =(@hkV) 1 (v,k,S)
+ ) (Q\I]Q - Wy - ;QSO\I’Q )

1 v,k,S T (v V T (v V v \4 v V v V v V v V
—i’U\If(Q’k’ ) + \I/P( V) + \IJ;(a e - (MO +p0) (AO\IJ(: V) \I/(,g a )> — Ao (‘I’m( V) + \I/;(a k) + \I}IF’( " )>
1 v ‘/ v ‘/ 3 ‘/
— —¢0 (\IJ}(,‘I ks ) “+ 4\1/( .k, )) + <—¢)0 =+ A‘)) I]()\I/(U’k’ )

2
" (gng,k,\/) N Wf;,k,v)) T+ 2,

(100)
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~ (v 1~ 1~ v 1_ 1
Gekr) L Lgean _ Lgoen _ oy (W]% kv) | Lg@hy) _\Ijl(n,k,\/))

2P 3 2 P 12
3 1 (’U,k,V) (U k V)
-5 (&+ 510 (\IJF — ks ) (101)
2 v,k,V 1 v,k,V

e Evolution and propagation equations for the harmonic coefficients of vector quantities:

v, 1 v, 1 1 v v,k,V 3 1 v
(W gt ) = (g o) (e ) < 8 o) wirt

. ) (102)
L I (\P(v K, V) \IJ(U k, V)) _ _\I/(v,k,S)
5 (o + po + 1lo) + o Q )
~ (v 1= 3 v 1 3 1 Y
vt 4 St = — S (\P(g S 5%"“”) ~3 (50 + §Ho> wiY) .

1 1 1
+ 5\1@% BY) 4 5\11,(11 V) 4 qugp, mV)

lowry)y - =wkV) lowrv) 3 uk V), 3 ok, V ok, V 3 1 v
5\1/; ) — i, —ng )=§50‘1’(A ) 4 +5 glemY) qf]; ) =5 (&0 -3 ) wik)
1 v, v, v
- oo (W) - S M) A,
(104)
(vkV) 1 = (0,k,V) 1 (0,k,8) 1 (v kV)
(v, k V) 1 (105)
. v, T (v 1 v, v 1 v,
w\IJE;,’k’V) + \I/% V) 5\111(9, k) _ \I/,(3 mV) (Mo +po— 51_[0) \Iff4’k’v)
(106)

- gnoqu”>’f>"> - < ¢o + A ) (kv

3. k-Modes where Q% = 0 A { ") ‘SP} =0A {Qgﬁ;, fog} =0: k=0

As mentioned above, for the k-modes where the vector and tensor harmonics are not defined, we cannot use
the equations in Appendix B, since those only relate to vector and tensor quantities, that is, those equations are
trivially verified and do not contain information regarding linear perturbations that are only along the u and the e
directions. Then, to describe the dynamics of the perturbations that are not along the directions on the sheets, we
will use, instead, the relations in Appendix C. The equations for the harmonic coefficients for the k¥ = 0 mode are

W(u05)+ Q\I/(UOS) (\I/(vos)+3‘1,(uos))+A ( \I,(uos)+\1,(uos)>
2

(107)
(3A0+¢ ) UOS AO\Ifl(:U707S),
02 (2g0s) _ gos) _ 1 (\I,(U,O,S)_,’_?)\I,(U,O,S)) +1\I,<vvo.,s>_\1,<v,o.,s>
3 0 ) 3 m p 2 P E (108)

— AT _ g 0S)
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2~ v (v v 3 v
5‘1’2 05) _GOS) _ g0 4 5(250‘1’(2 0.5) (100)
v T = (v ~ =5 1 v v v,
SO RO LB = (o ) (F0 1000 ) s
3 . . v
1, <5‘1’(F 09) | g &S)) < ¢0+2AO) 0.9) (110)
— Ao (W0 4 2w(0))
v, 'U 3 v v,
09 L 05 = (g + 240) UG 2H0\IJ(Z 05 (o + po) W0 (111)

and the constraints

P0S) _ \IJS’O 9 4 (240 — o) < (©,0,8) .

S0 (112)

v 1w 1w 1 1 1 1 .
W g G0 = (o =360 ) (G907 - g )+ Ga0wg™ a1y

F. 0dd sector

1. k-Modes where {Qgcﬁ), fjg} #0

Equations for the kinematical quantities associated with the timelike congruence

e Evolution and propagation equations for the harmonic coefficients of scalars and gradients of scalar quantities:

Q(U7k}7v) U v
\I/A Z—AQ\I/ kV) ( ¢0+2A0) ( k)
(114)
v,k,V) —(v,k,V) —(v,k,V)
~ AT 5 (\Ifm + 30, ) ,
o ks) | kP — (kv (v,k,S)
Z’U\I]Q = 5‘1’_,4 + AOlllg 5 (115)
T (v v k v,
UG = (Ao - 60) Y + gt (116)
e Evolution and propagation equations for the harmonic coefficients of vector quantities:
v, Q(’UVkVV) 1 v, —(v v,
iow V) §\IIA ( Gl ) 4 A TR gl V)) , (117)
iv(\lf(;kv) \I/g)’kv> (Ao——¢o> ka)+\I](ka) fo(g“kV) —\I/g)kv), (118)
ESCRAD IS 1 v v,
Ty, _qjg},k,V):_ \Ifgjks——aﬁ\ll k) \I/(ka)
r
2 — k% ) (119)

1 v
+ (§¢0 + 2A0> gplomV) 28 et

2r



e Evolution and propagation equations for the harmonic coefficients of tensor quantities:

v,k, T 11— V v,k,1 v,k,T 1—(v,k,1
’U\I]E( k1) ——\I](q ok V) + .AQ\I]( &) \I/(g ko) + _\I]H( k1) ,
_A(kavz) ] —(v,k,V v, \/ U 1 v
\I/E r (\I/E( k) + ‘IJ( " ) (bo‘IJ +T) \Ilg(t’k)T) ;

o Constraint equations for the harmonic coefficients:

v v k2 Uk v
Wit (g0 — 240) WM + = (T HY Y

o (@S”k’v) - \pgvm) + \IJ(“ V)4 oY)

(v,k,V) (v,k,V)

¢O\IJA + Ao Up

k —(v,k,V)

_\IJA

1—
-
3

v,k V)

m

+ AO\Ijévykﬂg) =0 ’

n qu(ukS)

—(v,k,V) 1—(v,k,V>
-7, - 5%

2 — k2
r

+ Vg

Equations for the kinematical quantities associated with the spacelike congruence

@g},k,T)

—(v,k,V)

0,

:0,

=0.
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(120)

(121)

(122)

(123)

(124)

(125)

e Evolution and propagation equations for the harmonic coefficients of scalars and gradients of scalar quantities:

iV

=~(v,k,V)

F =

—(v,k,V)

__%(

~ —(v,k,V 2 v,k,V
—¢0‘I’¢(; = —‘I’«(n :

3

\I/;kV)

\I/(uks) 2\115}[;k5)+<0__¢0) Pk

3 (v,k,S)
\I/E =

k2—(v k,V)
_ \Ij(v,k,S) b,
¢0 I3 + oy @ y

_(kavv) v,k,V
+ \I]a - \Ilgl )) )

v,k,V —(v,k,V) v,k,V
L A RN
k—Qﬁf’k’V),
2r

¢ Evolution and propagation equations for the harmonic coefficients of vector quantities:

=~(v,k,V)

[e3%

—(v,k,T)
w\IJC

g(v,k,T)
P,

— iv@flv’k’v) =

(v,k,T 1—(v,k,V
(Ao - —¢0> - ;‘I’i -

r

. \Ij(v,k,V)

H

1 —(v
- (AO + —<z>o) AT

( ¢0—Ao>( ka) \Ilgj,k,V));

e Evolution and propagation equations for the harmonic coefficients of tensor quantities:

@((l'u k, V)

— doW¢

(v,k,T)

\Ifgu kT

(v,k,T)
\IJH

_\IJQ

)

—(v,k,V)

1—(v,k,T)

—=-v
o I

)

)

(126)

(127)

(128)

(129)

(130)

(131)

(132)



o Constraint equations for the harmonic coefficients:

k2 —(v,k V) _ (vk:S)
—U \I/
or ¢
2 wks 2-K—@kT) =wkV) =wkV) =—(ukV)
;\Ifé VIRt gt aw Y Y <o,

Equations for the Weyl tensor components and the matter variables
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(133)

(134)

o Evolution and propagation equations for the harmonic coefficients of scalars and gradients of scalar quantities:

v = g (\I,SJ,W) _gR) _ @g},k,m) ,
—(v 1 v 1~ v v vk,
wTe Y 4 Ew\l/]; k:V) (8 n 2H0) (\I/g’”) g gl ’“V’) ,
=~k V)  =~(vkV) —(v,k, —(v,k, —(v,k, —(v,k, —(v,k,
Pp + v = (ko + po) (-/40‘1/((1 " \Iff% V)) — Ay (\I/,(n V) \Ili Vi4 \IJ]; V))

p
(v,k,V v,k,V v,k,V
— 500 (T T 4 < ¢0+A0) v,

1, (g@(;,ky) +@§§;,k,x/)> 7

=~(kV)  1o@kV)  1o(vkV) v,k V) —(v,k,V) 1 —(v,k, V)
Vg T5¥p —g‘l/m —2¢0< +2‘I’P _E\Pm
1 v, —(v
3 (o ) (8 - ),

2
o (wks) kT (1—(ukV)  —(vkV) (v,k,5)
'L’U\I/H = 7 <§\IJH —\Ilg > +3 ( Ho—g > \Ilﬁ 5

=~ (v.k,S k2 .k, V (v,k, V) 3 v,k,S 1 v,k,S
%Y )_?(\115_[ )—§\IJQ )—5%‘1/5{ )—(350+/L0+p0—§ﬂo L2

o Evolution and propagation equations for the harmonic coefficients of vector quantities:

v,k,V v,k,V 1 v,k,V v 3 1 —(v,k,V
(‘I’é )"' ‘I’% )) (2¢0 —Ao) ( 22 - \Ilgfkyv)> ) (50+ 51_10) ‘I’i )

1 v,k,V )

_§(H0+p0+ﬂo)( 7y ‘Pé’k’v))

1 (w.k,9) — K L@k
3 — Yy

+ 5 Vs + 225 " ,

(135)

(136)

(137)

(138)

(139)

(140)

(141)
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(wkV)  1za(vkV) 3 vk V) l—(ukV 3 1 —(v,k,V
£ +5¥n =—3% (‘I’é : _‘I’% )) -3 (50 + §H0) ‘I’fz )
1 1 1 2 — k2 1 (142)
—(v,k,V) —(v,k,V) —(v,k,V) — —(v,k,T) —(v,k,T)
Ve +3\I!m +4\I/P o (\I/g +2\I/H ) ,
l=@kV)  1=@kV) oy 3 ([=wkV) l=(vkV) 2—k? (—wkT) 1=(vkT)
Z\I]H —5\115 —Z’U\IL(H ) :_Z E _Q\I]]p + A \I]g _5\111_‘[
3. = 1 —(v 1—(v
— Se Ut 2o (TP - Sty (143)
2 4 2
3 1 v v
42 (& — =11y ) T 4 4T
4 2
~ 1= (ka) 2— k2 3 1 —(v,k,V)
\Ij(v,k,\/) 4 _ _\I](v,k,S) . \Ij(v’k’T) °le 11 A
wootg o M or on Pt gt ) ¥y
5 . (144)
— 5% \I’(Ukv)-i- ngv) — (o +po+ 1o — 50 v,
2 6 4
—(v =(v,k, V) 1—(v —(v v, 2_k (v,
waé?,ky) + O _ _\I/I(P ke V) \I/( K, V) 3H \I/( V) n ( k,T)
2 2 2r
( V) 1 —(v,k,V) (145)
( ¢0+Ao> (Mo +Po—§ﬂo) U,
o Evolution and propagation equations for the harmonic coefficients of tensor quantities:
v,k,T) 1,—U,k,T =(v,k, 1 v, v,k,V (v
il 4 Sl ’—\If%”)——;(w%”’ STy ’> < ¢o+2A) i)
) ) (146)
v,k, T
) (NO +P0+350—§H0) \I’(Z )
=WkT)  1=(vkT) v 1 v, v v,
Ve —5%n — oWt = - ( oY - 7k7v)> + ¢0‘I’n o
3 ) (147)
v,k,T) v,k, T
+3 (50 - 51_[0) ‘I’é ( b0 + 2A0) (7S ;
o Constraint equations for the harmonic coefficients:
k2 (k) —(v,k,V) —(v,k,V) 1 vk S
; (3% A 5\1/]? = —300 (& + 3Tl pies) (148)
k? —(v.k,V) v,k,S
50 +hou" ) = 0. (149)

2. k-Modes where { Ef)7 7((1]6)} #0A {Qg’% Q(k)} =0: k*=2

As was discussed in the even sector, for the k2 = 2 modes, the tensor harmonics are not defined, but the vector
and scalar harmonics do not vanish necessarily. For those modes, we find the following equations for the harmonic
coefficients.
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Equations for the kinematical quantities associated with the timelike congruence

o Evolution and propagation equations for the harmonic coefficients of scalars and gradients of scalar quantities:

= (v,k,V)

T, =AY gt ( o + 2AO) (wkV) | +5 (\IJ(U AR T V)) . (150)
v 1- U,R, v

ww ) = ;\1154 Y4 A w ) (151)

@g,ks (Ao — o) U uks)+ \Ij(vk\/) (152)

e Evolution and propagation equations for the harmonic coefficients of vector quantities:

v =(v,k,V) 1 v, (v, —(v
2500V _ _ —¢0‘I’A EV) LA, 7! k,V) ‘I’ix V) (153)
v,k,V v (v,k,V v,k,V v,k,V vk, V

v (T —wY) = <A0——¢0> L gty gl )+2\IJ(H ) (154)

Q(kavv) ~ (v 1 v v v,k, 1 v
Ty _ V) T‘I’gz J,S) _¢ ‘I’(z V) ‘I’E,g BV) (2¢0 +2Ao) vk V) (155)

o Constraint equations for the harmonic coefficients:
TWkV) 2 L (vk,S
—\IIA + Apw S =0, (156)
v U - v,k,V v
W (g - 240) B 42 (T - wlpev) <o, (157)
oo (T — w0 ) TG w4 e g, (158)
v v 1— v —(v v v

T T . 5\1/; LG . (159)

Equations for the kinematical quantities associated with the spacelike congruence

o Evolution and propagation equations for the harmonic coefficients of scalars and gradients of scalar quantities:

\I!I%U E,V) _ —¢0 (\I!; E,V) +§((lv,k,\/) _ \Ilgj,k,V)) , (160)
2(vsk, V) ~ —(v,k,V .k, V .k, V vk, V) .k, V
T = G S S gt St (161)
g RsS) 1\Ij(v,k,5) A 1 g (kS \I’(U k V) 162
W = 5 H + 0 — §¢0 Q + = ( )
1—(v,k V)

RS = _gou (ot 4 -, (163)



o Evolution and propagation equations for the harmonic coefficients of vector quantities:

=(vkV) —(v v 1 —(v v,
T — Y = gk <Ao + —¢o> TR \I/(Q e

( ¢0—Ao>( kY) \Ilgj.,k,V));

o Constraint equations for the harmonic coefficients:

L= (v.k,V) ~ o (0,k,S

ST = g u
2 v, v —\v
_\Ilév,k,s) ‘1’1(F k,V) 2\1/,(5 kV) \I/(H,k,v) —0.

r

Equations for the Weyl tensor components and the matter variables
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(164)

(165)

(166)

o Evolution and propagation equations for the harmonic coefficients of scalars and gradients of scalar quantities:

iv@l(:’k’v) ﬁ (\I/(U K V) (;,k,V) _ E((yv,k,v)) ,

v 1. —(v ~ 1~ ) v —(v,
il 4 il = (50+ 5Ho) (wihv) - oY g

~(,k, V) ~(v,kV) —(v,k,V v,k,V —(v,k,V —(v,k,V —(v,k,V
Ty 4T, = (w0 po) (AT W) g (T T Y

(v,k,V v,k,V 3 —(v,k,V
~ 500 (T 4 4w ))+(5¢0+A0)H0\1/§ ’

—Ho( \I]]ETUkV)_i_\I](ka)) 7

12

3 1 (v,k,V) (ka)
~ 3 <50+ Ho) (‘I’JF — oV ) :

2(WkV)  1a@kV) 1 o(vkV) (v,k v) —=wkV) 1 —(@kV)
—2¢0

2
v, v (U, R, 1 (3]
S = ( gk gl ’“V)) +3 (5110 —6’0) ph)

T

v v, v, 3 v, v,
los) _ (\I]( EV) ‘I’(Q kV)) _5%\1]5{,1@,5) 3 (350+uo+po— 1‘[0) Gk

r

o Evolution and propagation equations for the harmonic coefficients of vector quantities:

v, v v v 3 1 —(v,k,
(\Ifé w1 \I]%kV)) ( ¢0—Ao)( E;)kV) Wg{,k,\/))_§(go+§no>\yi,kv)

1 v,k v 1 .
3 (10 + po + o) (\1/(2 V) \I,g ,k,V)) I qug{,m) 7

(167)

(168)

(169)

(170)

(171)

(172)

(173)
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~(v,k,V) 1=(v,k,V) 3 v v 1 V.
TR e P (\1/( e —\1/;”’> (5 + n0> glosY)

£
2 2 2 2 (174)
—(v,k,V) —(v,k,V) —(v,k,V)
+ 2\1/IE + 3\I/m + 4\I/P ,
1=@kY)  1=@kY) oy —(v,k,V) —(v,k,V) Tk Y)
U 5V S v 4 T, ——\IIP 50——110 T,
v,k,V v,k,V 1—(v,k,v
_ —Eo\I/(A )y ¢0 ( TRV 5‘1’% >> (175)
I AQ\I/‘;;U Kk, V) 7
~ 1=(v,k,V) 1 3 —(v,k,V)
W(U7k1V) k7 _ _\I](v,k,S) 2 \I](U k,V) \I]
o ta% or M 290 G
s ) X (176)
(80+2H0> FEAY) (u +po+4Ho——5) PkY)
v Q(kavv) 1 —(v v
U‘I’E;) )L _ E\IJI(F’ V) \I]'(J BV) ( 4o +Ao> V)
; . (177)
v,k,V —(v,k,V
—5 O‘IJEI )—</L0+p0—§HO>‘I/E4 );
o Constraint equations for the harmonic coefficients:
2 (1—( —(v 1—(w v,
2 (gqjl(n,k,\/) ) §‘I’I(F> ,k,V)) — 34, (50 S ) k) (178)
T
1— v ~ v
;‘I’i B4 RuES) Z o, (179)

3. k-Modes where Q% = 0 A { "), ‘SP} =0A {Qgﬁ;, fog} =0: k=0

Once again, as was discussed in the even sector, for k-modes where the vector and tensor harmonics are not
defined, to describe the dynamics of the perturbations that are not along the directions on the sheets, we will use
the relations in Appendix C. The equations for the harmonic coefficients for the £ = 0 mode are:

w0 = 4w (180)

B0 = (g — o) B, ()

w08 — o, (182)

G ©0.8) —¢o‘1’év’0’s) 7 (183)

w08 — _3 (50 - %H()) w0t (184)

i) ¢ wi o (350 + 1o + po — %H(’) L2 (185)

and the constraint

(2A0 — ¢ho) W05 4 w09 — g, (186)
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IV. ADIABATIC ISOTROPIC PERTURBATIONS

As a first application of the system of covariant, gauge invariant equations presented in the previous section, in the
remainder of the article we will consider linear isotropic perturbations of a static, spherically symmetric spacetime
permeated by a perfect fluid, which we will call, for brevity and its immediate physical application, “star”. Due
to the scope of this article, here we will analyze the general properties of the system of differential equations and
relegate finding and discussing the solutions for specific background spacetimes to another article.

A. The equilibrium spacetime

In the language of the 1+14-2 decomposition, static, spherically symmetric spacetimes with a perfect fluid source
can be completely characterized by the six scalars {Ao, ¢o, £, o, Po, A}, such that all their “dot derivatives” vanish.
For simplicity, we will set the cosmological constant to zero: A = 0. Then, the covariant defined scalars verify
(cf. Egs. (53) and (54)):

Po = — (o + po) Ao, (187)
~ 1 2
¢o = —§¢(2) — gHo — &o, (188)
~ 3 1
Ay = 550 + (5% - Ao) Ag, (189)
§+3¢8 -1 (190)
0 2 0€0 = 3/L07
and the constraint
1
= (o + 3po) — Aodo = & - (191)

3

We will consider the setup where two solutions of the Einstein field equations are smoothly matched at a common
timelike hypersurface. The interior of the star is described by a static, spatially compact solution with a perfect
fluid source, while the exterior spacetime is described by an asymptotically flat branch of the vacuum Schwarzschild
solution with no event horizons.

B. Choice of frame in the perturbed spacetime

The sheets of the background spacetime have spherical symmetry. Hence, by choosing the e tangent vector field
of the background spacetime to be aligned with the gradient of the circumferential radius, 7, we can particularize
the harmonics Q) to be the spherical harmonics: Yj,,, where the eigenvalues k verify k? = 1(l+1), with I >0,
and —] < m < [. Moreover, this choice of frame implies that,

o —0. Q¥ —0, QY -0l-0 &Y-al-o. (192

The perturbed spacetime is assumed to maintain spherical symmetry, therefore, it is useful also to consider the
spacelike vector field e to not have angular components and dependencies in the perturbed spacetime. Notice that,
at this point, we are free to choose any smooth mapping between the background and the perturbed spacetimes given
that covariantly defined tensors, vectors, and the quantities in Eqgs. (55) and (56) are identification gauge invariant.
Considering the equations in subsections IIIE and IIIF, since the perturbations are spherically symmetric, all
coefficients, in both even and odd sectors, with [ > 1 vanish identically. Then, only the coefficients for the [ = 0
mode, the monopole, may not be trivial.

In addition to the imposition that the perturbation maintains the spherical symmetry of the spacetime, for
simplicity, we will further assume that the perturbation does not generate anisotropic pressure and is adiabatic,
that is, in the comoving matter frame, the perturbation will not give rise to heat flows within the fluid. Moreover,
we will also impose that the vorticity of the timelike congruence is identically zero in the perturbed spacetime.
These extra conditions set the coefficients

v,0,S v,0,S v,0,S v,0,S
Wi 0S) gl g0 gl — o (193)
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and in the comoving frame
wiOS =0, (194)

Now, the choice of frame is not completely determined by the choice of frame in the background spacetime and
the choice that the e vector field does not have angular components and dependencies in the perturbed spacetime.
Since the background spacetime is assumed to be static, comoving observers with the fluid in equilibrium are also
static. Therefore, to describe the perturbed fluid, we can choose either to consider a congruence that describes the
world-lines of observers locally comoving with the elements of the fluid or a congruence that describes the world-lines
of static, 7 = 0, observers. Both choices are valid, and both have advantages. For the former choice, the matter field
is described by the source fluid in its rest frame, i.e., a perfect fluid model. Hence, it can be characterized simply
by its energy density and pressure. Moreover, all quantities that characterize the observer directly characterize the
elements of the fluid, allowing for a clear interpretation of the quantities and how their dependencies give rise to
the various physical effects. In the latter case, we have the constraint %6‘ = 3 between the expansion and shear
kinematical variables, Eq. (D2). However, for static observers, the fluid will no longer be perfect: such observers
will measure momentum flows, and we have to consider a heat flow term in the perturbed stress-energy tensor:
Q@ # 0 (cf. Appendix E). Nonetheless, the description of the problem in this frame is greatly simplified, allowing us
to find some general properties of the solutions easily. Below, we show the system of equations for both frames.

In order to lighten the notation, here and in the following sections, we will indicate the perturbation-coeflicients
as

w08 = g, (195)

where x is a generic perturbation variable. This will not compromise clarity as only the monopole perturbations
mode is nontrivial for the considered setup.

C. Comoving observers

In the comoving frame, the perturbed fluid can be modeled by a perfect fluid. Hence, it can be fully characterized
by its energy density and pressure. To close the system, we have to provide a matter model for the perturbed fluid.
As a simplifying assumption, we will consider that the perturbed matter fluid still verifies a barotropic equation of
state such that

p=f(u, (196)
where f is assumed to be non-vanishing and of class C! in some neighborhood containing 9. Then, at linear order
p~ f (o) m, (197)

where prime represents derivative with respect to the function’s parameter, so that f’ (ug) represents the square of
the adiabatic speed of sound, to be assumed non-vanishing in the interior of the perturbed star. Notice that the
function f does not have to be equal to the equation of state of the background configuration, in particular, the
equilibrium fluid is not even required to verify a barotropic equation of state.

Imposing the previous conditions in the equations of subsections IITE 3 and III F 3, we are left with the following
system for the non-trivial coefficients of the perturbation variables

~ 1
U, +2Ap (1 + m) U, =— (o + po) (Ta + Ag¥ys) , (198)
- 1 & 3(2 , 1 )
Tat (340 — =60 ) Ta= — O @ 2 (024 A2 4 2pg— 26 ) Uy, 199
A ( 0 2¢0> AT o+ po) f (o) P2 \" 0T ghe TR0 ) T (199)
= 3 2A0 ) 2 [3f " (p0) fio + 2Ao Ho }
U+ (=t — =——— | Uy = + +Ao| ¥
¥ (2% 3f (uo)) = 3(uo+po) f (o) 3f" (po) Ho + Po o) P (200)
2
+ 57— Ya,

3f" (ko)
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and the constraints

(v® + Aodo + A — po) (;‘I’e - ‘I’E> =V, —¢¥a, (201)
3 )\ 1
Ve =& <§W2+W/jo+po)> - 5(#0 +po) Us, (202)
(1 20,
E= (2% AO) (3f’ (#0) (10 + po) - qu) 7 (203)
U = — (0 +po) Yo, (204)
Wy = f (10) ¥m , (205)

where Eq. (205) follows from Eq. (197). It can be readily shown that Egs. (198)—(201) are consistent with the
relation (59).

To select the physically acceptable solutions and formalize the boundary value problem, we impose the following
boundary conditions:

(i) the energy density and the pressure perturbations at the center of the star must be finite in a neighborhood
of the initial instant;

(ii) the spacetime interior to the perturbed star can be smoothly matched to an exterior vacuum Schwarzschild
spacetime at a timelike hypersurface 98, which will represent the “surface of the star”.

From the point of view of the comoving observer, the boundary condition (ii) implies that the pressure of the
perturbed fluid is identically zero at all times at the surface of the star and thus, p, hence ¥, are also identically
zero at the boundary ‘B.

D. Static observers

An advantage of the adopted covariant formalism is the ability to readily change frames without deriving a new
set of equations for the perturbations. Hence, an alternative way to describe isotropic adiabatic perturbations is to
consider the frame of static observers.

As was discussed previously, static observers will not describe the perturbed fluid as a perfect fluid since, in general,
these will measure a local net momentum flow. Therefore, the relation between the energy density, pressure and
heat flow terms of the perturbed stress-energy tensor is more complex than that of the comoving frame above. It
is shown in Appendix E that a barotropic equation of state in the comoving frame leads to the following relation
between the matter variables measured in a static frame

m_f'(Mo)p o + Po (MO f’(M0)>Q7 (206)

where f’ (up) represents the square of the speed of sound measured in the comoving frame. We highlight that
although we have kept the nomenclature of the previous subsection, m and p refer here, respectively, to the dot
derivatives of the energy density and pressure, and ) to the scalar heat flow density, all three measured by a radially
static observer. In this form, it is immediate to see that if the equilibrium and the perturbed fluids verify the same
equation of state, the second term in the right-hand side of Eq. (206) vanishes. Therefore, the extra term accounts
for the phase change between the two fluids. This is a very interesting result, showing that in the static frame the
correction to the equation of state has to be taken into account already at linear level.

Imposing condition ¥y = %\119, Eq. (D2), and using Eq. (206) in the equations of subsections IIIE3 and IIIF 3,
we find the following system for the non-trivial coefficients of the perturbation variables in the static frame

= Ho + Po < 1 > ] _ {Mo + po <1 > Aj Aofio 2
T, + (24— ) A| U, = “do+2A40 ) + + +02| T, 207
P [ %o Fluo)) 0P ®o 2 bo 0 f" (o) po +po v e (207)
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T Ao Ho o + Po 1
\I/+<¢+2A— - - Vo= — v, 208
@ 0 O F(po) o +po bo @ [ (po) P (208)
and the constraints
1 Ao Ho )
= —— T, — + Ug,
(o) P (f’(uo) po+po)
1 1
Up = 7 [‘I’p— (§¢0+A0> ‘I’Q] ,
U = 2p0lo + — 0
E=5%0%e 3 (o) ™ (209)
1
Up=——0g,
T g @
2
\IJE_§\I/97
U =g

To select the physically relevant solutions, we impose the boundary conditions (i) and (ii). In particular, for the
static observer, condition (ii) implies that at the surface of the star, at all times, we must have (cf, Eq. (E15))

p—AQly =0, (210)
hence

Wy — AWy = 0. (211)

V. GENERAL SOLUTIONS, STURM-LIOUVILLE PROBLEM AND PROPERTIES OF
EIGENFREQUENCIES

The system (198)—(205) found for the comoving frame and the one found for the static frame, Eqs. (207)-(209),
both describe the same setup. Nonetheless, comparing the equations of each system, it is manifest that there is a
trade-off when considering one picture over the other: in the comoving frame, the characterization of the matter
fluid is simpler, but the dynamic description of the perturbed star is more complex, whereas from the point of view
of static observers the description of the dynamics of the perturbed star is simpler, but the characterization of the
matter fluid is more complex. The solutions of each system with appropriate boundary conditions are exactly the
same, however when analyzing the properties and computing the solutions, from a technical point of view, it is
easier to work in the static frame.

One key result that can be readily proven from Eqs. (207) and (208) is that if the background spacetime is a
solution of the Tolman-Oppenheimer-Volkoff equations for energy density and pressure functions, pg and pg, that
are real analytic in the interior and boundary of the star, we can find real analytic solutions for the perturbations.
Moreover, in those conditions the coefficients ¥ verify a Sturm-Liouville eigenvalue problem with a limit-point-
non-oscillating (LPNO) endpoint and a regular endpoint, with separated self-adjoint boundary conditions. This
fact, in particular, allows us to relate the properties of the eigenfrequencies v with the properties of the eigenvalues
of the Sturm-Liouville problem. This section focuses on the derivation of these results.

A. General solutions for the perturbations

To find explicit solutions for the system (207) and (208), we must break covariance. In that regard, consider
the parameter 7 defined in Eq. (D2). Following Ref. [22], if the sheets are isometric to 2-spheres, r =2 is, up to
a multiplicative constant, equal to the Gauss curvature of the sheets. Therefore, the parameter r represents the
circumferential radius function both in the background and the perturbed spacetime. Consequently, let r = 0
represents the center € of the star, and we will consider that the background quantities {Ao, ¢o, £o, 1o, Po} and the
coefficients ¥, and ¥ are functions of 7.

Now, we will impose that the following regularity constraints hold:

o the equilibrium fluid verifies the weak energy condition;
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o the background spacetime is a solution of the Tolman-Oppenheimer-Volkoff equation for real analytic, non-
trivial energy density and pressure functions for the whole range within the equilibrium star;

o the square of the speed of sound of the perturbed fluid, f’, is positive and real analytic in the interior and at
the boundary of the star.

Requiring real analytical background solutions is a rather strong constraint; nonetheless, to our knowledge, all
classical exact solutions for compact astrophysical objects, verify this hypothesis in some open neighborhood of the
center, at 7 = 0. Therefore, the following results are appropriate for treating perturbations of physically relevant
setups. The radius of convergence of the power series, of course, may or may not be greater than the radius of the
equilibrium star, in which case further treatment has to be carried out, nonetheless, for the following results, it
suffices that the radius of convergence of the power series around the center is non-zero.

Imposing these conditions, Eqs. (188), (191) and (D3) imply

2 2M (r
(bo =—4/1- ( ) )
T r
1 2M (r
£0 = 1o~ 200, (212)
r
2M (r
Aodo = po + r3( ) )
where
1 (" 9
M (r) := 5 [ How dx, (213)
0
is usually dubbed the mass function, and Eq. (59) yields
A
v(r) = Ae~J T (214)

relating the eigenfrequencies measured by an observer comoving with the fluid, v, with the constant eigenfrequencies
), measured by a free-falling observer at spatial infinity. If the functions g and pg verify the weak energy condition
and are real analytic within the star, so are the functions Ay and &y, and ¢y has a simple pole at the center €, but
is otherwise real analytic in the interior and boundary of the star.

Hence, in the considered setup, Eqgs. (207) and (208) form a system of ordinary differential equations with real
analytic coefficients in a neighborhood of €, with a simple pole at » = 0, and solutions can be found around the
singular point.

Using Eq. (D2) to relate the hat derivatives with the derivatives with respect to r of first order quantities, the
system of ODEs (207) and (208) is given by

2
P
0

2 dr Po o f' (o)~ 2 (po +po) dr
(215)
roo d¥o < Ao rdo  dpo o +po> 1
-+ +2A4 — — — - ——— | Vg =——+—Y,. 216
2 dr %0 © (o) 2(po +po) dr bo N f' (o) P (210)
To find solutions for this system, it is useful to write it in the matrix form:
dW 1
—=|-R+0|W 217
dr (r + ) ’ (217)
where
RS 10 0
W_{\I/Q}’ R_[O—2}’ (218)

and
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Ho+D A _ po+po (1 _AY rAedo dpo 2
- _ 2 | 550t 2t 7 o (20 +240) = Fy — sGutpy @ Y (219)
réo _1 240 — o _ ré¢o  dpo _ potpo
£’ (po) f(mo)  2(po+po) dr ®o

The regularity conditions that we have imposed on the thermodynamic variables of the equilibrium configuration,
1o and pg, and on the equation of state of the perturbed fluid in the comoving frame, f, guarantee that the matrix
O is analytic at 7 = 0 and r¢y does not vanish in the interior or boundary of the star. These conditions imply that
r = 0 is a regular singular point of the system.

To solve the system of ordinary differential equations, we will follow the formalism in Ref. [34]. Since the O is
assumed to be a real analytic matrix at the center of the star, it can be expanded in a convergent power series of
the form

+oo
O(r) =) " (220)
n=0

Then, the solution matrix W can be written in a power series guaranteed to converge to the solution in a neighbor-
hood of = 0. The radius of convergence of the power series solution is equal, except for possibly at » = 0, to the
radius of convergence of the power series of ©, which, of course, depends on the equilibrium background spacetime
considered.

Before proceeding, we remark that the general form of the solutions of the boundary value problem (207)—(211)
for a general static, spherically symmetric spacetime can be rather complicated. However, imposing the previous
regularity conditions on py and pg, and assuming f’ (ug) is not zero in a neighborhood of the center of the star, it
can be shown that various entries of the ©¢ and O; coefficient-matrices of the series (220) are zero, which greatly
simplifies the general family of solutions.

Taking into consideration the regularity of the background yields the power series solution

][0 I 3]

Q C2

r2

where ¢; and ¢ are integration constants, which might depend on the eigenfrequencies v, or equivalently on A,
defined in Eq. (214). The notation (©y),; is to be interpreted as the ij-entry of the nth order coefficient of the

1,
power series of ©, and Py is a real analytic matrix, such that

+oo
Pw (r) = Z P,r"
n=0
Py=1I (222)
1 k—1
P = T Ap_1_;P;, fork>1
7=0

where Is represents the 2 x 2 identity matrix, the matrix A is given by

A — O — 1 (60)12 O21 7"2@21
S—Poha 4 Lol B0 _ (9,),05  ©11+7(00),01 ]

r2

(223)

and A, represents the nth order coefficient of its power series, that is, A (r) = Z;ﬁ% A,

The general family of solutions of the system, for 0 < r < a, where a € R, is given by Egs. (221) and
(222). To select the physically acceptable solutions and extend the domain to r = 0, we will impose the boundary
conditions (i) and (ii) of Sec. IV C. Considering Py = I3, we can directly compute the lower order coefficients of
the power series expansion of W. Imposing the boundary condition at the center sets the coefficient ¢; to be zero
so that the perturbations do not diverge at r = 0 at all times. Then, we find

[;Qp] _|etO (r*)

O (r)

Provided the background spacetime, the equation of state of the perturbed fluid, and the values of the eigenfre-
quencies, these results allow us to find analytic solutions for the perturbations that verify the boundary conditions.
The eigenfrequencies themselves cannot be restricted directly from these results. Nonetheless, in the following
subsection, we will show that general useful properties for the eigenfrequencies can be derived by relating v with
the eigenvalues of a Sturm-Liouville problem.

(224)
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B. Sturm-Liouville eigenvalue problem

We do not need to break covariance for the following result. Therefore, to keep the discussion independent of a
local coordinate system, we will consider the hat derivatives without associating them with derivatives in a specific
coordinate system. Let ¢ be an affine parameter of the e congruence, and without loss of generality, we set that
£ = 0 represents the center of the star and £ = /s the boundary of the equilibrium star.

Taking the hat derivative of Eq. (208) we find

¢ R ¢ ¢
D, |f3xp (/g F (x) d:c) Vo | +exp </€ F (x) da:) G Tg= —m exp (/g F(x) d:c) Mg, (225)

where, for notational convenience, we have indicated the hat derivatives as D, = e“D,, £y € R, A is an integration
constant following from Eq. (59) and

/) — _ o f" (po) o
F(B) = o+ 440 o + Ppo I (o)

3

_f"(Mo)ﬁo( o _M0+P0) 1 _ 2
G = J" (o) P24 Ho + po Po - J" (o) (2AO¢O pot AO)

1 2Aofio  pro + po Ho Ko + Po
+ o + 3po + Aogo + 245 — =45 — — +
Ho 0 00 O 270 L+ po %o Mo + Po %o

—{D < Ho )+D (u0+po)]
“\ o +po ¢ o '

Moreover, conditions (i) and (ii) of Sec. IV C imply the following set of separated self-adjoint boundary conditions:

(226)

\I}Q|¢ =0

Ho o +Po) v
- Q

o + Do o

0 (227)
B

Vg + (¢0 +2A0 —

Therefore, provided the background spacetime and f’ are sufficiently regular, ¥ verifies a formal Sturm-Liouville
eigenvalue problem with weight function

1 ¢
w(l) = 7 o) exp < A F (z) d:v) , (228)

and eigenvalues A\2. This last assumption, however, is not trivial, and we have to specify the conditions under which
the associated Sturm-Liouville operator is self-adjoint.

Considering the discussion in the previous subsection, in particular the regularity conditions in subsec V A, the
function ¢y has a simple pole at €. This endpoint, at £ = 0, is limit-point since we have found solutions that are
not in L2 (]0,0[,w), for any § € R~q. However, in the conditions considered in the previous subsection, we have
explicitly shown that all solutions for ¥¢ are real analytic in |0, e[, for some £ € R, hence there are no non-trivial
solutions that have an infinite number of zeros in a right-neighborhood of ¢ = 0. We can then conclude that the
endpoint £ = 0 is LPNO. Moreover, the regularity conditions guarantee that the coefficients of the differential
equation verify

w(f) >0, exp </;F(x) da:) >0, (229)

almost everywhere and

Y ¥4
exp <_ /é F(z) dx), exp (/g F(z) da:)G(e), w (€) € Lioe (]0, 5[, R) (230)

where Lo (]0, £s[,R) is the set of locally Lebesgue integrable real functions on |0, fy[. Given the previous con-
siderations, we can apply the results in Refs. [35, 36] to Eq. (225) together with the boundary conditions (227),
concluding that the eigenvalues verify several very useful properties. In particular, the eigenvalues A\? are (i) real,
(ii) simple, (iii) countable, and (iv) have a minimum and are unbounded from above, that is A2 = {)\g, A1, A2, ...},
with A\g < A1 < A2 < ... = 400, and )¢ € R. Indeed, in the following subsection, we show explicitly that, in the
considered setup, the eigenfrequencies are such that v? are bounded from below and derive necessary constraints
for the minimum value.
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C. Lower bound for the square of the eigenfrequencies

The result that Uy verifies a Sturm-Liouville eigenvalue problem is of great importance for the description of
the behavior of the perturbed star. The fact that the eigenvalues A2, hence v?, are bounded from below sets
that either in the oscillating case or in the continuous collapse or expanding scenarios, the eigenfrequencies of the
excitable eigenmodes are not arbitrarily small. In addition to those results, in the considered setup, we will prove
the following:

Proposition 1. Let the boundary conditions (i) and (i) of Sec. IV C and the regularity conditions in Sec. VA
hold. If, in addition, Ao (¢ss) > 0, then non-trivial C' solutions of the system (207) and (208) exist only if

1
v® > — Aoy — Jho| - (231)
Lo

The premises of Proposition 1 can be significantly relaxed, leading to the following result:

Proposition 2. Let the boundary conditions (i) and (i) of Sec. IV C hold and consider the following regularity
conditions

o the equilibrium fluid verifies the weak energy condition;

e the background spacetime is a solution of the Tolman-Oppenheimer-Volkoff equation characterized by non-
trivial, C* functions Ao, uo and po, and ¢o has a simple pole at the center, but is otherwise of class C* within
the domain of the solution;

o [’ (o) is positive in the interior of the perturbed star.
Then, non-trivial C1 solutions of the system (207) and (208) exist only if

2 o + Po (1 > AG Aolio
max v° > — max |—— | =¢g+2A4y ] + + . 232
£€]0,65 £€]0,05 { %o 2 bo 0 f" (o) po + po (252)

Lemma 1. If the premises of Proposition 2 hold, a non-trivial C* solution ¥, has at least one root.

Notice that (231) is much simpler than (232). However, even under the conditions where both inequalities can
be used, it should be stressed that without specifying the background spacetime and the equation of state of the
perturbed fluid, there is no way to infer which provides a tighter bound. Indeed, the determination of the tighter
bound depends critically of the background spacetime. Nonetheless, finding a constraint on the minimum allowed
values of v? is of great importance when searching for solutions to the system. Since the results in Ref. [36] also
associate the number of nodes of the eigenfunctions with the ordinal number of the eigenvalues in the sequence
(An),en these constraints provide a baseline to search for the eigenfrequencies algorithmically. Lemma 1 provides
a further criterion useful to find the fundamental eigenfrequency.

As in the previous subsection, in the following proofs, we will consider ¢ to be an affine parameter of the congruence
associated with the integral curves of the e vector field, and without loss of generality, we set that £ = 0 represents
the center of the star and ¢ = ¢y the boundary of the equilibrium star.

Proof for Proposition 1. The function ¢y has a simple pole at £ = 0. Therefore, imposing regularity of ¥ and ¥,
and their derivatives in the interior and boundary of the star, Eq. (208) implies

U, (0)=0. (233)

In that case, we can disregard the solution with ¥, (0) = 0 since this corresponds to the trivial solution. Then,
depending on the initial conditions, either ¥, (0) > 0 or ¥, (0) < 0. As expected, the reasoning for one case applies
similarly to the other. Therefore, we will explicitly treat only the case ¥, (0) > 0. Then, assume ¥, (0) > 0.
Imposing f’ (o) > 0 and given that ¢g is positive, Eq. (208) further implies

Vg (0) W, (0) <0, (234)
Therefore, for all £ € ]0, €[, for some 0 < € < £, we have ¥, (£) U (¢) < 0, that is, for our choice of initial data

Vg (¢) <0 ,forall £€]0,¢ . (235)
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Now, the values of the eigenfrequencies are those that verify the boundary conditions (i) and (ii), in particular
Eq. (211). Imposing that the regularity conditions in Sec. V A hold, then Ay > 0 within the equilibrium star, being
zero only at the center: £ = 0. Therefore, if C! solutions exist, for the fundamental mode, that is, for the lowest
value of v?, choosing ¥, (0) > 0, we must have

v, — AO\IJQ >0 ,for £ €[0,0m], (236)
and
\I/p—AO\I!Q:O,atfzfsB. (237)

These results then imply that at the boundary

D (¥, — Ag¥g)|, = U, — AU — AW , <0, (238)
B

£
where, for notational convenience, we have indicated the hat derivative as D, = e*D,,. Since ¥ verifies a Sturm-
Liouville eigenvalue problem, for the fundamental eigenmode ¥ has no zeros. Therefore, g (¢) < 0, for all
¢ €10, £p]. Then, further imposing that Ag (¢xs) > 0, the previous inequality is verified if
T, — AO@Q‘ <0. (239)
[
At the boundary, £ = ¢y, Egs. (207) and (208) reduce to

- 1 Aofi
T, = [@ (§¢0+Ao>+ 250 —2A(2)+U2} U,

%o " (240)
T Ho Mo
o =—(do+24 ————)\IJ .
N (% o do) ¢
Substituting Eq. (240) in the inequality (239) we find
1

<§M0 + ¢oAo + U2) Yo , <0. (241)

B

Remarking once again that for the fundamental eigenmode ¥q (¢) < 0, for all £ € |0, {5], inequality (241) implies
inequality (231).
o

Proof for Proposition 2 and Lemma 1. For clarity, we will repeat some of the intermediate results found in the proof
of Proposition 1.

Consider the premises of Proposition 2. In those conditions, Ay > 0 within the equilibrium star, being zero
only at the center: £ = 0. Now, if C! solutions of the boundary value problem (207), (208) and (211) exist for all
¢ €0, 0], then

Wy (b)) Ve () 2 0. (242)
On the other hand, since ¢ has a simple pole at ¢ = 0, from Eq. (208), regularity of \TJQ (0) implies
W, (0)=0. (243)

In particular, this allows us to disregard the solution with ¥, (0) = 0, since this corresponds to the trivial solution.
Moreover, imposing f’ (uo) > 0, given that ¢¢ is positive, Eq. (208) leads to the conclusion that

To (0) T, (0) <0. (244)
Therefore, for all ¢ € 10, ¢[, for some 0 < € < £, we have
U, (0)Tg (0) <0. (245)

Considering Bolzano’s theorem, from Eqgs. (242) and (245) we conclude that there is a point 0 < a < {5 where
either U, (¢) or ¥q (¢) vanishes. Now, either ¥, (0) > 0 or ¥, (0) < 0. As expected, the reasoning for one case
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applies similarly to the other. Hence, we will explicitly treat only the case ¥, (0) > 0. In that case, Eq. (245)
implies that for all £ € ]0,¢[, T (¢) < 0. Continuing, assume a € |0, ¢ is such that

Uq(a) =0,

Ug(a) >0, (246)

U,(¢{<a)>0.

—~

If several such values exist, we take a to be the smallest one that verifies Eq. (246). Notice that if ¥, (a) = 0, we
would recover the trivial solution, hence in light of Eq. (211), we can exclude the case a = £5. At £ = a, Eq. (208)
reads

~ 1
Vg=——VU,,
T T (o) °

however, further assuming f’ (ug) > 0, the above equation contradicts the hypothesis. This result, in particular,
proves Lemma 1, that is, either ¥ or ¥, must have a root in the interior of the star, but independently of v2, we
have shown that ¥ can only have a root at £ = a if ¥, has a root at some ¢ < a.

From the previous result, we conclude that for a valid solution of the boundary value problem to exist, there
must be either a point £ = b < @ or, if there is no value a that verifies Eq. (246), a value b € ]0, £g[, such that

(247)

0
0, (248)
0

Once again, notice that if ¥q (b) = 0, we would recover the trivial solution, hence in light of Eq. (211), we can
exclude the case b = f. At £ =0, Eq. (207) then reads

=~ to +po (1 > A3 Aofio 2}
U= |T——= [ =¢g +2A40 | + + + Uo. 249
P { b0 (2¢O ) T o) mo+po @ (249)

However, for v? negative and sufficiently small we would have

Ho + Po (1 ) A3 Aofio 2
POTPO [ Zgo+ 240 ) + + .y
o 2% 0 f' (o) po + po

<0, (250)
£=b

hence \T/p (b) > 0, which would contradict the hypothesis.
The case where ¥, (0) < 0 follows exactly the same reasoning, confirming that in the considered setup, regular
solutions of the system with the considered boundary conditions exist only if the value of v? is bounded from below.
Based on these results, we can find a lower bound for the value of v2. Since the quantity

to+po (1 ) AZ Aofio 2
BOTIO (=g +240 ) + + +0?, 251
% (2% ) o) T ot Y (251)

cannot be negative at all interior points of the perturbed star, non-trivial C! solutions of the boundary value problem
necessarily verify inequality (232). We remark, however, that inequality (232) is rather conservative, so much so
that even if v? verifies the inequality, the quantity in (251) might still be negative at all points within the star. [

VI. CONCLUSIONS

We developed a framework to describe general first-order perturbations of static, locally rotationally symmetric
of class II spacetimes within the theory of general relativity. The new system of equations is completely general and
applicable to any equilibrium configuration. Moreover, by construction, the framework is covariant and identification
gauge invariant. This last point is of pivotal importance when compared with perturbation theory available in the
literature. The classical metric-based approaches are intrinsically dependent on a coordinate system and the gauge,
which makes it challenging to understand the dynamics of the perturbed spacetime unambiguously. Indeed, the
adopted covariant spacetime decomposition formalism provides a manifest advantage over the standard theory: all
quantities are geometrically and physically motivated, which clearly shows the dependencies and the source of the
various physical properties of the perturbations. In addition, the framework leads to a natural separation between
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even and odd parity components of the perturbations, such that the systems of differential equations for each parity
are completely decoupled at the linear level.

As a first application, we considered the study of linear, isotropic, and adiabatic perturbations. To do so, we
have explicitly shown the importance of choosing frames to describe the unperturbed and the perturbed spacetimes.
To our knowledge, this cannot be done in general in the metric-based linearized theory available in the literature
and makes the covariant gauge-invariant approach all the more powerful. Given the symmetries of the problem, we
considered two meaningful frames: a frame associated with observers locally comoving with the elements of volume
of the fluid and a frame associated with static observers with respect to an observer at spatial infinity. These frames
represent the classical Lagrangian and FEulerian pictures, respectively. The adopted formalism makes it quite simple
to change between frames and evaluate the advantages of one frame over the other. In particular, we were able to
derive the relation between the equations of state of the comoving and static frames in the perturbed spacetime,
showing that, even at linear level, we have to account for phase changes between the equilibrium and the perturbed
fluids. Moreover, we have shown that, since a perfect fluid in the comoving frame will not be perceived as perfect in
the static frame, and the net momentum flow must be included in the equation of state to account for the correction
to the rate of change of the energy density and the pressure when compared to those measured in the comoving
frame.

Focusing on analyzing the general properties of linear, isotropic, and adiabatic perturbations, we have rigorously
shown that the problem can be cast in the form of a singular Sturm-Liouville eigenvalue problem, inheriting the
standard properties for the eigenfunctions and eigenvalues. Moreover, under rather general regularity conditions,
we have found lower bounds for the values of the eigenfrequencies. The application of the methods developed in
this article, the determination of the analytical solutions to the system of equations, and the discussion regarding
the stability of selected solutions of the theory will be done elsewhere.
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Appendix A: Field equations in the 1+1+2 formalism

Here, we present the Einstein field equations for the theory of General Relativity, written in the 1+1+2 covariant
spacetime decomposition formalism introduced in Section II. Although the complete set of equations has already
been presented in literature, these expressions are known to contain several typographical errors. To our knowledge,
these errors do not affect published works. However, the corrected equations are essential in studying general linear
perturbations of static LRS II spacetimes, hence the importance of presenting them here.

1. Equations for the kinematical quantities associated with the timelike congruence

We find the following evolution and propagation equations for the kinematical quantities associated with the u
congruence.

Scalar equations:

)

| 1 3
_9:§(M+3p)—A+§92+§E2—292+22HE”—A(.A—i—(b)

— 29#9# + Ay‘ (au - A’u) + Ey‘yz,ul/ - 6#-’4# ’
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. 2~ 1 1 2 1 2 1
Y- tA=I-E+-2A-@)A— [0+ =8| -Z0*+ 3, (22 — -2H
3 2 3 3 2 3 3 (A2)
1 1 1 L1
— §A“ (A" 4 2a") 4+ gQuQH + gzwzu - §5H.A“,
. 1 2
Q= 5a*“’éyA,, + A+ (E - 50) Q+Q, (Z*+a"), (A3)
Q=0 (A-¢) +Qp (A +a) - 5,9", (A4)
2~ & 3
59 -YX=Q+ §E¢ +2Q8 + 0, 5" + €, 0" QY — 28,0t + 2e,,, AHQY — (,, M (A5)
Vector equations:
i 1 -~ 1 2 1
N6, + 55(1“,4“ - §§Aa — (59 + 52) Qo + Q2 (Z0 — )
1 1 1 (46)
— 5504“ (§¢Ay‘ + ACL# - 5#./4) - 550‘“(#1/./41/ + EQ#QH s
. 1 ~ 1 1 2 1 1
NP, — =NPA, = 20 A+ | A— -0 | Ao — | 50+ 22 | 2o + s Aaq — §Eo¢a
2 2 4 3 2 2 2 (AT)
1 1
— 004 - 3 (Cap + €ap€) A" + Xgy (@ = XF) — Ea + §Ha )
~ ~ 1 2 3 1
NoPE, — ey = 200X + 2008 — 070,00 — —02a + "2, — Qb+ | o +2A4 ) eM'Q,
2 3 2 2 (A8)
3
- §Zaa +e,1Q (a,u - 2-'4#) - 6,u2a'u - Ca'uz,u + Ea#a,u + Ea,uC#UQU = Qa;
Tensor equations:
N"{aNgy" Sy = 00 Agy + AaAs) — B(aBs) — 2500y — Lallp) + Alap
2 u 1 (A9)
— (302 ) Zap — Xqa"Bpupy — fap + llag,
i 25 1 I3 1 p 1 w 3
N aNgy B = 01aXipy + 580" 0uS5} + 54" 0151 0 — 5Bapd + " (aXpud + 52Cas (A10)
~ Enfalp) "t = 200085} + (0" LuAjpy + (0" Yy A — Butala” — EutaHpy’s
Constraint equations:
0, +et5,8, =2A—¢) Q-3+ H+"(E,, (A11)
2
a2 — géoﬁ + 26,10, + 20,31 = ¢ (ea"Qy — Xa) — 26 (Qa — 3e'E,) — 4ea'QA, (A12)

+ 2Cau Xt + 26" — 26" Hy — Q-



2. Equations for the kinematical quantities associated with the spacelike congruence
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We also find the following evolution and propagation equations for the kinematical quantities associated with the

€ congruence.
Scalar equations:

d=0Q+ (%9—%2) (24 — ¢) 4 2Q€ + 6,0/ — a,, (a" — AM)

— (A" +a") (B + V) =X,

- (1L 2p_5) Lty o0 2 g
¢_<39+E)<39 E) 2¢ +2¢ 3(u+A) 21‘[ £

+ouat —aya” — X, 5" + Q0 + 26,0 Q" — (., M,
: 1 1 1 1 1
= —_ —_ = — - = —eh¥
13 (22 39>§+2’H+Q(A 2¢>+25 duary

1 v 1 v
t3 (Ay+a,) [Q* 4+ (B, + )] — 55“ DIV

~ 1 1 1
&= (56‘ + E) Q— & + ia“l’éua,j + QM (a, +2,) — 55“”@”@“71, ;
Vector equations:
~ ) 1 1
]\/vﬂaaH — ]\/'“O[aH = EHQ'HN — (A + §¢) Qo + Eauoﬂg + (59 + E) (Aa + aa)
1
+ <§¢ — A> (Za +eau) + (Qa —apX*) €
1
+ (2 4 ey~ 0) Qo + 5Qa
Tensor equations:

iy 1.1 1
N (o Ngy" Guv = (52 - §9> Cap + Epufal6" a3 2 + (A - §¢>) Zap = aln (¢"1sy +"1918)

+ 00y + (Afa = aga) gy = (Zqo — (o) (Asy +agy) — " (o Hpyp s

N (aNgy ' Qu = dgatpy — #Cap — CfaluC |81 — afatpy — Biadipgy — Qiallpy

1 1
+ 204{015,8}”9# + <§0 + E) Eaﬁ - Eaﬁ - §Haﬁ 3

Constraint equation:

1 11
500 = BuCa¥ — £a0,6 = — 2e0uaE — Q(Qo + apTH — 2eau0’) + <§9 - 52) (Lo — EapQ?)
1 v
— o= 3lla = o (S — ) .

3. Electric and magnetic parts of the Weyl tensor

(A13)

(A14)

(A15)

(A16)

(A17)

(A18)

(A19)

(A20)

Moreover, we have the following evolution and propagation equations the electric and magnetic part of the Weyl

tensor.
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Scalar equations:

.o 1. 1~ 3 1 1 1 1 1 1
1 1
+ 50uQ" 8, My 4 5Qu (0 + A) + 26, AUHY

L /1 (A21)
<§2# — 20, + EWQ”> NG

+EH (B, + 20y, — €, 00) — B

1
- (g#l' - EH“”) S e Ha M

~ 1 1~ 1 3 1 1 1
7 § (Y § /T B § (L I S Q
E- i+ WE = 50 2¢<5+2 )+<2 3>Q+3H
1 12 L 12 H 3 17014
+ 2 (C/’M + §HH a + QEMQ + 37‘[“9 + §EHVQ Q (A22)

1
+ EMUEMHU + EMUEM')/HU’Y + (‘S‘MU + QHHV) <MIJ ]

. 1 1
H o= et ,dl, — e 6,E, +9Q ~ 3 (5 - 5n) £— (9 - gz) H
— 26" ALE, + HY (20 + 5, — £, Q) — H'S,, (A23)

1 v v 1 v
_ 5 (Qp‘ + E#UE )QH + EH gV’YC‘u’Y + 55# H’YMCU'V 3

~ 1 3 1
H :—5#7‘[“ - gfﬂy(s'qu— 57‘[@5— (35—|—,u+p— §H> Q—Qﬁ

1 1
+ 21 a, — <35# - 511#) O+ <5# + 5H“> (A24)

1
— g B (@7 + §Hﬂ> +H"™ G s

Vector equations:

; 1 . 1 1 1 3 3 1
Iz INAT = [ =¢ — - I 2 -2 -
NHEL+ 2Na 11, (2¢ A) (2Qa+€w’H ) QQAa—i- 25a2+37-la§ 5 (5+ 2H) Qo

1 1 3 1
+ EO‘#Q <5H - inu) - <ga + gna> 0+ gaa,u-AufH + ZEHOL

— 5 ot P+ TT) (S0 — 2an®) + 5 (Can + 20) @

1
F Eap (25H + o — 2670,) + o (5# - 51‘[“)

(A25)

1
— EHWHQMAU _ EHVHMCVOZ + §Haua”

1 1
- §5QQ + 5504“5#7'[ + "6, Hua s
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~ 1 ~ 1 3 3 1
NHLE, + EN“QH# = 5QEQ + 3H O — §HQ“ — ( 0+ E) Qo — 3 <8a + 5Hoé> 10)

1 1
_3 <5 + 5H> ao + gsw (ZHH — ZHM) + eap (5“ + §H#) 13

b2 (@M= Q) 4 230,07 + 0 (2 - 5,20) (A26)

1 1
( 2 a#) at — (5“ + §HM) C,ua + 37‘[0(#9“
1
2

55+;5au+ = 60T — 5, E" —%5#11&#,

1,z 1~ 3 3 1, 1, 3
55(1”5# — NQHH# — ZEQ”H# = 4Ea 6 E— SEO‘H(S#H + 55” 6#51,0‘ — ZEM 0 H,ja — ZH (Za — 2OZQ)

3 3 1 3 1
+ gsa#A“E + gaa#Q“E - 45a#2 Q- —EQ#Q H+ §< §Ha)
3
- =X
4 )
1 1 1 1 1
_z I o 1 z 2 z wv e
48(1“ (8 2H >¢—|— 25(1“7-[ Q-+ 25(1“(1,, (8 2H )
L . 1 " 1 v
— 55 Cl/a 5# — 51_[# — EQ#C 51, — §HV +e A#gya

1 1., 3 1,
— 52041, <3H'U‘ + 55# Qu) - Ha,u (52# + O['u - 55# Qy) 5

- Z (Quf+ Q0) — ga(wa“ (5 - %n) — canE A+ Ha (9
(A27)

~ 1 ~ 1 1 1 3
NHO(HIU‘ - EEOCMQ# - 5604% - 5#7{0‘” 250(“6“@ —EQ# <5 + §H> — iHG/O‘

1 1 3 1
+ §5a#Qal‘ -0 (38a — §Ha> + 550‘”2 (gu + §H#)
1 1 3
ILL - - - —_ —_ —
+ (EQMH 2Qa) 5 Qo (M +p+ 4H 28)

3

X ) (A28)
-3 (Ha - 6&)@@“) ¢ — Qr (3gau - inau)

2
1
+ Hapa" — H " Cop + € Xy <5”” + 51’[“”)
1% 1 1 v
— EO{UZ# <5'u + §H#> + 550(#@”(# ;
Tensor equations:
v 1 VT vAa7 v 1
N 1aNgy " Euw + 5 N (a Ny Wy + N agpy " Hyw = €100 H ) — 5{aQﬁ} (M tp+38— —H> Zap
1 3., .
§QCO¢,8 - 57{5 {a<ﬁ}y —( 0+ 52 gaﬁ + ,Haﬂg

1 1 1
+ Eu{ac‘/‘,@}‘uQ — (60 — ZE) Iapg + Eaﬂ{aﬂlg}HQ
(A29)

1 1
+ <§(J5+ 2./4) EM{QHIQ}# + <35{a — gﬂ{a) 2[3}
1
— AaQp) = (2640 + o) (aﬁ} - 5%}“%)

+ Hiagsy" (2A, —au) + Hue" (napy
— H" a8y Quo



e 1 P 1 1
N¥tagpy Euw — 5N"(apy v — Hiapy = 4" 0uEly — 58(a)"0pIlisy +£ <5aﬁ - gﬂaﬁ)

3 1 3
+ 57‘[2(1,8 + 5@8#{0(25}“ + (9 + 52) Hap
w 3 1 I3
~ Eu{aMpy "t = 5Qalls) — JdEu(allsy
1 1
— 50" euqallsy — <37'l{a + gfu{aQ“) 2}
B 3 1 B
+ ety — 5 (€~ 1) Eufala
1
+ Eu{alpy (gu - §HH> — 3HugaXpy"
1
+ 2H{aa5} + (§¢ + 2.A> Eu{agﬁ}“

v 1 v
+ G fa <5 sy~ 3l /3})
— E#{agﬁ} (2A‘u - a“) N
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(A30)

where we have used the fact that for any two symmetric and traceless 2-tensors on the sheet, A and B, that is

Auy = N “N,yyP Ao and By, = Ny, “N,}P Bag, the contraction A%, By; = 0.

4. Matter conservation laws

Lastly, the energy and momentum conservation equations are given by

ot Q= Q" (ay — 2A,) = 2I1"%, — (6 +24) Q — gHE—e(wp)—auQ“—szw,

Q+p+1l=—¢,I"— (g(b-i-A)H— (§9+E)Q—(u+p)A

+ (o — Xy + Q07 QF + 11" (20, — Ay,) +11,,CHY

. . 1
Na“QH—i—Na“HH:—6ap+iéaﬂ—éuﬂa“—Q(aa—i—Ea—i—saBQB)—i—gaHQ“Q
3 4 1 3
__H o T _9__2 a T . Ha_H# ap T Ca
a1, — (50— 5) @a— (o+ 4) (Gon = )

1
- </L+p— §H> Aa - Quza,u +H0cp, (a# - A#) .

Appendix B: Linearized 14142 equations for the angular gradients variables

(A31)

(A32)

(A33)

In this appendix, we present a set of covariant, gauge invariant equations for the linear order perturbations
of a background spacetime assumed to be static LRS II and permeated by a general matter fluid, such that the
equilibrium configuration is characterized by the scalars {¢o, Ao, £o, 1o, po, o, A}. Considering the variables in
Eq. (55) and using the commutation relations (47), we find the following set of linearized equations for the various

quantities that characterize the perturbed spacetime.
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1. Linearized equations for the kinematical quantities associated with the timelike congruence

o Evolution and propagation equations for scalars and gradients of scalar quantities:

(5a8) = B = | 5 i+ 300) = & = Ao (a4 00)] o — 5 (m + 3p0)

(B1)
3
+ AOFQ + (§¢0 + 2AO> Aa + 5(1 ((SHAH) )
2 . . 1 2 1
5 (0a0) = (0aX) = ¢oAs + Ao (Fo + poAa) — | 5Ho +p0o — 5A+ 5110 — & | Aa
3 3 3 2 (B2)
1 1
_ gma —Po — §]P>Q+EQ+5Q (8,A")
3= 3
55042 — 0,0 = o + 3po — 2A + 51_[0 —3& — 3Apdo Ea#Q#
1 3 3 3 (B3)
+ _¢O (§o¢9 - 66012) - _50¢Q - _6oz (6;12“) - _Euuéa (6HQV) )
2 2 2 2
o1,
Q= Sedu Ay + Aok, (B4)
Q= (Ao — ho) Q — 6,0 ; (B5)
o Evolution and propagation equations for vector quantities:
. I .2 1, (1
Qo + 5&1 AH = _§5a §¢O~Au + -AOau - Au ) (BG)
3 1~ 1 1 1 1
Ea__ a — - = « 5 a _Aa_oc _Ha; B
2./4 <.A0 4@50)./4 +2A06L +2 & +2 ( 7)
S eahf, = L5.5 + 26 9—§¢ Yo + 1¢ + 240 ) £
« « nw = 2 el 3 « 2 0~ 2 0 0 « m (BS)
— €10, — 6,3 — Qa;
¢ Evolution and propagation equations for tensor quantities:
. 1
Eaﬁ = 5{(1./45} + AOCaﬁ - 8aﬁ + §Haﬁ ’ (BQ)
> 1 w 1 n 1 w
Zap = 01aZp} + 56(al" 08} + 58" 01512 — 5P0Bap — Epugapy”; (B10)
o Constraint equations:
M5 ,A, = —2A0¢ (B11)
0 Qt + 5,5, = (240 — ¢o) Q+H , (B12)
1 1 1 1
EQ#CS#Q + 5#20(# = 5@60 (EQ#Q# — EQ) — EQ#H# + §5a9 — 55052 — gQa . (B13)



2. Linearized equations for the kinematical quantities associated with the spacelike congruence

o Evolution and propagation equations for scalars and gradients of scalar quantities:

. 1 2 1
Fo = [isf% + 3 (o + A) + 5Tl + 50} (o + aa —au)

6.0+ (Ao _ %qﬁo) @5&9 _ 5@) 60 (5,0 |

N 1 2 1
F, = [—cbg + = (po+A)+ 5o + 50} o + ba (0,0")

2 3
2 1 3
- gma - EPQ - Ea - §¢OFO¢ )

1 1 1,
¢ = 57{4— <A0—5¢0>Q+ 55“ duty

- 1
5 = _¢0§ + iguyéuau )

e Evolution and propagation equations for vector quantities:

1 1 1
- aa = E;LQH# - (-AO + §¢O> Qq + EQQ + <§¢0 - AO) (Za + Ea,uQ#) ;

¢ Evolution and propagation equations for tensor quantities:

o Constraint equations:

3.

: 1
Cap = <Ao - 5%) Yap +0{a0py — e taHpyp

~ 1
Cap = 0{aag} — $0Cap — Eap — Eﬂaﬁ ;

4
eto F, = ¢3+§(M0+A)+Ho+250 £,

1 1
5u<au + Eauéug = §Fa + 5«1 + EHQ .

Linearized equations for the Weyl tensor components and the matter variables

o Evolution and propagation equations for scalars and gradients of scalar quantities:

6/0122 + moz = ﬁO (EQHQH - Ea - aa) - gHOéozE - 6(1 (6MQH)

3
— (po + po) 008 — <§¢0 + 2A0) 0.Q
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(B14)

(B15)

(B16)

(B17)

(B18)

(B19)

(B20)

(B21)

(B22)

(B23)
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1. 1. . 3 1 1
gma - §Pa - Eoz = §¢0 (50 + §H0) (EQMQ# - Eoz - aa) - §¢050¢Q

+Qm+m—%nw4m0(%%z—%%® (B24)

1
- 5504 (6,Q") — "0 (0,Hy)

(60462). + E\Da +$a = (,LLO +p0) (Aoaa - Aa) - AO (ma + Pa + ]P)Oc)

1 3
_ 5(;50 (pa + 4Pa) + <§¢0 + Ao) Ilga, (B25)

— Iy (gFa + Aa) —0q (6,11%)

3~ ~ ~ 1 1 9 1
§Pa + 3Ea — My = — 6¢0 (Ea + §Pa - Ema) - 5 (50 + §H0) (Fa - ¢Oaa)

; (B26)
300 (0,€") — 30 (8,11") ,

. 1 1
H = 55“”%1‘1,, —eM,E, -3 (50 - 51’[0) &, (B27)
~ 1 woy 3 1
H = —5#7'[ — 55#1,5 Q" — 5¢07‘[ — | 3& + po + po — §H0 Q; (B28)
¢ Evolution and propagation equations for vector quantities:
. 1. 1 1 3 1
it S e - ) _ 2 Z
5a+2Ha (2¢0 AO> <2Qa+5a,u% > 2 (80+2H0> Qo
1 1 B29
- 5 (,LLO + po + HO) (Ea - Eoc,uQ'u) - §5aQ ( )
1
+ a0 H + 8 Hoa
= 1~ 3 1 3 1 1
ot zlla=—do | Ea+n | — 2 | &0+ <1l | an — 26,1107
2 2 2 2 2 2 B30
) ) (B30)
_Ea o Mo _Pa - 6 a'u )
+ 5 + 3m + 1 u€
1 ~ . 1 ~ 3 3 1 1
550(“5# — Ha — ZEQMH# = ZEQME# — gEaHP# + 55”1/5#51,0‘ — —EMU(S#HVQ
3 w3 1 u "
+ 5505040’4 1 Eo — EHO Eapt — Aogapn (B31)
1 1
- Z¢O€au <g# - §H#> )
~ 1 ~ 1 1 3 1
Hao — 5%“@# = 550[}{ — 6 Ho " — §5a”5uQ ~3 (80 + 51‘[0) EauXt
(B32)

1 3 3 1
— _ _ _ — _ _ 123
(Mo +po+ 4H0 250) Qo 2@50 <’Ha 6EQ#Q ) ,
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. ~ 1 3 3
Qa + Ha = _Pa —Pa — §H0aa - (§¢O + AO) Ha

2
1 (B33)
— 0l " — (Mo +po — §Ho> Ao
¢ Evolution and propagation equations for tensor quantities:
. 1. " U y 1 1 u
€ap + Tl + Ny " Huw = e(a)"0H 5} = 50a@Qp) +  5%0 + 240 | 4oy
1 1 (B34)
-3 </L0 +po + 3& — §H0> Yo,
NF (e €y — SN e T Lop = 21" 8uE11 — ~equ 8,00y — > (& — 211 "
{af8} € = 5N"(afpy huw = Hap = £a)"0ub5) — 581" ullipy — 5 | &0 — 5110 | eufaley
1 . (B35)
+ (§¢0 + 2A0> utalpy’ — 790Eutallsy”;
o Constraint equations:
1 1 1
55””5umu —e"o,E, — 55’“’5”1?’,] = —3¢o (6’0 + 51’[0) £, (B36)
"o, = —2pok , (B37)

Appendix C: Linearized 14+1+42 equations for the dot-derivatives variables

In this appendix, we present a set of covariant, gauge invariant equations for the linear order perturbations
of a background spacetime assumed to be static LRS II and permeated by a general matter fluid, such that the
equilibrium configuration is characterized by the scalars {¢g, Ao, &0, 10, Po, o, A}. Considering the variables in (56)
and using the commutation relations (47), we find the following set of linearized equations for the various quantities
that characterize the perturbed spacetime. Here, we also show that the variables in Eq. (55) and (56) are not fully
independent.

1. Linearized equations for the kinematical quantities associated with the timelike congruence

e Evolution and propagation equations for scalars and dot-derivatives of scalar quantities:

~ . 1 ~ 1 .

A—6= 3 (m+ 3p) + Ag (56‘ + E) — (8Ao0 + ¢o) A — AoF — (6, A") ", (C1)
2. 1 1 .
2—59:g(m+3p)+§73—E—AoF—%A—(%A#) ; (C2)

o1,
Q= Seou Ay + Aok, (C3)
Q= (Ag — ¢o) Q — 5,0, (C4)

2~ & 3
59—2:Q+§¢OE+5#E#+E#V5#QV; (05)



e Evolution and propagation equations for vector quantities:

Yo —

1
2

. 1 ~ 1
Qo + ze' Ay = —§£a” (§¢0AM + Aoa, — Au) ,

~ 1 1
NaﬂAa = §Ao¢ + (AO - ZQSO) Aa + 5-/400/(1 - ga +

1
2

1

1
—II,,
2

R ~ 1 2 1
Sa = 2a" By = F0aT + Z0a8 — £a"5, 2+ <§¢0 + 2A0> eatQ,

3

- 5(;502& - 6u2au - Qoz )

e Evolution and propagation equations for tensor quantities:

~ 1 1 1
Zap = 0aZp} + 56(al" 0uls) T 5840”0151 — 5P0Xas — EufaMpy”;

o Constraint equations:

2
603 — 50af + 220" 8,0 + 20,80’ = 0 (€D — o) ~ 20" Hy — Qa

2. Linearized equations for the kinematical quantities associated with the spacelike congruence

¢ Evolution and propagation equations for scalars and dot-derivatives of scalar quantities:

)

é

. 1
ap = 0gaApy + AoCap — Eap + 51lap

2

5, Q" + M 5,5, = (240 — ¢0) L+ H.,

F=Q+<2AO—¢O)(§

1
6 — 52) + S0t

1 2 1
0<§9+E) _(AO+¢O)F—§ITI_§P_E+(5HG#),

| 1 1,
§= §’H+ (Ao—§¢0>9+ 56“ Ouluy

~ 1
§=—0o§ + 55#1/6#@1/;

¢ Evolution and propagation equations for vector quantities:

~

0o — Qo = €paH” —

¢ Evolution and propagation equations for tensor quantities:

o Constraint equation:

. 1
Cap = <Ao - 5@#0) Yap +0{a0py — e taHpyp

Cas = O(alg) — G0Cas

0uCat + 00,6 — %]F

1
—&ap — =1llag;
B D) B
1
ow=Ex+ =1l,.
+2

1 1 1
(Ao + §¢0> Qo + §Qa + (5% - Ao) (Ba + €anl?”) ;
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(C8)

(C11)

(C12)

(C13)

(C14)

(C15)

(C16)

(C17)

(C18)

(C19)

(C20)
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3. Linearized equations for the Weyl tensor components and the matter variables

e Evolution and propagation equations for scalars and dot-derivatives of scalar quantities:

1 1~ 3 1 1 1 1/1
E+§P+§Q=50 (52—6‘) _§H0 (§9+§E)+— (—¢0—2A0)Q

) : 3\2 (C21)
-3 (o +po) X + E%Q“ +e"6,H,,
~ 1. 14 ~ 1 1~ 1 1
E—-m+-P=(&—cpo+zIo) | 20+ ) —(6.8") — = (6, 11")
3 2 3 2 3 2 (C22)
laom =3 (e b ) Fo (A0t 200) (Ex 2p
zAom =5 (cot 5l 0+ 5%0 5 )
H= %gwaunu —e"§,E, -3 (50 - %Ho) £, (C23)
~ 1 3 1
H = —5#7'[# — EEM,CS#QV — §¢OH - (350 + to +po — §H0) Q, (024)
~ 3
m+Q = —(¢o +240) Q — g1l — (o +po) 0 — 6,Q", (C25)
Q+B+ﬁ=(ﬁo+ﬁo) 59+E —1IIy §F-i-A - §¢0+2A0 P
3 2 2 (C26)
— Ao (m +2p) — (ko + po) A — (0,11")" ;
¢ Evolution and propagation equations for vector quantities:
. 1. 1 1 3 1
Ea + §Ha = <§¢0 - AO> <§Qa + Ea,uHM> - 5 (gO + §H0> Qo
1
~3 (o +po + o) (Xa — €apu2*) (C27)
1 1
— §5aQ + 5%“%% + "6 Hua s
§a+lﬁa:_§¢0 ga'i_lHa _§ 50""}1_[0 A
2 2 2 2 2 (C28)
+1E +1m +1]P’ —55“—151_1“
2 « 3 « 4 « nea 2 ptla
1 ~ . 1 ~ 1 1
550/‘5# —Ha — ZEQ“H# = ZEQ“E# - %aa“]P’# + 55‘“’5#&,& - Za‘“’éuﬂm
3 3 1
+ §EQM80A” — 3 Can (80 - 51’[0) al' —eq M A (C29)
1 1
(e ).
ﬁa - lgauéu = 150/}'{ - 6uHaM - lgauqu - §5au & + 1HO H
2 2 2 2 2 (C30)
— + +1H_§5 Q_§¢ ’H_l Q#
Mo T Po 4 0 2 0 « 2 0 « 65a,u )
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. ~ 1 3 3 1
Qa + 11, = —Pa + §]P)a - 6,uHaM - §H0aa - (§¢0 + AO> I, — (,UO + po — §H0> Ao ; (C3l>

¢ Evolution and propagation equations for tensor quantities:

: 1. ~ 1 1
Eap + 5llap +eqa " Hipp = (a0 sy — 5 </Lo + po + 3& — 5H0> Sap
(C32)

1 1
+ (5% + 2-/40) EpfaMpt — 56{04Qﬁ} )

e 1 . 1 1
€tal" €ty — 510" Misyy — Hiapy = €1a"0ubls) — 584a"0ullipy — JP0Cugalls)”

3

. ) (C33)
~5 <50 - §HO> Enfalpy’ + (5% + 2A0> Enfalp”

4. Extra equations

The variables {m,p,P,F, A, E} and {m,p,P,F,A E} are not fully independent. Using the commutation rela-
tions (47) we find

5am — My = //ZO (Ea - Eoc,uQ'u + Ola) s
6ozp - ba = ]/9\0 (Ea - EauQ# + aa) )
8o P — Py =T (Zo — €0, + ) |

SaF = Fo = ¢o (Sa — €ap + 0a) (C34)
SoA — Ay = Ay (B0 — 0 + )
S,E—E, = SAO (Ba — €auft 4+ aq) -
Moreover, we also have
ao‘ﬂéamg = —20o€,
e*0abp = —2po¢ ,
05, Py = —2T0o¢ ©35)

6. F5 = —2¢0€ ,
EQB(;aAﬁ = —2./2‘\05,
5By = —280€ .

Appendix D: Scalar, vector and tensor harmonics

We list some of the properties of the scalar, vector, and tensor eigenfunctions of the covariantly defined Laplace-
Beltrami operator on 2-hypersurfaces. For concreteness, we consider a locally rotationally symmetric of class II
spacetime, such that it admits the existence of spatial sections that can be described by 2-hypersurfaces.

1. Scalar harmonics

Let Q) represent the scalar eigenfunctions of the covariantly defined Laplace-Beltrami operator 62 = oo,
where the ¢ operator was defined in Eq. (9), such that

5200k — _k_z o)
r2 ’ (D1)

k) — o)
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where we have assumed that the harmonic index verifies k2 > 0 and the function r is covariantly defined as

71
e
71 1 (D2)
—=-0-=X
r 3 277

dar =10,

or, using the 1+142 equations in Appendix A in the particular case of an LRS II spacetime, we have:
1 ¢ 1 no/1, 1.\’

2. Vector harmonics

From the scalar harmonics Q) we may define a complete set of I-tensors that can be used as a basis for
sufficiently smooth 1-tensor fields defined on the 2-hypersurfaces. The vector harmonics are defined as

Q((yk) - Téoz Q(k) )

o — e QP (D4)

where Q((f) are referred as the “even” vector harmonics and Q((f) as the “odd” vector harmonics. These have the
following properties

u“VHQg“) =0,
e“Dqu“) =0,

k2
k k
5#Q£)——7Q( ), (D5)
"o, Q,(jk) =0,
1— k2

20(k) —
529k = —

QP
and

u'V, 0" =0

e’D, Q((f) =0

+QP =0,

k

2 (D6)
et Q(k) — _Q(k)
H=v r )
_ 1—k2 _
52 Q((lk) — > Qg‘k)
Moreover, we have
V) = g mQW) |
Qq Qy (D7)

QY = —er Qb

which can be used to readily verify N#¥ Qfﬁ) 71(,@ = 0, valid for each value of k.

3. Tensor harmonics

The scalar and vector harmonics introduced in the previous subsection can themselves be used to define a complete
set of symmetric, traceless 2-tensors that form a basis for sufficiently smooth, symmetric, traceless 2-tensor fields
defined on the 2-hypersurfaces. The tensor harmonics are defined as

Quj = *8ads Q.

- (D)
QL) = 22,0065, QP
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.. . k . =(k
where, similarly to the vector harmonics above, Q((l) are referred as the “even” tensor harmonics and Q((lﬁ) are

referred to as the “odd” tensor harmonics. These have the following properties

k
u“VHQ((lﬁ) =0,
k
"D, %) =0,
— k2 D9)
so®) _ 2= s (
6790} = —5—alb,
y 2 — k2 -
et 5HQ,(112 = TQ‘(J‘k)’
and
u“VHngﬁ) =0,
~(k
e“DHQgﬁ) =0,
- 2 — k2 - D10
5“Q<(xk,2 = —TQE;C) ) ( )
Lo A 2 — k2
£"8,Q0) = 799)-
Moreover, we have
Q((lk) = —¢l QQ(k) )

S(k) )
Qup = "0 Dy

which can be used to readily prove that N“* N 'B”Qg‘kg Q,(ﬁj) =0, valid for each value of k.

Appendix E: Change in the equation of state under isotropic frame transformations

In this Appendix, we make use of generalized Lorentz boosts in the 1+1+2 formalism to derive the transformation
law for the equation of state when changing between the comoving frame and the static frame.

1. Isotropic frame transformations and projectors

Let the dyad (u,e) be formed, respectively, by a timelike and a spacelike vector field in a spacetime, such that
u®u, = —1 and e%e, = 1, and let

u® = (1+a)u® + be* + m*,

El
e =cu®+ (1 +d)e* +k“, (EL)

represent the components in some local coordinate system of a dyad (u, €), with {a, b, ¢, d} being scalar coefficients
and

ume =0, u%ky, =0,

e“me =0, €e%kya=0.

(E2)

In the expressions above, we can assume, without loss of generality, that the vector fields m and k are associated
with rotational displacements. Then, for our purposes, it suffices to consider that the frame transformation is
isotropic, such that m® = 0 and k* = 0.

Imposing that the new dyad verifies

WU = —1,

u%eq =10,
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we find that the transformation coefficients verify
(1+d)°=(1+a)*
(E4)

(14+a)’=1+c

b2 = 2.

Assuming, b, ¢ > 0, hence a,d > 0, that is, the transformation does not swap the direction between the corresponding
vector fields, i.e., imposing that u®u, < 0 and e®e, > 0, we see that the relation between a and ¢ can be made

obvious by introducing a single hyperbolic angle 8 such that
1+a=coshpf,
E5
c=sinh 3. (E5)
Then, we have the following relation between the two dyads
u® = u® cosh 8 + e“sinh (3,
_ . B b (E6)
e* =u®sinh B+ e“cosh 3.
Given relations (E6), the projectors h and N transform accordingly as
(E7)
(E8)

_ 1
has = hap + (Uatis + eqeg) sinh? B + 3 (uaep + equg)sinh (23) ,

Naﬁ - Nacﬁ )
which verify i_zaﬁﬂﬁ =0, Nagﬂﬁ =0 and Nagéﬁ = 0, as expected.

2. Fluid variables transformations

Consider now a general symmetric stress-energy tensor decomposed accordingly with Eq. (44). Under the trans-

formation (E6) we have
i =y — Qsinh (28) 4 (4 p + ) sinh? 3,
1 1
p— nginh(Qﬂ) + 3 (1t + p+T)sinh? 3,
(E9)

Q = Qeosh (26) — 5 (u+p + 1) sinh (26)
O=1I <1 + 2 nn? ﬂ) — %Qsinh (28) + 3 (1 +p)sinh? 3,

3
I

where we have used the intuitive notation of keeping an overline to indicate variables measured in the frame
associated with the dyad (u, €). Moreover, we have the following relations between the scalar kinematical quantities
(E10)

6 = @ cosh 8+ (¢ + A)sinh 3 + V, cosh § + V,sinh 3,
= 1 2 2
3 =3coshf — 3 (¢ —2A)sinh g + gvucoshﬂ—l- gvesinhﬁ,

where V, = u*V, and V., = e*V,.
Relation between equations of state of the comoving and static observers

3.
The comoving and static observer frames considered in Sec. IV are related by an isotropic change of frame. Then,

we can use the results in the previous subsections of this appendix to find the equation of state experienced by a
static observer, knowing the equation of state measured by the comoving observer.
Assuming the dyad (u,e) to be associated to the comoving frame and the dyad (u,€) to be associated with the

static frame, we can particularize Eq. (E9) to the case when @ = 0 and II = 0, such that
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fi =g+ (u+ p)sinh® B,

p=p+ il,) (1 + p)sinh® 3,
_ 1 (E11)
Q= —2 (u+p)sinh (28)
=2 s+ p)sinh?

relating the nontrivial matter variables of the two frames. Moreover, since in the static frame — the one associated
with the barred variables — we have 32 =0, then

1 2
which upon substitution in Eq. (E11) yields
Q= A ;— P (E - —9) cosh? 3. (E13)

Assuming the background spacetime to be static and LRS II, Eq. (E12) explicitly shows that g is a first-order
quantity with respect to the background, i.e., 5 vanishes in the background. This is expected since comoving
observers are also static observers for a static LRS II spacetime. Moreover, these results confirm the expectation that
the anisotropic pressure measured by the static observer, II, is zero at linear level for adiabatic, radial perturbations.

We can now find the linear order correction with respect to the background of the equation of state in the static
frame. Taking the derivative along @ of p and fi, and using Eqs. (E6) and (E11) we find, in general,

Vaii = jucosh B + fisinh 8 + [(V, sinh® 8) (1 + p) + sinh® B (ji + p)] cosh 3
+ [(Vesinh?® B) (u + p) + sinh® B (i1 + p)] sinh 3,

Vap = pcosh f + psinh f + % [(Vusinh® B) (1 + p) + sinh® B (fu + p)] cosh B (E14)
+ % [(Vesinh? B) (u + p) + sinh® B (7 + p)] sinh 3,

where 1 = u*V,p and 1 = e*V,pu, and similarly for p. Using the fact that g is a first-order quantity with respect
to the background, in first-order perturbation theory Eq. (E14) simplifies to

vﬁ7 = + n )
A=t fiof (E15)
Vap =p+pof.
Also, from Eq. (E11), at first order, we have
Q
= — . E16
4 Ho + Po (B16)

Gathering the intermediate results and using the equations that characterize the background solution (cf. sub-
section IV A) we find the transformed equation of state for the static frame

I S S N P
Vil = ) ™ T ot o (“O ar >>Q’ (EL7)

where p = f’ (uo) [, that is, f’ (uo) represents the square of the adiabatic speed of sound measured in the comoving
frame.
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