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We present a complete and consistent exposition of the regularization, renormalization, and re-
summation procedures in the setup of having a contraction and then non-singular bounce followed
by inflation with a sharp transition from slow-roll (SR) to ultra-slow roll (USR) phase for generating
primordial black holes (PBHs). We consider following an effective field theory (EFT) approach and
study the quantum loop corrections to the power spectrum from each phase. We demonstrate the
complete removal of quadratic UV divergences after renormalization and softened logarithmic IR
divergences after resummation and illustrate the scheme-independent nature of our renormalization
approach. We further show that the addition of a contracting and bouncing phase allows us to
successfully generate PBHs of solar-mass order, MPBH ∼ O(M⊙), by achieving the minimum e-folds
during inflation to be ∆NTotal ∼ O(60) and in this process successfully evading the strict no-go
theorem. We notice that varying the effective sound speed between 0.88 ⩽ cs ⩽ 1, allows the peak
spectrum amplitude to lie within 10−3 ⩽ A ⩽ 10−2, indicating that causality and unitarity remain
protected in the theory. We analyse PBHs in the extremely small, MPBH ∼ O(10−33 − 10−27)M⊙,
and the large, MPBH ∼ O(10−6 − 10−1)M⊙, mass limits and confront the PBH abundance results
with the latest microlensing constraints. We also study the cosmological beta functions across all
phases and find their interpretation consistent in the context of bouncing and inflationary scenar-
ios while satisfying the pivot scale normalization requirement. Further, we estimate the spectral
distortion effects and shed light on controlling PBH overproduction.
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I. Introduction

In the recent times, the interest in studying primordial black holes (PBHs) [1–154] has seen a tremendous growth
in the ideas to produce them in different contexts of early Universe physics. In this huge expanse of approaches, the
prospect of generating PBHs from single field inflation has witnessed the emergence of a crucial and ongoing debate
[109, 110, 112–114, 143–146, 155–162]. This debate is fundamentally focused on the possibility to produce PBHs,
especially in the solar-mass regime, in the presence of large quantum corrections coming from the short scales during
inflation. The general idea requires the presence of an instance during inflation where the primordial fluctuations
suffer a rapid enhancement in their strength from where generating PBHs can become possible. One of the easiest
ways to achieve the above conditions is by having an ultra-slow roll (USR) regime in addition to the usual slow-roll
(SR) features during inflation, that is preferably short-lived so as to control the enhancements. However, the search
for a proper theoretical analysis to study the impact of quantum loop corrections to the scalar power spectrum and
handling the SR to USR transition has fueled the debate till now.

The idea of producing black holes from the gravitational collapse of large primordial fluctuations in the early
Universe, after the corresponding mode re-enters the Hubble horizon during radiation domination, is already quite
old. With the recent debate questioning their formation prospects, it becomes all the more important to take a
careful look into understanding the underlying physics and develop concrete ways to tackle this issue. The authors
of [112–114] took one such step towards this method, where they introduced a new line of procedure to correct the
power spectrum calculations from any troubling divergences brought up by quantum loop corrections and, in the end,
produce an expression that represents the physically relevant one-loop corrected two-point correlation function. The
result also led to a no-go theorem that strictly restricts formation of any PBHs above MPBH ∼ O(102)gm in single-field
models of inflation. The no-go theorem also implies that if one wishes to generate solar-mass, O(M⊙), PBHs then
one cannot achieve successful inflation as the total e-foldings of expansion halts with ∆NTotal ∼ O(25). Since the
above procedure of regularization-renormalization-resummation that leads to the no-go theorem is developed in an
entirely model-independent manner, and the renormalization procedure employed for the quantum loop corrections
is also scheme-independent, we find it essential to construct alternatives that can evade this strong no-go bound on
PBH mass. Some of the interesting alternatives can already be found in refs.[115–121].

In this work, we consider the theory of contraction and non-singular bounce [163–222], followed by usual inflation in
the presence of a USR phase and ending with another SR phase, as a new framework to study the formation of large
mass PBHs. For this, we aim to provide a detailed exposition of the three necessary stages of regularization, renormal-
ization, and resummation of the quantum loop contributions in the current context of having contraction and bounce
before inflation. Our present analysis, done also in a model-independent manner, extends the previously developed
theoretical techniques to a much broader sense of study, going beyond inflation. During the renormalization of the
scalar power spectrum, we utilise the methods from two different schemes, namely the Late time renormalization and
the Adiabatic/Wave-function renormalization scheme to arrive at similar results along with showing that any harmful
quadratic or other power law divergences from the sub-horizon physics are now fully removed from the calculations
of the theory. We follow this by working out the smoothening of the remaining logarithmic IR divergences. After
the power law divergent contributions completely die out with only the smoothened logarithmic IR divergences still
surviving, we perform a rigorous Dynamical Renormalization Group (DRG) resummation analysis to systematically
package the quantum effects coming at all loop orders to yield the final regularized-renormalized-resummed version
of one-loop corrected power spectrum. The above analysis also includes a detailed justification of the independence
from renormalization schemes when studying quantum loop contributions from each phase of our setup. The other
requirement to satisfy, keeping in mind the no-go theorem, is the constraint on e-folds that it implies for generating
large mass PBHs, and thus, with the current theory, we further aim to illustrate the possibility of achieving the
minimum requirement of ∆NTotal ∼ O(60).

For the later part of this work, we study the characteristics of the power spectrum obtained from the above analysis,
including both the tree-level and the final resummed version, and move towards producing PBHs. In our analysis for
both the power spectra, we draw some interesting inferences when the effective sound speed parameter, cs, is treated
as another variable. The impact of having different values of cs can be felt directly on the peak amplitude of the
power spectrum, which ultimately affects how PBH abundance gets estimated as we consider the maximum for the
amplitude to produce PBHs be of the order, A ∼ O(10−2). If the conditions of cs ⩽ 1 remain satisfied, it signals that
the causality and unitarity properties within the underlying EFT framework are maintained, and we demonstrate
this to be the case here. Next, we examine the PBH formation following the Press-Schechter (or threshold statistics)
approach and obtain their present-day fraction of energy density contained as dark matter, also known as abundance,
fPBH. To support our results in light of the latest numerical analysis of the observational data, we confront our
PBH abundance estimates with the constraints coming from microlensing experiments and highlight the predicted
mass windows with significant abundance, 10−3 ⩽ fPBH < 1. During our estimations of PBH abundance we also
consider the impact of changing cs and observe how much the corresponding change in power spectrum amplitude
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affect the allowed mass windows. Some other critical observational effects in cosmology that are now also related to
the properties of the scalar power spectrum consist of the spectral distortion effects. These tiny deviations in the
CMB energy spectrum have been found crucial to understanding our Universe’s thermal history and can also provide
significant constraints to the power spectrum at the larger scales. In this work, we consider these strong limits and
estimate the magnitudes of the two types of spectral distortions, namely the µ− and y type, using the power spectrum
developed here. Lastly, we touch upon another issue of serious measure regarding the overproduction of PBHs. This
issue has come to light recently [223–227] from the analysis of the latest stochastic gravitational wave background
(SGWB) signal captured by the pulsar timing array (PTA) collaborations, which includes the NANOGrav [228–235],
EPTA [236–241], PPTA [242–244], and CPTA [245]. Due to the abundance of PBHs, that are associated with the
enhancements at the wavenumbers also sensitive to the SGWB signal, crossing fPBH ∼ 1 with the power spectrum
amplitudes measured by the signal, this becomes a question of immediate concern at the present moment.

The outline of this work is as follows: In section II, we concentrate on a few primary motivation points that we
consider throughout this work. In section III, we start with presenting the effective field theory (EFT) of bounce
and using this build the second-order perturbed action for the Goldstone modes. In section IV, we examine the
construction of the five consecutive phases, which includes the contraction and bouncing phases followed by the
sequence of SRI-USR-SRII phases and describe how the slow-roll and Hubble parameter vary with the e-folds for
each phase. In section V, we present the numerical outcomes for the variation of these parameters with e-folds. In
section VI, we conduct a semi-analytic study of the curvature perturbation modes during each phase of our setup
and follow this with a numerical study of their evolution in section VII. In section VIII, we construct the tree-level
scalar power spectrum after performing the mode quantization. In section IX, we study the regularization procedure
of the scalar power spectrum after considering quantum one-loop corrections in each phase of our setup. In section
X, we outline in detail the exact renormalization procedure followed in this work to show complete removal of the
quadratic and other power law divergences coming from the sub-horizon modes and demonstrate the softening of
the logarithmic IR divergences. In section XI, we follow the previous steps with the resummation procedure that
allows us to get a finite result after convergence of the logarithmic IR divergent contributions at all loop orders in
the horizon-crossing and super-horizon scales. In section XII, we make detailed comments on the scheme dependence
of various renormalization schemes. In section XIII, we begin with studying the behaviour of the tree-level and the
regularized-renormalized-resummed scalar power spectrum and what they imply in the context of PBH formation. In
section XIV, we study the behaviour of the cosmological beta functions in their renormalized and resummed versions
separately. In section XV, we study the Press-Schechter mechanism for PBH formation and introduce the relevant
statistical variables for calculating PBH abundance. In section XVI, we present the numerical outcomes on the
PBH abundance study done for both the high mass (near solar-mass) and extremely small mass PBHs and use the
tree-level as well as the resummed version of the scalar power spectrum. In section XVII, we discuss the spectral
distortion effects and the PBH overproduction problem. In section XVIII, we present the numerical estimates of the
two different spectral distortions, namely the µ− and y− type distortions and also analyse the resolution of the PBH
overproduction issue. In section XX, we highlight the major new points of this work in comparison with the works
done previously into generating large mass PBHs. In section XXI, we shed light on the crucial issue of the smooth
and sharp nature of the transition into the USR. We conclude this work summarizing our findings in section XIX.

II. Motivation and Approach

A. Formation of large mass PBHs by evading no-go theorem on PBH mass

The prospects of forming large mass PBHs in single-field inflation models have been debated heavily for a while
now. The challenges posed due to large quantum corrections when studying PBH formation and finding methods to
mitigate them have invited many attempts to solve this issue. One such attempt to remedy this was introduced in
[112–114] by exposing tools such as renormalization and resummation to a degree where the results led to a no-go
theorem on the PBH mass. The no-go theorem was derived using an EFT approach for single-field models of inflation,
and it provides strict limits to obtain PBH with mass not more than within a few O(102)gm if one desires successful
inflation with the total number of e-foldings of expansion reaching at least, ∆NTotal ∼ O(60). Our primary motivation
to pursue this setup of having a non-singular bouncing feature before getting into the slow-roll (SR) and ultra-slow-
roll (USR) regimes stems from finding an alternative approach to evade the no-go theorem on PBH mass. Since the
predicted mass window is small and not attractive from the cosmology perspective, it also becomes an important task
to find suitable methods by which one can evade such a strict bound. In refs.[115–121], a few such approaches towards
evading this no-go bound are studied in detail, which include multiple sharp transitions and Galileon inflation. The
current work aims to study yet another exciting approach of adding a non-singular bouncing scenario that will also
allow us to evade the PBH mass bound, for which we utilize the theoretical tools of renormalization and resummation
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developed in the previous studies establishing the no-go theorem and extend them to study the underlying framework
presently necessary. The current construction does not introduce any different underlying features to the standard
single-field inflationary setup of SR-USR-SR for PBH formation, unlike in the attempts stated previously to evade
the no-go bound.

B. Preserving Perturbativity

Since the PBH formation issue began in single-field models of inflation, all the analysis hinged on utilizing the proper
methods to control the impact of one-loop quantum corrections successfully. If not done correctly, the USR phase
contributions can quickly break perturbativity features within the calculations, leading to questionable conclusions.
Following the renormalization and resummation procedures, we understand that such enhanced quantum contributions
to the scalar power spectrum are controllable and allow PBH generation, albeit in the extremely small sub-solar regime.
An important constraint on keeping perturbativity intact found via proper application of the above procedures is for
the duration of the USR to be within O(2) e-folds. With this condition, the power spectrum amplitude in the
USR does not exceed the magnitude of O(10−2) which is another necessary condition for forming PBHs and respect
perturbativity. However, to manage near solar mass of PBHs, O(M⊙), a transition into the USR is required at the
smaller wavenumbers, k ∼ O(106)Mpc−1 which facilitates this condition but the remaining e-folds to complete inflation
cannot be achieved via another prolonged SR regime. This constraint comes from following the renormalization and
resummation procedures, which limits the total e-folds to O(25) in a scenario of large mass PBHs. With our present
setup, we manage to show how keeping the mentioned perturbative arguments intact, one can generate PBHs both
in the large and small mass regimes and for this, we need to elaborate further on the concept of e-foldings in presence
of the bounce.

C. Can bounce provide sufficient e-foldings?

The total e-folding requirement during inflation is essential when focusing on large mass PBHs. As remarked before,
we need to incorporate ways to extend the O(25) bound on e-folds during inflation, and one such idea comes from
the current theory of non-singular bounce before commencing the slow-roll conditions. We focus on the fact that the
minimum requirement on the e-folds of expansion during inflation is within roughly, ∆NTotal ∼ O(60). By including
the contraction and bouncing scenarios, we can add the magnitude of their total duration to the succeeding SR-USR-
SR phases that, in effect, compensate for the total minimum duration stated above. After we fix the counting of
e-folds in SR and USR along the positive or increasing magnitude, then for the contraction and bounce phases, the
e-folds increase in magnitude as we go backwards, starting from the end of the bounce and going to the beginning
of the contraction phase. We choose the total duration in e-folds elapsed before bouncing ends in the order of O(35)
that ultimately allows us to satisfy the minimum requirement after totaling the magnitude of e-folds from each phase.
In this sense, this setup allows us to place the transition scales at the lower wavenumbers, k ∼ O(106)Mpc−1 for
producing large near solar mass PBHs and achieve the minimum requirement on e-folds during inflation.

D. Correct interpretation of regularization-renormalization-resummation with bounce

During our study of quantum fluctuations from examining higher-order interaction terms in the action, large
quantum corrections from a USR-like phase invite the need to perform a careful renormalization procedure. This
procedure completely eradicates harmful quadratic UV divergences after appropriately adding suitable counter-terms
into the action. Such divergences can also impact the contributions in effect in the late-time limit after horizon crossing.
Thus, properly removing these quadratic UV divergences and softening the remaining logarithmic IR divergences is
required, which must undergo a further resummation process to give a physically relevant answer for the scalar power
spectrum that includes the quantum effects. The previous studies in [112–114] have intensely focused on developing
this whole procedure from the ground up and also talked about how the renormalization procedure there is completely
independent of the chosen renormalization scheme. However, with new features related to the bounce and our focus
being generating large mass PBHs, we must expand our understanding of handling the quantum divergences with the
regularization-renormalization-resummation procedures when phases like contraction and bounce are also present in a
study and thus to a broader framework beyond inflation. The conclusions obtained previously under inflation with an
SR-USR-SR setup remain the same, with the one-loop corrected and DRG resummed power spectrum falling rapidly
soon after USR ceases while maintaining perturbativity. Since the first construction of the regularized-renormalized-



6

resummed scalar power spectrum was done under the framework of the EFT of inflation, our aim for the following
sections would be to expand the same to give us an EFT of bounce.

III. The Effective Field Theory (EFT) of bounce

The primary idea behind the framework under consideration is to begin with a model-independent, effective action
that is valid below the UV cut-off scale. Symmetry constrains the structure of the EFT action. Using EFT settings,
we may restrict the speed of sound (cs). We use the unitary gauge for the Stückelberg method, which involves scalar
perturbation known as Goldstone modes. The Goldstone mode, also known as the UV-completed version of linearized
gauge symmetry, may be integrated into the non-linear sigma model framework, similar to how the Standard Model
Higgs sector works. See refs.[7, 122, 123, 153, 246–293] for more details on various implications of EFT.

A. The underlying bouncing EFT setup

It is worth noting that, if we describe the formulation in terms of scalar field degrees of freedom, such contribution
becomes a scalar under the complete diffeomorphism symmetry:

xν −→ xν + ξν(t, x) ∀ ν = 0, 1, 2, 3 . (1)
In this context, ξν(t, x) refers to the diffeomorphism parameter. Instead of applying complete symmetry, the pertur-
bation on the field δϕ changes in the following two parallel scenarios:

(a) Under the implementation of spatial component of the space-time diffeomorphism symmetry, solely as a scalar
degrees of freedom, and

(b) Similarly under the implementation of the temporal component of the space-time diffeomorphism symmetry in
a non-linear fashion.

The following is one approach to convey these specific modifications:
t −→ t, xi −→ xi + ξi(t, x) ∀ i = 1, 2, 3 δϕ −→ δϕ, (2)
t −→ t + ξ0(t, x), xi −→ xi ∀ i = 1, 2, 3 δϕ −→ δϕ + ϕ̇0(t)ξ0(t, x). (3)

The spatial and temporal diffeomorphism parameters are defined as ξ0(t, x) and ξi(t, x)∀i = 1, 2, 3, respectively.
We employ the gravitational gauge ϕ(t, x) = ϕ0(t) in this situation. The background time-dependent scalar field is
embedded in homogeneous, isotropic, and spatially flat FLRW space-time, which is reflected in ϕ0(t). Moreover, in
this gauge selection, δϕ(t, x) = 0.

The key components required to create this EFT setup are the following:
• EFT operators require a function of the gravitational space-time metric gµν . The space-time metric derivatives

may now be used to calculate the Ricci tensor Rµν , the Riemann tensor Rµναβ , and the Ricci scalar R, all of
which become the EFT action components.

• To create the EFT action, first acquire the polynomial powers of the temporally perturbed component of the
metric (δg00), which are written as δg00 =

(
g00 + 1

)
. In this scenario, g00 represents the time component

of the background metric. This operator must be invariant under the symmetry transformation of spatial
diffeomorphisms.

• The spatially flat FLRW space-time metric represents the background geometry, which is described by the
infinitesimal line element,

ds2 = a2(τ)
(
−dτ2 + dx2) , (4)

where the scale factor is represented by the symbol a(τ), whose adequate solutions are given by the following
expression:

a(τ) =


a0

(
τ

τ0

) 1
ϵ−1

for Case − I

a0

[
1 +

(
τ

τ0

)2
] 1

2(ϵ−1)

for Case − II
(5)

The mathematical structure of the scale factors characterizes the following physical situations:
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– Here Case-I represents the power law solution of the scale factor [163–215] During inflation the expansion
is described by a quasi de Sitter phase where the parameter ϵ < 1. One can further consider scenarios,
where 1 < ϵ < 3 out of which ϵ = 3/2 represents the matter contracting phase solution from Case I. One
can further consider another interesting situation out of this power law solution when ϵ > 3, which actually
represents the ekpyrotic contracting phase in this context. Additionally, it is essential to note that at the
conformal time scale τ = τ0, the scale factor is denoted by the symbol a(τ0) = a0 which sets the reference
for the Case-I. When we try to explain inflation, ekpyrotic contraction and matter contraction scenarios
with these mentioned form of power law parametrization of the scale factor, the corresponding reference
scale factors are given by a0 = ai, a0 = aec, a0 = amc for the corresponding conformal time scales, τ0 = τi,
τ0 = τec and τ0 = τmc respectively.

– Here Case-II represents the scale factor that describes the bouncing solution [163–215] Specifically, ϵ =
3/2 corresponds to the matter bounce solution in this context. On the other hand, the situation that
describes ϵ > 3 physically represents the ekpyrotic bounce solution in this related discussion. Following
this discussion, it is further necessary to note that at the conformal time scale, τ = τ0 the corresponding
scale factor is represented by a(τ0) = a0, which also sets the reference scale for this specific Case-II.
Utilizing this solution of the scale factor, when we try to explain ekpyrotic and matter bounce scenarios,
the corresponding characteristic scale factors are given by a0 = aeb and a0 = amb respectively.

• Furthermore, the polynomial powers of the fluctuation in the extrinsic curvature computed at constant time
slice (δKµν) are necessarily required to generate the ultimate structure of the representative EFT action, which
is described in terms of, δKµν =

(
Kµν − a2Hhµν

)
, where the extrinsic curvature (Kµν), unit normal vector

(nµ), and the induced metric (hµν) is defined by the following expressions:

Kµν = hσ
µ∇σnν =

[
δ0

µ∂νg00 + δ0
ν∂µg00

2(−g00)3/2 +
δ0

µδ0
νg0σ∂σg00

2(−g00)5/2 − g0ρ (∂µgρν + ∂νgρµ − ∂ρgµν)
2(−g00)1/2

]
,

hµν = gµν + nµnν , nµ = ∂µt√
−gµν∂µt∂νt

=
δ0

µ√
−g00

, (6)

Therefore, the generic form of the EFT action can be described by the following simplified expression:

S =
∫

d4x
√

−g

[
M2

pl

2 R − c(t)g00 − Λ(t) + F(δg00, δKµν , · · · )
]

, (7)

where c(t) and Λ(t) are two time-dependent factors which we need to fix from the corresponding field equations,
which are Friedmann equations in the present context of discussion. Additionally, it is important to note that, the
last term in the above-mentioned expression F(δg00, δKµν , · · · ) captures all contributions from the small perturbation
as described in both Case-I and Case-II scenarios and quantified by the following simplified mathematical form:

F(δg00, δKµν , · · · ) : =
[

M4
2 (t)
2!

(
δg00)2 + M4

3 (t)
3!

(
δg00)3 − M̄3

1 (t)
2

(
δg00) δKµ

µ − M̄2
2 (t)
2 (δKµ

µ )2 − M̄2
3 (t)
2 δKµ

ν δKν
µ

]
.(8)

In this expression the time-dependent coefficients M1(t), M3(t), M̄1(t), M̄2(t) and M̄3(t) are replicating the role of
Wilson coefficients which one needs to fix from the analysis presented in the work.

If we focus only on the background contributions in the generic EFT action, the accompanying Friedmann equations
may be expressed as follows: (

ȧ

a

)2
= H2 = 1

3M2
pl

(
c(t) + Λ(t)

)
= H2

a2 , (9)

ä

a
= Ḣ + H2 = − 1

3M2
pl

(
2c(t) − Λ(t)

)
= H′

a2 , (10)

where ′ describes the conformal time derivative. Also, H = a
′

a
= aH describes the relationship between conformal

time-dependent Hubble parameter H and physical time-dependent Hubble parameter H. Finally, we obtain the
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following formulas for the background-level time-dependent parameters, Λ(t) and c(t):

c(t) = −M2
plḢ = −

M2
pl

a2

(
H

′
− H2

)
, (11)

Λ(t) = M2
pl

(
3H2 + Ḣ

)
=

M2
pl

a2

(
2H2 + H

′

)
. (12)

Finally, substituting the explicit form of these background-level time-dependent parameters, Λ(t) and c(t) in the
representative EFT action we get the following reduced form:

S =
∫

d4x
√

−g

[
M2

pl

2 R + M2
plḢg00 − M2

pl

(
3H2 + Ḣ

)
+ F(δg00, δKµν , · · · )

]
, (13)

It is also required to incorporate the following important parameters, which are also referred to as the slow-roll
parameters:

ϵ =
(

1 − H′

H2

)
, η = ϵ

′

ϵH
. (14)

B. Goldstone EFT after implementing decoupling limiting approximation

The Goldstone mode (π(t, x)) changes, π(t, x) → π̃(t, x) = π(t, x) − ξ0(t, x) under the temporal diffeomorphism
symmetry. Here ξ0(t, x) is the local parameter. The function of these Goldstone modes is compared to that of the
scalar modes in cosmic perturbation in this work. This gives π(t, x) = 0 as the fixing criterion for the applicable
unitary gauge.This suggests that π̃(t, x) = −ξ0(t, x) .

Now it is crucial to discuss how the broken time diffeomorphism symmetry affects the space-time metric, the Ricci
tensor, the Ricci scalar, the perturbation on the extrinsic curvature, the time-dependent coefficients, and the slowly
growing Hubble parameter:

g00 −→ (1 + π̇(t, x))2g00 + 2(1 + π̇(t, x))g0i∂iπ(t, x) + gij∂iπ(t, x)∂jπ(t, x),
g0i −→ (1 + π̇(t, x))g0i + gij∂jπ(t, x), gij −→ gij ,

g00 −→ (1 + π̇(t, x))2g00, g0i −→ (1 + π̇(t, x))g0i + g00π̇(t, x)∂iπ(t, x),
gij −→ gij + g0j∂iπ(t, x) + gi0∂jπ(t, x),
(3)R −→ (3)R + 4

a2 H(∂2π(t, x)), (3)Rij −→ (3)Rij + H(∂i∂jπ(t, x) + δij∂2π(t, x)),

δK −→ δK − 3πḢ − 1
a2 (∂2π(t, x)), δKij −→ δKij − π(t, x)Ḣhij − ∂i∂jπ(t, x),

δK0
0 −→ δK0

0 , δK0
i −→ δK0

i , δKi
0 −→ δKi

0 + 2Hgij∂jπ(t, x),

Q(t) −→
∞∑

n=0

πn
c (t, x)

n!Q2n(t)
dnQ(t)

dtn
≈ Q(t), H(t) −→

∞∑
n=0

πn

n!
dnH(t)

dtn
= [1 − π(t, x)H(t)ϵ] H(t) ≈ H(t). (15)

To generate the most generic EFT action, we must first have a better grasp of the decoupling limit. In this limit, the
mixing contributions of the Goldstone modes and gravity may be easily ignored. To establish this conclusion, let’s
begin with the EFT operator −ḢM2

plg
00, which is needed for upcoming calculations. This operator undergoes the

following transformation when the broken time diffeomorphism symmetry is applied:

−ḢM2
plg

00 −→ −ḢM2
pl

[
(1 + π̇(t, x))2g00 +

(
2(1 + π̇(t, x))∂iπ(t, x)g0i + gij∂iπ(t, x)∂jπ(t, x)

) ]
. (16)

The temporal component of the metric after perturbation may be represented as g00 = ḡ00 +δg00, where the perturba-
tion is denoted by δg00 and we have ḡ00 = −1. The remaining contributions include a mixing contribution M2

plḢπ̇δg00

and a kinetic contribution M2
plḢπ̇2 ¯g00. Furthermore, δg00

c = Mplδg00, is used as a standard normalized metric per-
turbation mixing contribution following canonical normalization, which is provided by, M2

plḢπ̇δg00 =
√

Ḣπ̇cδg00
c .The
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mixing term above the characteristic energy scale, Emix =
√

Ḣ, may be easily neglected in the decoupling limit.
Following this treatment further two important factors, which after implementing the canonical normalization can
be recast as, M2

plḢπ̇2δg00 = π̇2
c δg00

c /Mpl, and πM2
plḦπ̇ḡ00 = Ḧπcπ̇cḡ00/Ḣ. This clearly shows that out of these two

possibilities, one can safely neglect the first one after implementing the decoupling limiting approximation and one
can finally write the following simplified expression:

−ḢM2
plg

00 → −ḢM2
plg

00
[
π̇2 − 1

a2 (∂iπ)2
]

. (17)

C. Implication of Goldstone EFT on perturbations

In the decoupling limit, the second-order perturbed action for the Goldstone modes can now be expressed in the
following fashion:

S(2)
π ≈

∫
d4x a3

[
−M2

plḢ

(
π̇2 − 1

a2 (∂iπ)2
)

+ 2M4
2 π̇2

]
=
∫

d4x a3

(
−M2

plḢ

c2
s

)(
π̇2 − c2

s

(∂iπ)2

a2

)
. (18)

Now the definition of the effective sound speed in terms of the EFT Wilson coefficient:

cs ≡ 1√
1 − 2M4

2
ḢM2

pl

, (19)

It is crucial to keep in mind that the following defines the spatial component of the metric fluctuation:

gij = a2(t) exp(2ζ(t, x))δij ∼ a2(t) [(1 + 2ζ(t, x)) δij ] ∀ i = 1, 2, 3, (20)

When we explain the background geometry in terms of the conformal time coordinates instead of using the physical
time coordinate the corresponding scale factor is denoted by the symbol a(τ), where in this paper we are interested in
two specific types of the solutions described in the parametrizations mentioned in the Case-I and Case-II as stated in
equation(5). In addition, the notation ζ(t, x) is used to represent the scalar comoving curvature perturbation and we
have truncated the perturbation in the first order in ζ(t, x). In this case, the broken temporal diffeomorphism causes
the scale factor to transform as follows:

a(t) → a(t) (1 − Hπ(t, x)) =⇒ a2(t) (1 − Hπ(t, x))2 ≈ a2(t) (1 + 2ζ(t, x)) =⇒ ζ(t, x) = −Hπ(t, x), (21)

using which we can now write the rest of the discussions and their outcomes in terms of the gauge invariant comoving
curvature perturbation variable rather than expressing quantities in terms of the Goldstone modes. As an immediate
outcome, the second order perturbed action now can be written in terms of the variable ζ(t, x) as:

S
(2)
ζ =

∫
d4x a3

(
M2

plϵ

c2
s

)(
ζ̇2 − c2

s

(∂iζ)2

a2

)
= M2

pl

∫
dτ d3x a2

(
ϵ

c2
s

)(
ζ

′2 − c2
s (∂iζ)2

)
. (22)

Here in the last step, we have utilized the transformation, dτ = dt/a(t). In the later part of this utilizing this
perturbed action we are going to evaluate the scalar mode functions in the Fourier space for the five distinctive
phases, 1) ekpyrotic/matter contraction, 2) ekpyrotic/matter bounce, 3) first slow roll, 4) ultra slow roll, and 5)
second slow roll utilizing which in the rest of the paper we will carry forward the analysis within the framework of
Goldstone EFT.

IV. Realization of ultra-slow-roll phase within the framework of EFT of bounce

A. Phase I: Ekpyrotic/Matter contraction

In this section we focus on the contraction phase of our setup which is associated with the scale factor for Case-I
in equation(5). Given this we can immediately determine the conformal Hubble parameter following its standard
definition as follows:

H = a′

a
= 1

τ(ϵ − 1) . (23)



10

where the prime denotes derivative with respect to conformal-time. Using the above we can determine the expression
relating the conformal time and the number of e-foldings N from the definition:

dN = Hdt = aH
dt

a
= Hdτ, (24)

which after integrating gives us the required relation∫ N

N0

dN =
∫ τ

τ0

dτ

τ(ϵ − 1) =⇒ τ = τ0 exp [(N − N0)(ϵ − 1)]. (25)

and this remain valid for N < Nc where at N = Nc the contraction phase stops. Substitution of the above into the
equation(23) provides us with the conformal Hubble as a function of the number of e-foldings

H(N) = 1
τ0(ϵ − 1) exp [−(N − N0)(ϵ − 1)]. (26)

The conformal Hubble here will allow us to evaluate the behaviour of the slow-roll parameter also as a function of the
e-foldings and for the same we now proceed with the first slow-roll parameter. From its definition we have

ϵ = 1 − H′

H2 ,

= 1 + τ2(ϵ − 1)2

τ2(ϵ − 1) ,

= ϵ ∼ 3
2 , (27)

which leads us to verify that the first slow-roll parameter ϵ remains same throughout this phase irrespective of whether
its a matter or ekpyrotic contraction. Similarly, for the second slow-roll parameter we can determine its relation as
follows

η = ϵ′

ϵH
= 0, (28)

which remains zero throughout since the parameter ϵ remains a constant.

B. Phase II: Ekpyrotic/Matter bounce

In this section we focus on the bounce phase of our setup which is associated with the scale factor for Case-II
in equation(5). Following the procedure similar to the contraction phase we determine first the conformal Hubble
parameter using its standard definition as:

H = a′

a
= τ

τ2
0 (ϵ − 1)

(
1 +

(
τ

τ0

)2)−1
, (29)

Using this we find the conformal time and e-folding relation in the bounce phase from the definition as follows∫ N

N0

dN =
∫ τ

τ0

dτ
τ

τ2
0 (ϵ − 1)

(
1 +

(
τ

τ0

)2)−1
,

=⇒ N − N0 = ln [τ2 + τ2
0 ]

2(ϵ − 1)

∣∣∣∣∣
τ

τ0

,

= 1
2(ϵ − 1) ln

[
1
2

(
1 +

(
τ

τ0

)2)]
. (30)

and it remains valid during the interval, Nc < N < Nb, after which at N = Nb the bounce phase stops. Substituting
the above in equation(29) provides us with the conformal Hubble in the bounce phase in terms of e-folds as

H(N) = 1
τ0(ϵ − 1)

τ

τ0

(
1 +

(
τ

τ0

)2)−1
,

= 1
2τ0(ϵ − 1) exp [−2(N − N0)(ϵ − 1)]

√
2 exp [2(N − N0)(ϵ − 1)] − 1. (31)
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We proceed as before with the above definition starting with the first slow-roll parameter and its defining relation
here as

ϵ(N) = 1 − H′

H2 ,

= 1 − (ϵ − 1)(τ2
0 − τ2)

τ2 ,

= ϵ + (1 − ϵ)τ2
0

τ2 ,

= ϵ + (1 − ϵ)
2 exp [2(N − N0)(ϵ − 1)] − 1 . (32)

from which we can again verify that due to having an increasing exponential in the denominator of the expression the
the first slow-roll parameter remains almost as a constant with value ϵ in both the matter and ekpyrotic bounce phase,
except for a short while near the transition from contraction to bounce phase. For the second slow-roll parameter we
use its definition, the third relation from above, and equation(30) to get the following relation with e-foldings,

η(N) = ϵ′

ϵH
,

= 2(ϵ − 1)2 × τ2
0

τ2

1 +
(

τ
τ0

)2

1 + ϵ
(

τ2

τ2
0

− 1
) ,

= 2(ϵ − 1)2 × 1
(2 exp [2(N − N0)(ϵ − 1)] − 1)

2 exp [2(N − N0)(ϵ − 1)]
1 + 2ϵ(exp [2(N − N0)(ϵ − 1)] − 1) . (33)

C. Phase III: First slow-roll (SRI)

We now focus on the phases in our setup after the contraction and bounce. Here we discuss the first slow-roll phase
and behaviour of the slow-roll parameters with changing e-folding number. We start with assuming a very small, and
negative, value of the second slow-roll parameter, ηSRI → 0, that is almost a constant. Upon using the definition of η
we can determine how the first slow-roll parameter varies with e-folds N ,

η = ϵ′

ϵH
= 1

ϵ

dϵ

dN
, (34)

which tells us that ϵ(N) behaves almost as a constant in SRI for η to satisfy the above condition of being close to
zero. Thus we have for N∗ ⩽ N ⩽ Ns,

ϵ(N) = ϵ, (35)

where N∗ refers to the reference value of e-folds that corresponds to the beginning of SRI phase, with choosing
ϵ(N = N∗) = O(10−3). The behaviour of the Hubble parameter can also be found from the definition of the first
slow-roll parameter as follows

ϵ = − Ḣ

H2 = −d ln H

dN
,

(36)

which after integration leads to H(N) for the interval, N∗ ⩽ N ⩽ Ns, as

−
∫ H

Hi

dH

H
=
∫ N

N∗

ϵ(N)dN,

=⇒ H(N) = Hi exp
(

−
∫ N

N∗

ϵ(N)dN
)
, (37)

where Hi = H(N∗) is its initial value.
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D. Phase IV: Ultra slow-roll (USR)

After exiting from the SRI phase at N = Ns, we enter the phase of ultra-slow roll following a sharp transition at
N = Ns, and the USR continues for Ns ⩽ N ⩽ Ne. This phase is characterized by a sharp increase in the magnitude
of the second SR parameter, with η ∼ O(−6) having a negative signature. This remains a constant for the duration
of the e-foldings in the USR and using this the first slow-roll parameter can be found to behave as follows

η = 1
ϵ

dϵ

dN
,

=⇒
∫ N

Ns

ηdN =
∫ ϵ

ϵ(Ns)
d ln ϵ,

=⇒ ϵ(N) = ϵ(Ns) exp (η(N − Ns)), (38)

where the negative signature of η leads to an exponential decrease in the value of ϵ in USR. For the initial condition
we perform its matching with the SRI value, ϵ(Ns) = ϵ. Similarly, we again determine the Hubble parameter for the
USR phase whose analytic expression remains the same as in equation(37) except with the following change

H(N) = Hi exp
(

−
∫ N

Ns

ϵ(N)dN
)

(39)

where now the initial condition becomes Hi = H(Ns) from the continuity between SRI and USR.

E. Phase V: Second slow-roll (SRII)

The last phase in our setup comes after the end of USR, with a sharp transition into the second SR phase at
N = Ne. During this phase, the parameter η climbs from the large negative value in the USR to becoming almost
η ∼ O(−1), marking the end of inflation. Again throughout this phase, we choose η to remain almost a constant
right after the sharp transition. The behaviour of the first SR parameter can be found in a similar manner as before
to give:

η = 1
ϵ

dϵ

dN
,

=⇒
∫ Nend

N

ηdN =
∫ ϵ(Nend)

ϵ

d ln ϵ,

=⇒ ϵ(N) = ϵ(Nend) exp (−η(Nend − N)), (40)

where Ne ⩽ N ⩽ Nend, with ϵ(N = Nend) ∼ O(1) as inflation ends. With η also negative for this phase this formula
shows how ϵ now rises in magnitude throughout the SRII. For the Hubble parameter, following the same procedure
as in the previous two phases gives us with the following expression:

H(N) = Hi exp
(

−
∫ N

Ne

ϵ(N)dN
)

(41)

where the initial condition from the continuity between SRII and USR gives Hi = H(Ne).

V. Numerical outcomes I: Behaviour of dynamical parameters in the five consecutive phases

In the figures 1(a) and 1(b) we can see the how the first slow-roll parameter behaves throughout the consecutive five
phases of our setup. The left figure describes the evolution in with the matter type contraction and bounce phases,
where the parameter satisfies ϵ = 3/2 in both as is also clear from the plot. In the right plot we observe the behaviour
when the ekpyrotic contraction and bounce phases are involved where ϵ > 3 is the condition, here we choose ϵ = 7/2.
The SR parameter value at the transition from the bounce into SRI phase shows a smooth joining as it connects and
continues with the value of O(10−3) in the SRI. At the instant of SRI to USR phase ϵ starts to drop exponentially for
the few e-folds, ∆NUSR ∼ O(2), of the USR and climbs back up while in the SRII phase to reach the value of O(1)
at the end of inflation.
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FIG. 1. Plot shows behaviour of the first slow-roll parameter ϵ(N) as a function of the e-folds N in 1(a) with the matter
contraction (MCP) and matter bounce (MBP) phases and in 1(b) with the ekpyrotic contraction (ECP) and ekpkyrotic bounce
(EBP) phases followed by the SRI, USR, and SRII phases.
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FIG. 2. Plot shows behaviour of the second slow-roll parameter η(N) as a function of the e-folds N in 2(a) with the matter
contraction (MCP) and matter bounce (MBP) phases and in 2(b) with the ekpyrotic contraction (ECP) and ekpkyrotic bounce
(EBP) phases followed by the SRI, USR, and SRII phases.

In figures 2(a) and 2(b), we can see the how the second SR parameter behaves throughout the five consecutive
phases in our setup with the matter contraction and bounce phases present in the left and the ekpyrotic contraction
and bounce phases present on the right. Its value remains zero in the contraction phases and at the instance of
transitioning into the next bounce phase observes a sudden rise in its value with η = 1 in the matter contraction to
bounce scenario, and η > 2 in the ekpyrotic contraction to bounce scenario. In the bouncing phase the η parameter
keeps on decreasing close to zero till it joins with the SRI phase and there it continues with value of O(10−3) in the
negative. The sharp nature of the transition is clearly displayed by the sudden changes in η occurring at the instances
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between SRI-USR and USR-SRII transitions.
In figures 3(a) and 3(b) we observe the behaviour of the Hubble parameter as it changes with e-foldings, and its

value scaled according to the reduced Planck units, throughout the five consecutive phases in our setup. In the left
panel, with the matter contraction and bounce phases, the drop in value for both is comparable in orders of magnitude
with a discontinuity that occurs at the instant of transitioning in between the two phases. The discontinuity remains
when moving from the matter bounce to the SRI phase where it starts with magnitude of O(1) and decreases by a
very small amount going into the USR and the SRII phases. In the right panel, with the ekpyrotic contraction and
bounce phases, the amount of decrease in H is greatly enhanced in the contraction phase as compared to the bounce
phase which is opposite to the behaviour in the matter scenario in left. The rest of the evolution remains the same
in both scenarios. In both cases, the initial values of the Hubble remains much larger, with the largest in the matter
scenario, when compared to its value through the phases after the commencing of slow-roll from N = 0.
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FIG. 3. Plot shows behaviour of the Hubble parameter H(N) in reduced Planck units as a function of the e-folds N in 3(a)
with the matter contraction (MCP) and matter bounce (MBP) phases and in 3(b) with the ekpyrotic contraction (ECP) and
ekpkyrotic bounce (EBP) phases followed by the SRI, USR, and SRII phases.

VI. Comoving scalar curvature perturbation modes: The semi-analytical study

Using the underlying Goldstone EFT framework, this part concentrates on establishing the solutions for the comov-
ing curvature perturbation in a spatially flat FLRW backdrop. Our setup consists of five phases: ekpyrotic/matter
contraction, ekpyrotic/matter bounce, first slow roll (SRI), ultra slow roll (USR), and last but not least, the second
slow roll phase (SRII). We utilize the decoupling limit to safely analyze how the mode solutions behave in the five
phases. Discovering connections between the comoving curvature perturbation and its conjugate momentum variable
will subsequently aid in constructing the different components of the power spectrum of the scalar modes. This section
examines the Mukhanov-Sasaki equation solutions for each of the five phases that were previously described. In the
current context of our investigation, the answers found will be crucial for our examination of the power spectrum at
the tree and loop levels. After obtaining the Mukhanov-Sasaki (MS) equation by variation of the action in equation
(22), we may solve it in Fourier space to obtain the curvature perturbation modes for various phases. The Fourier
space MS equation is expressed as follows:[

d2

dτ2 + 2z′(τ)
z(τ) ∂τ + c2

sk2
]
ζk(τ) = 0. (42)

The Mukhanov-Sasaki variable, denoted by z(τ) in this case, may be found in the following expression:

z(τ) := a(τ)
√

2ϵ

cs
, (43)
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where the conformal time-dependent scale factor a(τ) is explicitly defined before using which one can easily explain the
existence of the previously mentioned five consecutive phases. To avoid further confusion, it is also essential to note
that the first slow roll parameter ϵ takes different values during different phases, and its conformal time-dependent
behaviour also turns out to be different in all of these five phases. This is extremely crucial information that will be
frequently used in the remaining analysis presented in this work.

We now use the following finding, which will be very helpful in solving the second-order differential equation stated
above:

z′(τ)
z(τ) = H (1 − η + ϵ − s) where s := c

′

s

Hcs
. (44)

Additionally, we are going to introduce another parameter, ν, which sometimes in the corresponding contexts is
identified as an effective mass parameter and defined by the following expression:

ν :≡ 1
2 − 1

ϵ − 1 + η

ϵ − 1 − 3s

ϵ − 1 . (45)

Let us now discuss the implications of these newly defined mass parameters in the consecutive five phases which are
appended below point-wise:

• In the case of the inflationary phase i.e. for SRI, USR, and SRII phases the first SR parameter is very small
where ϵ ≪ 1. In those cases, the effective mass parameter is described by the following simplified expression:

ν ≈ 3
2 + ϵ − η − 3s. (46)

• In the case of matter contraction and bouncing scenarios the first slow-roll parameter takes the value ϵ = 3/2.
In these cases, the effective mass parameter is described by the following simplified expression:

ν = 1
2 + 2 + 2η + 6s = 5

2 + 2η + 6s. (47)

• In the case of the ekpyrotic contraction and bounce scenarios, the first SR parameter has to be ϵ > 3 i.e. say
ϵ = 7/2(= 3.5). Consequently, the effective mass parameter is described by the following simplified expression:

ν = 1
2 + 2

5 + 2
5η + 6

5s = 9
10 + 2

5η + 6
5s. (48)

The physical framework under consideration in this paper consists of the five phases listed below, which are discussed
in chronological order point-wise:

(a) Phase I: We first examine the region where we are realizing the ekpyrotic/matter contraction scenarios that
appear over the conformal time scale window τc < τ < τb. The construction period starts at τ = τc and has
the transition to the next bouncing phase at the scale τ = τb. This suggests that in this arrangement, Phase I
terminates at τ = τb. The corresponding momentum scale associated with this window is given by, kc < k < kb.
Within this interval, the first and second SR parameters satisfy the following constraints for matter contraction:

ϵ = 3
2 and η = 0. (49)

Similarly, for the ekpyrotic contraction, we have the following constraints:

ϵ > 3 and η = 0. (50)

(b) Phase II: Further, we examine the region where we are realizing the ekpyrotic/matter bouncing scenarios that
appear over the conformal time scale window τb < τ < τi. The construction period starts at τ = τb where the
bounce occurs and has the transition to the next first slow-roll phase at the scale τ = τi. This suggests that
in this arrangement, Phase II terminates at τ = τi. The corresponding momentum scale associated with this
window is given by, kb < k < ki. Within this interval, the first and second slow-roll parameters satisfy the
following constraints for matter bounce:

ϵ = 3
2 and 0 < η < 1. (51)

Similarly, for the ekpyrotic bounce, we have the following constraints:

ϵ > 3 and 0 < η < 2. (52)
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(c) Phase III: Next, we examine an area where we are realizing the first Slow Roll (SRI) that endures over the
conformal time scale τi < τ < τs. The SRI starts at τ = τi and transits to an Ultra Slow Roll (USR) phase at
the scale τ = τs. This suggests that in this arrangement, Phase III terminates at τ = τs. The corresponding
momentum scale associated with this window is given by, ki < k < ks. Within this interval, the first and second
SR parameters satisfy the following constraints for SRI phase:

ϵ ∼ 10−3 and η ∼ −10−3. (53)

(d) Phase IV: Next, we analyse a region known as the Ultra Slow Roll (USR), which ends at the scale τ = τe and
begins at the conformal time scale τ = τs. On the other hand, τ = τe represents the second steep transition scale
from USR to SRII. The corresponding momentum scale associated with this window is given by, ks < k < ke.
Within this interval, the first and second SR parameters satisfy the following constraints for the USR phase:

10−15 < ϵ < 10−3 and η ∼ −6. (54)

In the USR phase, ϵ becomes extremely suppressed and the conformal time-dependence can be described in
terms of SRI counterpart as,

ϵ(τ) = ϵ

(
a(τs)
a(τ)

)6
= ϵ

(
τ

τs

)6
. (55)

(e) Phase V: Finally, we investigate the second Slow Roll (SRII) region, where inflation finishes at τ = τend after a
short amount of time, commencing at τ = τe. The corresponding momentum scale associated with this window
is given by, ke < k < kend. Within this interval, the first and second slow-roll parameters satisfy the following
constraints for the USR phase:

10−15 < ϵ < 1 and η ∼ −1. (56)

In this phase the explicit conformal time dependence of the first slow-roll parameter can be further expressed
in terms of its SRI counterpart as:

ϵ(τ) = ϵ

(
a(τs)
a(τe)

)6
= ϵ

(
τe

τs

)6
. (57)

In the ensuing subsections of this review, our task is to explicitly investigate the classical solution and its quantum
consequences from these three locations independently.

Before going into further details of the computations, let us first outline some crucial facts we have maintained in
the rest of the analysis. We have considered that the vacuum structure remains the same in the contraction, bounce,
and SRI phases. Further vacuum structure changes in the USR and SRII stages due to having two consecutive
phase transitions which are implemented in terms of sharp transitions in the boundaries of the USR phase. At the
starting point in principle, one can choose any arbitrary vacuum state that preserves the norm. However, for practical
purposes in the contraction, bounce, and SRI phases we have considered the well-known Bunch Davies type of vacuum
which changes its structure in the USR and SRII phases due to the implementation of the sharp transition. Another
important point to be noted here is that the conclusions derived in this paper will be completely unchanged if we
insert smooth transitions instead of the sharp ones. Recently such possibility is explicitly pointed in ref [122].

A. Phase I: Ekpyrotic/Matter contraction

For Phase I which describes ekpyrotic and matter contraction scenarios depending on the previously mentioned
values of the first slow roll parameter ϵ, we get the following general solution:

ζC = 2ν− 3
2 cs(−kcsτ) 3

2 −ν

ia0τ
√

2ϵ∗(kcs) 3
2
√

2Mpl

(
τ

τ0

)− 1
(ϵ−1)

√(
ϵ∗

ϵc

)∣∣∣∣∣Γ(ν)
Γ( 3

2 )

∣∣∣∣∣
×

{
α1(1 + ikcsτ)e−i(kcsτ+ π

2 (ν+ 1
2 )) − β1(1 − ikcsτ)ei(kcsτ+ π

2 (ν+ 1
2 ))
}

. (58)



17

Here α1 and β1 represent the Bogoliubov coefficients that characterize the vacuum structure of the corresponding con-
traction scenarios. The above-mentioned general solution of the MS equation for the ekpyrotic and matter contraction
is written for a general vacuum state, which preserves the normalization condition, |α1|2 − |β1|2 = 1. Henceforth, for
the sake of simplicity, we consider that the Bunch Davies vacuum state describes the initial vacuum state during the
contraction phase. In terms of the Bogoliubov coefficients, it is described by, α1 = 1 and β1 = 0, which satisfy the pre-
viously mentioned normalization criteria. Substituting these values in equation (58) in the presence of Bunch Davies
quantum initial state we get the following simplified result for the gauge invariant comoving curvature perturbation:

ζC = 2ν− 3
2 cs(−kcsτ) 3

2 −ν

ia0τ
√

2ϵ∗(kcs) 3
2
√

2Mpl

(
τ

τ0

)− 1
(ϵ−1)

√(
ϵ∗

ϵc

)∣∣∣∣∣Γ(ν)
Γ( 3

2 )

∣∣∣∣∣(1 + ikcsτ)e−i(kcsτ+ π
2 (ν+ 1

2 )). (59)

B. Phase II: Ekpyrotic/Matter bounce

For Phase II which describes ekpyrotic and matter bounce scenarios depending on the previously mentioned values
of the first slow roll parameter ϵ, we get the following general solution:

ζB = 2ν− 3
2 cs(−kcsτ) 3

2 −ν

ia0τ
√

2ϵ∗(kcs) 3
2
√

2Mpl

[
1 +

(
τ

τ0

)2
]− 1

2(ϵ−1)
√(

ϵ∗

ϵb

)∣∣∣∣∣Γ(ν)
Γ( 3

2 )

∣∣∣∣∣
×

{
α1(1 + ikcsτ)e−i(kcsτ+ π

2 (ν+ 1
2 )) − β1(1 − ikcsτ)ei(kcsτ+ π

2 (ν+ 1
2 ))
}

. (60)

Here α1 and β1 represent the Bogoliubov coefficients which characterize the vacuum structure of the corresponding
bouncing scenarios. Also, it is important to note that we have assumed that the vacuum structure remains the same in
the bouncing scenario with the initial contraction phase. The above-mentioned general solution of the MS equation for
the ekpyrotic and matter bounce is written for a general vacuum state, which preserves the normalization condition,
|α1|2 − |β1|2 = 1. Henceforth, for the sake of simplicity, we consider that the Bunch Davies vacuum state describes
the initial vacuum state during the bouncing phase. In terms of the Bogoliubov coefficients, it is described by, α1 = 1
and β1 = 0, which satisfy the previously mentioned normalization criteria. Substituting these values in equation (60)
in the presence of Bunch Davies quantum initial state we get the following simplified result for the gauge invariant
comoving curvature perturbation:

ζB = 2ν− 3
2 cs(−kcsτ) 3

2 −ν

ia0τ
√

2ϵ∗(kcs) 3
2
√

2Mpl

[
1 +

(
τ

τ0

)2
]− 1

2(ϵ−1)
∣∣∣∣∣Γ(ν)
Γ( 3

2 )

∣∣∣∣∣
√(

ϵ∗

ϵb

)
(1 + ikcsτ)e−i(kcsτ+ π

2 (ν+ 1
2 )). (61)

C. Phase III: First slow-roll (SRI)

For Phase III which describes the first slow-roll scenario, we get the following general solution:

ζSRI = 2ν− 3
2 csH(−kcsτ) 3

2 −ν

i
√

2ϵ∗(kcs) 3
2
√

2Mpl

∣∣∣∣∣Γ(ν)
Γ( 3

2 )

∣∣∣∣∣
{

α1(1 + ikcsτ)e−i(kcsτ+ π
2 (ν+ 1

2 )) − β1(1 − ikcsτ)ei(kcsτ+ π
2 (ν+ 1

2 ))
}

. (62)

Here α1 and β1 represent the Bogoliubov coefficients that characterize the vacuum structure of the corresponding SRI
region. Here we have assumed that the vacuum structure remains the same in the SRI region with the previously
discussed contraction and bouncing phase. The above-mentioned general solution of the MS equation for the SRI phase
is written for a general vacuum state, which preserves the normalization condition, |α1|2 − |β1|2 = 1. Henceforth, for
the sake of simplicity, we consider that the Bunch Davies vacuum state describes the initial vacuum state during the
SRI phase. In terms of the Bogoliubov coefficients, it is described by, α1 = 1 and β1 = 0, which satisfy the previously
mentioned normalization criteria. Substituting these values in equation (62) in the presence of Bunch Davies quantum
initial state we get the following simplified result for the gauge invariant comoving curvature perturbation:

ζSRI = 2ν− 3
2 csH(−kcsτ) 3

2 −ν

i
√

2ϵ∗(kcs) 3
2
√

2Mpl

∣∣∣∣∣Γ(ν)
Γ( 3

2 )

∣∣∣∣∣(1 + ikcsτ)e−i(kcsτ+ π
2 (ν+ 1

2 )). (63)
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D. Phase IV: Ultra slow-roll (USR)

For Phase III which describes the first slow-roll scenario, we get the following general solution:

ζUSR = 2ν− 3
2 csH(−kcsτ) 3

2 −ν

i
√

2ϵ∗(kcs) 3
2
√

2Mpl

(
τs

τ

)3
∣∣∣∣∣Γ(ν)
Γ( 3

2 )

∣∣∣∣∣
{

α2(1 + ikcsτ)e−i(kcsτ+ π
2 (ν+ 1

2 )) − β2(1 − ikcsτ)ei(kcsτ+ π
2 (ν+ 1

2 ))
}

. (64)

Here, the Bogoliubov coefficients in the USR region are α2 and β2, which we can obtain in terms of the Bogoliubov
coefficient of the previous phases, α1 and β1 by applying the two boundary conditions, which reads as Israel junction
conditions implemented at the sharp transition instance τ = τs. These constraint conditions are given by:

(a) First condition states that the comoving curvature modes as obtained for the scalar perturbation become con-
tinuous at the scale τ = τs, where the sharp transition in implemented i.e. [ζSRI]τ=τs

= [ζUSR]τ=τs
.

(b) Second condition states that the canonically conjugate momenta obtained from the comoving curvature modes
become continuous at the scale τ = τs, where the sharp transition in implemented i.e. [ΠζSRI ]τ=τs

= [ΠζUSR ]τ=τs
.

Here the canonically conjugate momenta corresponding to the computed modes are defined as, Πζ = ζ
′(τ).

Before going to the further details of the computation here, it is essential to note that, due to the implementation of
the sharp transitions at the instant τ = τs, where the USR phase starts, and SRI phase transits to the USR phase,
the corresponding vacuum structure changes in the USR phase. Such a changing vacuum is the direct consequence of
the phase transition that happened at the SRI and USR boundary.

We now derive two determining equations for Bogoliubov coefficients in the USR phase after applying the two
junction conditions mentioned above:

α2 = 1
2k3τ3

s c3
s

{(
3i + 3ik2c2

sτ2
s + 2k3c3

sτ3
s

)
α1 −

(
3i + 6kcsτs − 3ik2c2

sτ2
s

)
β1ei(2kτscs+π(ν+ 1

2 ))
}

, (65)

β2 = 1
2k3c3

sτ3
s

{(
3i − 6kcsτs − 3ik2c2

sτ2
s

)
α1e−i(π(ν+ 1

2 )+2kcsτs) −

(
3i + 3ik2c2

sτ2
s − 2k3c3

sτ3
s

)
β1

}
. (66)

Here from the above-mentioned expressions, it is clearly visible that the Bogolibov coefficients that characterize the
USR phase i.e. α2 and β2 are now expressed in terms of the Bogoliubov coefficients, α1 and β1 which describe the
contraction, bounce, and SRI phases in terms of general vacuum state. In the case, where we start with the Bunch
Davies initial condition, we fix α1 = 1 and β1 = 0, which further gives the following simplified results:

α2 = 1
2k3τ3

s c3
s

(
3i + 3ik2c2

sτ2
s + 2k3c3

sτ3
s

)
, (67)

β2 = 1
2k3c3

sτ3
s

(
3i − 6kcsτs − 3ik2c2

sτ2
s

)
e−i(π(ν+ 1

2 )+2kcsτs). (68)

E. Phase V: Second slow-roll (SRII)

For Phase III which describes the first slow-roll scenario, we get the following general solution:

ζSRII = 2ν− 3
2 csH(−kcsτ) 3

2 −ν

i
√

2ϵ∗(kcs) 3
2
√

2Mp

(
τs

τe

)3
∣∣∣∣∣Γ(ν)
Γ( 3

2 )

∣∣∣∣∣
{

α3(1 + ikcsτ)e−i(kcsτ+ π
2 (ν+ 1

2 )) − β3(1 − ikcsτ)ei(kcsτ+ π
2 (ν+ 1

2 ))
}

. (69)

Here, the Bogoliubov coefficients in the SRII region are α3 and β3, which we can obtain in terms of the Bogoliubov
coefficient of the previous phases, α2 and β2 by applying the two boundary conditions, which reads as Israel junction
conditions implemented at sharp transition instance τ = τe. These constraint conditions are given by:

(a) First condition states that the comoving curvature modes as obtained for the scalar perturbation become con-
tinuous at the scale τ = τs, where the sharp transition in implemented i.e. [ζUSR]τ=τe

= [ζSRII]τ=τe
.
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(b) Second condition states that the canonically conjugate momenta obtained from the comoving curvature modes
become continuous at the scale τ = τe, where the sharp transition in implemented i.e. [ΠζUSR ]τ=τe

=
[ΠζSRII ]τ=τe

. Here the canonically conjugate momenta corresponding to the computed modes are defined as,
Πζ = ζ

′(τ).

Before going to the further details of the computation here, it is essential to note that, due to the implementation of
the sharp transitions at the instant τ = τe, where the USR phase ends and USR phase transits to the SRII phase, the
corresponding vacuum structure changes in the SRII phase. Such a changing vacuum is the direct consequence of the
phase transition that happened at the USR and SRII boundary. Here, it is essential to note that the inflation ends
as the SRII phase ends at the instant τ = τend where the magnitude of the second SR parameter η reaches unity, i.e.,
|η(τend)| = 1.

We now derive two determining equations for Bogoliubov coefficients in the SRII phase after applying the two
junction conditions mentioned above:

α3 = 1
2k3τ3

e c3
s

{(
−3i − 3ik2τ2

e c2
s + 2k3τ3

e c3
s

)
α2 −

(
−3i − 6kτecs + 3ik2τ2

e c2
s

)
β2e(2ikτecs+iπ(ν+ 1

2 ))
}

, (70)

β3 = 1
2k3τ3

e c3
s

{(
−3i + 6kτecs + 3ik2τ2

e c2
s

)
α2e−(2ikτecs+iπ(ν+ 1

2 )) +
(
2k3τ3

e c3
s + 3ik2τ2

e c2
s + 3i

)
β2

}
, (71)

Here from the above-mentioned expressions, it is clearly visible that the Bogolibov coefficients that characterize the
SRII phase i.e. α3 and β3 are now expressed in terms of the Bogoliubov coefficients α2 and β2 which describe the
USR phase in terms of shifted new vacuum state. Substituting the expressions of α2 and β2 in eq.(70) and eq.(71) we
can express the Bogolibov coefficients α3 and β3 in terms of the Bogoliubov coefficients α1 and β1 that characterize
the initial vacuum structure:

α3 = 1
(2k3τ3

e c3
s)(2k3τ3

s c3
s)

[ (
−3i − 3ik2τ2

e c2
s + 2k3τ3

e c3
s

){ (
3i + 3ik2c2

sτ2
s + 2k3c3

sτ3
s

)
α1 −

(
3i + 6kcsτs − 3ik2c2

sτ2
s

)
×β1ei(2kτscs+π(ν+ 1

2 ))
}

−
(
−3i − 6kτecs + 3ik2τ2

e c2
s

) { (
3i − 6kcsτs − 3ik2c2

sτ2
s

)
×α1e−i(π(ν+ 1

2 )+2kcsτs) −
(
3i + 3ik2c2

sτ2
s − 2k3c3

sτ3
s

)
β1

}
e(2ikτecs+iπ(ν+ 1

2 ))
]

, (72)

β3 = 1
(2k3τ3

e c3
s)(2k3τ3

s c3
s)

[
]
(
−3i + 6kτecs + 3ik2τ2

e c2
s

){ (
3i + 3ik2c2

sτ2
s + 2k3c3

sτ3
s

)
α1 −

(
3i + 6kcsτs − 3ik2c2

sτ2
s

)
×β1ei(2kτscs+π(ν+ 1

2 ))
}

e−(2ikτecs+iπ(ν+ 1
2 )) +

(
2k3τ3

e c3
s + 3ik2τ2

e c2
s + 3i

)
×

{(
3i − 6kcsτs − 3ik2c2

sτ2
s

)
α1e−i(π(ν+ 1

2 )+2kcsτs) −
(
3i + 3ik2c2

sτ2
s − 2k3c3

sτ3
s

)
β1

}]
. (73)

Further choosing the initial vacuum state is described by Bunch Davies states i.e. fixing α1 = 1 and β1 = 0 we get
the following simplified expressions for the Bogoliubov coefficients which characterize the SRII phase:

α3 = 1
(2k3τ3

e c3
s)(2k3τ3

s c3
s)

{(
−3i − 3ik2τ2

e c2
s + 2k3τ3

e c3
s

) (
3i + 3ik2c2

sτ2
s + 2k3c3

sτ3
s

)
−
(
−3i − 6kτecs + 3ik2τ2

e c2
s

) (
3i − 6kcsτs − 3ik2c2

sτ2
s

)
e2ikcs(τe−τs)

}
, (74)

β3 = 1
(2k3τ3

e c3
s)(2k3c3

sτ3
s )

{(
−3i + 6kτecs + 3ik2τ2

e c2
s

) (
3i + 3ik2c2

sτ2
s + 2k3c3

sτ3
s

)
e−(2ikτecs+iπ(ν+ 1

2 ))

+
(
2k3τ3

e c3
s + 3ik2τ2

e c2
s + 3i

) (
3i − 6kcsτs − 3ik2c2

sτ2
s

)
e−i(π(ν+ 1

2 )+2kcsτs)
}

. (75)
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VII. Numerical outcomes II: Behaviour of modes and associated momenta in the five consecutive phases
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FIG. 4. Plots show evolution of scalar modes and their associated momenta as a function of −kcsτ for the contraction phase.
In the left, the function k3/2|ζC |/

√
2π is plotted and in the right function k1/2|ΠC |/

√
2π. The orange and magenta regions

highlight the Super-Horizon (−kcsτ ≪ 1) and Sub-Horizon (−kcsτ ≫ 1) regions, respectively.

In fig.(4(a),4(b)), we introduce the evolution of the scalar mode and its conjugate momenta as they go from the sub-
horizon and cross into the super-horizon during the contraction phase of our setup. Both the modes show extremely
suppressed strengths when deep inside the Horizon. To study this we encounter the dimensionless number −k0ccsτc,
that we choose to have magnitude O(10−2), where k0c is the wavenumber corresponding to the reference conformal time
τ0 for either matter (τmc) or ekpyrotic (τec) contraction. This combination arises due to our choice of variable −kcsτ ,
which then brings in a dependence on the wavenumber k. We show behaviour for two wavenumbers k = 10−6Mpc−1

(blue) and k = 3×10−6Mpc−1 (red) and choice on the range of wavenumbers will become more apparent once we study
the scalar power spectrum in the upcoming sections. When coming from inside the Horizon, both the mode and its
conjugate momenta evolve in a similar fashion, and a small change in the wavenumber magnitude leads to a difference
of almost two orders of magnitude their strengths. After crossing and throughout their remaining evolution in the
super-horizon, the modes follow the same behaviour, with the growth of the conjugate momenta always remaining
comparable to that of the scalar modes.

We move to fig.(5(a),5(b)) showing evolution of the scalar modes and their conjugate momenta in the bouncing
phase. The behaviour for both type of modes remain almost similar during their journey from the sub-horizon and into
the super-horizon regimes. Similar to the analysis in the contraction phase here we require to set another dimensionless
variable −k0bcsτ0, which we set to O(10−2), where k0b is the wavenumber corresponding to the reference conformal
time τ0 for either matter (τmb) or ekpyrotic (τeb) bounce. This time the wavenumbers used are k = 10−3Mpc−1 (blue)
and k = 3 × 10−3Mpc−1 (red) and such choice of wavenumbers will become clear in the upcoming power spectrum
sections. The evolution remains similar without any significant changes for both categories of modes, except in the
change in amplitude for the higher wavenumbers, and, in comparison with the contraction scenario, the amplitude
has risen quite significantly and continues to do so with the modes going outside the Horizon. Also, the scalar modes
and their momenta remain comparable in their growth, similar to what one observes in the contraction phase.

After the bouncing phases ceases we continue with the inflationary stage of our setup starting with the mode
evolution in the first slow-roll phase. The fig.(6(a),6(b)) describes this behaviour. During this phase the scalar mode
evolution remains constant soon we go far outside the Horizon while inside the Horizon it shows gradual increase in
amplitude. There does not come any wavenumber dependence for this phase and thus the dynamics visible remain
common to all the modes. The associated conjugate momentum modes steadily decreases in amplitude upon venturing
beyond the Horizon. This time a clear distinction between evolution of the mode and its momenta can be seen and
in the super-horizon the strength of the conjugate momentum component remains highly suppressed compared with
their scalar modes counterpart.
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FIG. 5. Plots show evolution of scalar modes and their associated momenta as a function of −kcsτ for the bouncing phase.
In the left, the function k3/2|ζB |/

√
2π is plotted and in the right function k1/2|ΠB |/

√
2π. The orange and magenta regions

highlight the Super-Horizon (−kcsτ ≪ 1) and Sub-Horizon (−kcsτ ≫ 1) regions, respectively.
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FIG. 6. Plots show evolution of scalar modes and their associated momenta as a function of −kcsτ for the first slow-roll (SRI)
phase. In the left, the function k3/2|ζSRI|/

√
2π is plotted and in the right function k1/2|ΠSRI|/

√
2π. The orange and magenta

regions highlight the Super-Horizon (−kcsτ ≪ 1) and Sub-Horizon (−kcsτ ≫ 1) regions, respectively.

Moving forward, we now consider the evolution of the small-scale modes involved in the USR phase, as shown in
fig.(7(a),7(b)). When inside the Horizon, the modes show similar behaviour in their evolution for different wavenum-
bers and the type of mode considered. Here, the wavenumber dependence comes again, with different behaviour for
each mode and the dimensionless variable is chosen to be of order −kscsτs ≲ O(10−2). We consider two different
wavenumbers for comparison with k = 2 × 107Mpc−1 (blue) and k = 8 × 107Mpc−1 (red). As these modes move far
outside the Horizon, the smaller wavenumber increases in strength later compared to the larger one. After a certain
time, the strength keeps increasing for the momenta modes, but the scalar modes experience a dip in the amplitude,
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FIG. 7. Plots show evolution of scalar modes and their associated momenta as a function of −kcsτ for the ultra slow-roll
(USR) phase. In the left, the function k3/2|ζUSR|/

√
2π is plotted and in the right function k1/2|ΠUSR|/

√
2π. The orange and

magenta regions highlight the Super-Horizon (−kcsτ ≪ 1) and Sub-Horizon (−kcsτ ≫ 1) regions, respectively.

after which it also becomes too large. The amplitude for most part of interest after horizon crossing remains sufficient
enough for our purposes. In this phase, both the scalar mode and its conjugate momenta remain comparable in
amplitude, unlike in the slow-roll phase.
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FIG. 8. Plots show evolution of scalar modes and their associated momenta as a function of −kcsτ for the second slow-roll
(SRII) phase. In the left, the function k3/2|ζSRII|/

√
2π is plotted and in the right function k1/2|ΠSRII|/

√
2π. The orange and

magenta regions highlight the Super-Horizon (−kcsτ ≪ 1) and Sub-Horizon (−kcsτ ≫ 1) regions, respectively.

Lastly, we enter in to the final phase of our setup which is the SRII phase and the relevant mode evolution is
shown in fig.(8(a),8(b)). A wavenumber dependence also appear in this phase as well and we examine the behaviour
for the same two modes considered previously in the USR. The dimensionless variable is chosen to be of order



23

−kecsτe ≲ O(10−1). Inside the Horizon the scalar modes appear to have increased strength which quickly decreases
after horizon crossing and in far outside the horizon becomes almost constant with periods of dip in the amplitude
for different wavenumbers. The conjugate momenta modes continue to lose strength in the super-horizon and after
a period become constant in amplitude with the lower wavenumbers becoming weaker as they move farther outside
and have their overall magnitudes relatively smaller than the corresponding scalar modes.

Our next step is to analyze the structure of the total scalar power spectrum and the contributions from each of the
five phases in our setup, building from the scalar mode solution we discussed in the previous and current sections.

VIII. Quantifying tree-level scalar power spectrum

A. Quantization of scalar modes

Properly quantizing the scalar modes is necessary to generate the two-point correlation function expression and the
related power spectrum in Fourier space, which are required to compute the cosmic correlations. Firstly, we construct
the generation operator, â†

k, and the annihilation operator, âk, which will generate and eliminate an excited state
from the initial Bunch Davies state, respectively. Hereafter, |0⟩ is designated as Bunch Davies initial state for the
remaining reasons. It must adhere to the subsequent constraint condition:

âk|0⟩ = 0 ∀k. (76)

It is now necessary for the scalar perturbed mode and its canonically conjugate momenta to meet the equal time
commutation relations:[

ζ̂k(τ), Π̂ζk′ (τ)
]

ETCR
= i δ3

(
k + k

′
)

,
[
ζ̂k(τ), ζ̂k′ (τ)

]
ETCR

= 0,
[
Π̂ζk(τ), Π̂ζk′ (τ)

]
ETCR

= 0. (77)

The corresponding quantum mechanical operators for the scalar mode and its conjugate momenta are indicated by
the following formulas:

ζ̂k(τ) =
[
ζk(τ)âk + ζ∗

k(τ)â†
−k

]
, Π̂ζk(τ) =

[
Πζk(τ)âk + Πζ

∗
k(τ)â†

−k

]
. (78)

It will be very helpful in the following section when we utilize the in-in formalism to complete the one-loop calculation.
In addition to the representation described above, this may also be expressed using all possible commutation relations
between the creation and annihilation operators:[

âk, â†
k′

]
= δ3

(
k + k

′
)

, [âk, âk′ ] = 0 =
[
â†

k, â†
k′

]
. (79)

B. Calculation of tree-level spectrum

The late time scale, τ → 0, is recognized as the location of the comoving curvature perturbation. Based on
this information, the tree-level contribution to the two-point cosmic correlation function for the comoving curvature
perturbation is represented as:

⟨ζ̂kζ̂k′ ⟩Tree = lim
τ→0

⟨ζ̂k(τ)ζ̂k′ (τ)⟩Tree = (2π)3 δ3
(

k + k
′
)

P Tree
ζ (k), (80)

The dimensionful power spectrum in Fourier space is denoted using the notation P Tree
ζ (k) and can be expressed as:

P Tree
ζ (k) = ⟨ζ̂kζ̂−k⟩(0,0) = [ζk(τ)ζ−k(τ)]τ→0 = |ζk(τ)|2τ→0. (81)

However, for practical purposes and to relate to cosmic observations, it becomes relevant to use the dimensionless
form of the power spectrum in Fourier space, and is represented as follows:

∆2
ζ,Tree(k) = k3

2π2 P Tree
ζ (k) = k3

2π2 |ζk(τ)|2τ→0. (82)

From the detailed computations performed in the previously mentioned five distinctive phases, it is evident that the
solutions obtained for the gauge invariant comoving curvature perturbation are different in nature. Utilizing these
obtained results and further substituting in equation(82), we get the following simplified form of the dimensionless
power spectrum in each of the phases:
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(a) Phase I: Ekpyrotic/matter contraction in kc ⩽ k < kb:

In Phase I, which physically describes the ekpyrotic/matter contraction scenarios depending on the values
of the first slow roll parameter ϵ, we have the following result for the tree-level power spectrum for the scalar
modes for the initial general vacuum states:

∆2
ζ,Tree(k) =

(
ϵ∗

ϵc

)
×

 22ν−3H2

8π2M2
plϵcs
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( 3

2
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2
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∗

×
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k
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) 2ϵc
ϵc−1

×
∣∣∣α1(1 + ikcsτ)e−i(kcsτ+ π

2 (ν+ 1
2 )) − β1(1 − ikcsτ)ei(kcsτ+ π

2 (ν+ 1
2 ))
∣∣∣2 . (83)

In the super-horizon scale considering −kcsτ ≪ 1 we get further the following simplified result for the scalar
power spectrum in Phase I for the initial general vacuum states:

∆2
ζ,Tree(k) =

(
ϵ∗

ϵc

)
×

 22ν−3H2

8π2M2
plϵcs

∣∣∣∣∣ Γ(ν)
Γ
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2
) ∣∣∣∣∣

2
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∗

×
(

k

k∗

) 2ϵc
ϵc−1

× |α1 − β1|2 . (84)

If we fix the initial vacuum state as Bunch Davies state which is described by α1 = 1 and β1 = 0 we get the
following simplified result:

∆2
ζ,Tree(k) =

(
ϵ∗

ϵc

)
×

 22ν−3H2

8π2M2
plϵcs

∣∣∣∣∣ Γ(ν)
Γ
( 3

2
) ∣∣∣∣∣

2


∗

×
(

k

k∗

) 2ϵc
ϵc−1

. (85)

Further, for better understanding purposes, the contribution computed to describe the scalar power spectrum
of the contraction phase can be written in terms of the SRI (Phase III) counterpart by the following simplified
expression:

∆2
ζ,Tree(k) = ∆2

ζ,SRI(k∗) ×
(

ϵ∗

ϵc

)
×
(

k

k∗

) 2ϵc
ϵc−1

, (86)

where the SRI counterpart of the scalar power spectrum in the presence of initial state can be written as:

∆2
ζ,SRI(k∗) =

 22ν−3H2

8π2M2
plϵcs

∣∣∣∣∣ Γ(ν)
Γ
( 3

2
) ∣∣∣∣∣

2


∗

× |α1 − β1|2 Bunch Davies−−−−−−−−−−→
α1=1,β1=0

 22ν−3H2

8π2M2
plϵcs

∣∣∣∣∣ Γ(ν)
Γ
( 3

2
) ∣∣∣∣∣

2


∗

. (87)

In terms of the number of e-foldings this expression can be recast in the following simplified form:[
∆2

ζ,Tree(N)
]

CONTRACTION
= ∆2

ζ,SRI(N∗) ×
(

ϵ∗

ϵc

)
× exp

(
2ϵc

ϵc − 1(N − N∗)
)

where Nc ⩽ N < Nb. (88)

(b) Phase II: Ekpyrotic/matter bounce in kb ⩽ k < k∗:

In Phase II, which physically describes the ekpyrotic/matter bounce scenarios depending on the values of
the first slow roll parameter ϵ, we have the following result for the tree-level power spectrum for the scalar
modes for the initial general vacuum states:

∆2
ζ,Tree(k) =

(
ϵ∗

ϵb

)
×

 22ν−3H2

8π2M2
plϵcs

∣∣∣∣∣ Γ(ν)
Γ
( 3

2
) ∣∣∣∣∣

2
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∗

×
(

k
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)2
×

[
1 +

(
k∗

k

)2
]− 1

(ϵb−1)

×
∣∣∣α1(1 + ikcsτ)e−i(kcsτ+ π

2 (ν+ 1
2 )) − β1(1 − ikcsτ)ei(kcsτ+ π

2 (ν+ 1
2 ))
∣∣∣2 . (89)

In the super-horizon scale considering −kcsτ ≪ 1 we get further the following simplified result for the scalar
power spectrum in Phase II for the initial general vacuum states:

∆2
ζ,Tree(k) =

(
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ϵb

)
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× |α1 − β1|2 . (90)
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If we fix the initial vacuum state as Bunch Davies state which is described by α1 = 1 and β1 = 0 we get the
following simplified result:

∆2
ζ,Tree(k) =

(
ϵ∗

ϵb

)
×

 22ν−3H2

8π2M2
plϵcs
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2
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[
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(
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k

)2
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(ϵb−1)

. (91)

Further, for better understanding purposes, the contribution computed to describe the scalar power spectrum
of the contraction phase can be written in terms of the SRI (Phase III) counterpart by the following simplified
expression:

∆2
ζ,Tree(k) = ∆2

ζ,SRI(k∗) ×
(

ϵ∗

ϵb

)
×
(

k

k∗

)2
×

[
1 +

(
k∗

k

)2
]− 1

(ϵb−1)

, (92)

where the SRI phase counterpart of the spectrum is written explicitly in equation(87).
In terms of the number of e-foldings this expression can be recast in the following simplified form:[
∆2

ζ,Tree(N)
]

BOUNCE
= ∆2

ζ,SRI(N∗) ×
(

ϵ∗

ϵb

)
× exp(2(N − N∗)) × [1 + exp(−2(N − N∗))]−

1
(ϵb−1) where Nb ⩽ N < N∗. (93)

(c) Phase III: SRI in k∗ ⩽ k < ks:

In Phase III, which physically describes the SRI, we have the following result for the tree-level power spectrum
for the scalar modes for the initial general vacuum states:

∆2
ζ,Tree(k) =

 22ν−3H2

8π2M2
plϵcs

∣∣∣∣∣ Γ(ν)
Γ
( 3

2
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2 (ν+ 1
2 ))
∣∣∣2 . (94)

In the super-horizon scale considering −kcsτ ≪ 1 we get further the following simplified result for the scalar
power spectrum in Phase III for the initial general vacuum states:

∆2
ζ,Tree(k) =

 22ν−3H2

8π2M2
plϵcs

∣∣∣∣∣ Γ(ν)
Γ
( 3

2
) ∣∣∣∣∣

2
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∗

× |α1 − β1|2 = ∆2
ζ,SRI(k∗). (95)

If we fix the initial vacuum state as Bunch Davies state which is described by α1 = 1 and β1 = 0 we get the
following simplified result:

∆2
ζ,Tree(k) =

 22ν−3H2

8π2M2
plϵcs

∣∣∣∣∣ Γ(ν)
Γ
( 3

2
) ∣∣∣∣∣
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∗

= ∆2
ζ,SRI(k∗) ≈

[
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ζ,Tree(k)
]

SRI
. (96)

where we have: [
∆2

ζ,Tree(k)
]

SRI
= ∆2

ζ,SRI(k∗) ×
[
1 +

(
k

ks

)2
]

. (97)

In terms of the number of e-foldings, we can further write this expression as:[
∆2

ζ,Tree(N)
]

SRI
= ∆2

ζ,SRI(N∗) ×
[
1 + exp(2(N − Ns))

]
where N∗ ⩽ N < Ns. (98)

(d) Phase IV: USR in ks ⩽ k < ke:
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In Phase IV, which physically describes the USR scenario, we have the following result for the tree-level
power spectrum for the scalar modes for the initial general vacuum states:

∆2
ζ,Tree(k) =

 22ν−3H2

8π2M2
plϵcs

∣∣∣∣∣ Γ(ν)
Γ
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2
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k
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2 ))
∣∣∣2 . (99)

In the super-horizon scale considering −kcsτ ≪ 1 we get further the following simplified result for the scalar
power spectrum in Phase IV for the initial general vacuum states:

∆2
ζ,Tree(k) =
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× |α2 − β2|2 . (100)

Further, for better understanding purposes, the contribution computed to describe the scalar power spectrum
of the contraction phase can be written in terms of the SRI (Phase III) counterpart by the following simplified
expression:

∆2
ζ,Tree(k) = ∆2

ζ,SRI(k∗) ×
(

k

ks

)6
× |α2 − β2|2

|α1 − β1|2
, (101)

where the SRI phase counterpart of the spectrum is written explicitly in equation(87). If we further choose
Bunch Davies initial condition described by, α1 = 1 and β1 = 0, we get:

∆2
ζ,Tree(k) = ∆2

ζ,SRI(k∗) ×
(

k

ks

)6
× |α2 − β2|2 , (102)

In terms of the number of e-foldings, we can further write this expression as:[
∆2

ζ,Tree(N)
]

USR
= ∆2

ζ,SRI(N∗) × exp(6(N − Ns)) × |α2 − β2|2 where Ns ⩽ N < Ne. (103)

(e) Phase V: SRII in ke ⩽ k < kend:

In Phase V, which physically describes the SRII scenario, we have the following result for the tree-level
power spectrum for the scalar modes for the initial general vacuum states:

∆2
ζ,Tree(k) =
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∣∣∣2 . (104)

In the super-horizon scale considering −kcsτ ≪ 1 we get further the following simplified result for the scalar
power spectrum in Phase V for the initial general vacuum states:

∆2
ζ,Tree(k) =
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Further, for better understanding purposes, the contribution computed to describe the scalar power spectrum
of the contraction phase can be written in terms of the SRI (Phase III) counterpart by the following simplified
expression:

∆2
ζ,Tree(k) = ∆2

ζ,SRI(k∗) ×
(

ke

ks

)6
× |α3 − β3|2

|α1 − β1|2
, (106)
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where the SRI phase counterpart of the spectrum is written explicitly in equation(87). If we further choose
Bunch Davies initial condition described by, α1 = 1 and β1 = 0, we get:

∆2
ζ,Tree(k) = ∆2

ζ,SRI(k∗) ×
(

k

ks

)6
× |α3 − β3|2 , (107)

In terms of the number of e-foldings, we can further write this expression as:[
∆2

ζ,Tree(N)
]

SRII
= ∆2

ζ,SRI(N∗) × exp(6(Ne − Ns)) × |α3 − β3|2 where Ne ⩽ N < Nend. (108)

After combining all the results of the level power spectrum for the scalar modes as obtained for the five consecutive
phases we get the following result for the total power spectrum when we choose the general initial vacuum state:
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]
. (109)

Here the two Heaviside Theta functions characterize the SRI to USR and USR to SRII sharp transitions. Further, if
we choose the initial Bunch Davies condition then we get the following simplified result for the total power spectrum
for the scalar modes:
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]
. (110)

In terms of the number of e-foldings, we get the following simplified result in the context of having sharp transitions:

∆2
ζ,Tree−Total(N) = ∆2

ζ,SRI(N∗) ×
[
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. (111)

If we use a smooth transition in the current context of discussion rather than a sharp one, the expression is changed
to the following expression in the presence of a general initial condition:
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Thus, in the event of a smooth transition, ∆k = ke − ks denotes the breadth of the USR phase. The result for the
sharp transition may be obtained by taking the limit ∆k to be very tiny because:

lim
∆k→0

tanh
(

k − ks

∆k

)
= Θ(k − ks), (113)

lim
∆k→0

tanh
(

k − ke

∆k

)
= Θ(k − ke). (114)
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It is noteworthy, although, that for the tree-level power spectrum, we obtain nearly identical physical results, save
from smoothing the behavior of the joining functions at the transition points in both cases. Further, if we choose the
initial Bunch Davies condition then we get the following simplified result for the total power spectrum for the scalar
modes:
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In terms of the number of e-foldings, we get the following simplified result in the context of having sharp transitions:
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Here we have ∆N = Ne − Ns which is equivalent to ∆k and also we have here:

lim
∆N→0

tanh
(

N − Ns

∆N

)
= Θ(N − Ns), (117)

lim
∆N→0

tanh
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)
= Θ(N − Ne). (118)

IX. Regularization in loop corrected scalar power spectrum

A. The third order perturbed action

Next, we will make a straightforward calculation of the effect of one-loop corrections on the power spectrum from
scalar perturbation modes. The computation that follows will be done under the assumption that the curvature
perturbation widens the typical EFT action in third order:
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, (119)

It is important to keep in mind that in this instance, putting M2 = 0 yields cs = 1. Additionally, if we put
M3 = 0, M̄1 = 0, the third-order action for the conventional single-field slow roll model is returned. The one-
loop corrected equation for the scalar power spectrum will not be considerably changed by the contributions with
EFT coefficients other than M2 since they are severely suppressed in the contracting, bouncing, and SR phases of
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the one-loop contribution. The provided EFT coefficients for the different types of non-minimal or non-canonical
single field P (X, ϕ) models might not be exactly zero. Having said that, we must limit our computations to modest
values of these parameters in order to accurately preserve the perturbation theory for the scalar modes during the
one-loop computation in the current scenario. To extract the one-loop quantum effect corrections or to detect the
substantial amplification in the primordial non-Gaussian amplitudes, we will explicitly apply all of the contributions
mentioned earlier in the presence of abrupt transitions. It is also crucial to note that the conclusions we get in the
remaining calculations will not alter for smooth transitions, only the tedious mathematical statements we must deal
with throughout the computations in those instances. It is also worth noting that the conclusions we reach in the
remaining calculations will not alter for a single or numerous smooth transitions, simply the burdensome mathematical
expressions we must deal with throughout the computations in those cases. The highlighted term contributes the most
to the first SR (SRI) region, second SR (SRII) region, and USR region as O(ϵ3), O(ϵ3), and O(ϵ), respectively, for
sharp or smooth transitions. Additionally, it is essential to consider that, the above highlighted term has a vanishing
contribution in the contraction phase and is highly suppressed in the bouncing phase. The last five contributions
are highly Planck-suppressed operators which give rise to a very small correction to the one-loop power spectrum for
all the previously mentioned five phases. For more completeness, we are going to explicitly evaluate the cumulative
effects of all of these mentioned contributions to the one-loop corrected result computed in the five phases. The five
contributions provided in the final line of the above calculation will benefit the one-loop adjusted power spectrum
only in the contracting, bouncing, and SRI, SRII regions. These terms show more suppression in the USR phase of
the one-loop correction than in the contracting, bouncing, and SRI, SRII regions. As a result, the enhanced one-loop
corrected power spectrum of scalar modes will remain unchanged by these factors in the final expression. Once again,
in the analogous one-loop result, the remaining contributions exhibit more suppression in the USR phase compared
to the contracting, bouncing, and SRI, SRII regions.

B. In-In formalism and one-loop computation

In this subsection, we will explicitly analyze the contributions of each term as appearing in the third-order action,
with a focus on the most significant highlighted term that arises as a result of the EFT framework that we have
chosen for our present study. To this goal, we employ the well-known in-in formalism. This implies that the two-point
correlation function of the next quantum operator at τ → 0, the late time scale, may be represented as follows:
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,(120)

where T and T characterize the time ordering and anti-time operations, respectively. Here Hint(τ) represents the
interaction Hamiltonian, which may be obtained from the third-order EFT action as follows:
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+3
2

1
aH

M̄3
1

HM2
pl

ζ
′
(∂iζ)2 + 9

2
M̄3

1
HM2

pl

ζζ
′2

+
(

3
2

M̄3
1

HM2
pl

− 4
3

M4
3

H2M2
pl

)
ζ

′3 − 3
2

1
aH

M̄3
1

HM2
pl

ζ∂τ (∂iζ)2
]
, (121)

where we explicitly utilized the fact that the interaction Hamiltonian is related to the Lagrangian density that describes
the third-order perturbation via the Legendre transformation, Hint = −L3. Further using the Dyson Swinger series
one can explicitly write down the expression for the two-point correlation function of the scalar modes by the following
expression:

⟨ζ̂pζ̂−p⟩ = ⟨ζ̂pζ̂−p⟩Tree + ⟨ζ̂pζ̂−p⟩One−loop, (122)
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where the tree and one-loop level contributions are given by the following results:

⟨ζ̂pζ̂−p⟩Tree = ⟨ζ̂pζ̂−p⟩(0,0), (123)
⟨ζ̂pζ̂−p⟩One−loop = ⟨ζ̂pζ̂−p⟩(0,1) + ⟨ζ̂pζ̂−p⟩†

(0,1) + ⟨ζ̂pζ̂−p⟩(0,2) + ⟨ζ̂pζ̂−p⟩†
(0,2) + ⟨ζ̂pζ̂−p⟩(1,1). (124)

Explicit contribution that are appearing in the tree level and in the one-loop level result of the two point correlation
function of the scalar modes are appended below, which we need to evaluate for the previously mentioned five
consecutive phases in this paper:

⟨ζ̂pζ̂−p⟩(0,0) = lim
τ→0

⟨ζ̂p(τ)ζ̂−p(τ)⟩, (125)

⟨ζ̂pζ̂−p⟩(0,1) = −i lim
τ→0

∫ τ

−∞
dτ1 ⟨ζ̂p(τ)ζ̂−p(τ)Hint(τ1)⟩, (126)

⟨ζ̂pζ̂−p⟩†
(0,1) = −i lim

τ→0

∫ τ

−∞
dτ1 ⟨ζ̂p(τ)ζ̂−p(τ)Hint(τ1)⟩†, (127)

⟨ζ̂pζ̂−p⟩(0,2) = lim
τ→0

∫ τ

−∞
dτ1

∫ τ

−∞
dτ2 ⟨ζ̂p(τ)ζ̂−p(τ)Hint(τ1)Hint(τ2)⟩, (128)

⟨ζ̂pζ̂−p⟩†
(0,2) = lim

τ→0

∫ τ

−∞
dτ1

∫ τ

−∞
dτ2 ⟨ζ̂p(τ)ζ̂−p(τ)Hint(τ1)Hint(τ2)⟩†, (129)

⟨ζ̂pζ̂−p⟩†
(1,1) = lim

τ→0

∫ τ

−∞
dτ1

∫ τ

−∞
dτ2 ⟨Hint(τ1)ζ̂p(τ)ζ̂−p(τ)Hint(τ2)⟩†. (130)

C. Calculation of one-loop corrected power spectrum: Individual phases

1. Phase I: Ekpyrotic/Matter contraction

After implementing the cut-off regularization in the ekpyrotic/matter contraction scenario, which is applied within
the momentum interval kc < k < kb we get the following result for the one-loop contribution that appears from Phase
I:[

∆2
ζ,One−loop(p)

]
CONTRACTION

=
[
∆2

ζ,Tree(p)
]2

SRI
×

(
1 + 2

15π2
1

c2
sk2

c

(
−
(

1 − 1
c2

s

)
ϵc + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))

×

(
KC − 4

3IC

)
, (131)

where KC is the counter-term contribution in Phase I which we need to explicitly determine while performing the
renormalization in the present context of the computation. Additionally, it is essential to consider that the prime
contribution from the one-loop cut-off regulated momentum integral IC during the ekpyrotic/matter contraction is
described by the following expression:

IC : =
(

ϵ∗

ϵc

)
×
∫ kb

kc

dk

k

(
k

k∗

)δC (
1 + k2c2

sτ2) ,

=
(

ϵ∗

ϵc

)
×
∫ kb/k∗

kc/k∗

d

(
k

k∗

) (
k

k∗

)δC−1
(

1 +
(

k

k∗

)2
)

,

=
(

ϵ∗

ϵc

)
×

[
1

δC

{(
kb

k∗

)δC

−
(

kc

k∗

)δC
}

+ 1
δC + 2

{(
kb

k∗

)δC+2
−
(

kc

k∗

)δC+2
}]

,

=
(

ϵ∗

ϵc

)
×

[
1(

3 − 2ν + 2ϵc

ϵc−1

) {(kb

k∗

)(3−2ν+ 2ϵc
ϵc−1 )

−
(

kc

k∗

)(3−2ν+ 2ϵc
ϵc−1 )}

,

+ 1(
5 − 2ν + 2ϵc

ϵc−1

) {(kb

k∗

)(5−2ν+ 2ϵc
ϵc−1 )

−
(

kc

k∗

)(5−2ν+ 2ϵc
ϵc−1 )}]

. (132)
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In terms of the number of e-foldings, the final result of the loop integral in the contracting phase can be further
simplified as:

IC : =
(

ϵ∗

ϵc

)
×

[
1

δC

{
exp(−δC∆NB) − exp(−δC(∆NB + ∆NB))

}

+ 1
δC + 2

{
exp(−(δC + 2)∆NB) − exp(−(δC + 2)(∆NB + ∆NB))

}]
. (133)

Here we define:

∆NB := (N∗ − Nb), and ∆NC := (Nb − Nc). (134)

Here we have introduced a new symbol δC for Phase I which is defined by the following expression:

δC :=
(

3 − 2ν + 2ϵc

ϵc − 1

)
. (135)

To avoid any further confusion it is important to note that the effective mass parameter ν here is evaluated at the
ekpyrotic/matter contraction phase. Depending on the values of the first and second slow-roll parameters one can
separately quantify the one-loop correction in both the ekpyrotic and matter contracting phases which are part of
Phase I. Here to arrive at the final one-loop corrected result we have utilized the fact that the initial vacuum state is
described by the Bunch Davies initial condition and the corresponding Bogolibov coefficient is given by α1 = 1 and
β1 = 0.

2. Phase II: Ekpyrotic/Matter bounce

Further implementing the cut-off regularization in the ekpyrotic/matter bounce scenario, which is applied within
the momentum interval kb < k < k∗ we get the following result for the one-loop contribution that appears from Phase
II:

[
∆2

ζ,One−loop(p)
]

BOUNCE
=
[
∆2

ζ,Tree(p)
]2

SRI
×

(
1 + 2

15π2
1

c2
sk2

b

(
−
(

1 − 1
c2

s

)
ϵb + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))

×

(
KB − 4

3IB

)
, (136)

where KB is the counter-term contribution in Phase II which we need to explicitly determine while performing
the renormalization in the present context of the computation. Additionally, it is essential to consider that the
prime contribution from the one-loop cut-off regulated momentum integral IB during the ekpyrotic/matter bounce is
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described by the following expression:

IB : =
(

ϵ∗

ϵb

)
×
∫ k∗

kb

dk

k

(
k

k∗

)2
(

1 +
(

k∗

k

)2
)− 1

(ϵb−1) (
k
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)3−2ν (
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(
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ϵb
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k
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(
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)2
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)
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=
(

ϵ∗
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)
× 1
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2F1

(
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2 ,
1
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)
−
(

kb
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2F1

(
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2 ,
1
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(
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,

=
(
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)
× 1(
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)
,

1
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(
7
2 − ν + 1
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)
; −1

)

−
(
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2F1
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5
2 − ν + 1
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)
,

1
ϵb − 1 − 1;

(
7
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ϵb − 1

)
; −
(
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k∗

)2
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.(137)

In terms of the number of e-foldings, the final result of the loop integral in the bouncing phase can be further simplified
as:

IB : =
(

ϵ∗

ϵb

)
× 1

δB + 2

[
2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)
− exp(−(δB + 2)∆NB) 2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; − exp(−2∆NB)

)]
. (138)

Additionally, we have introduced a new symbol δB for Phase I which is defined by the following expression:

δB :=
(

3 − 2ν + 2
ϵb − 1

)
. (139)

To avoid any further confusion it is important to note that the effective mass parameter ν here is evaluated at
the ekpyrotic/matter bounce phase. Depending on the values of the first and second slow-roll parameters one can
separately quantify the one-loop correction in both the ekpyrotic and matter-bouncing phases which are part of Phase
II. Here to arrive at the final one-loop corrected result we have utilized the fact that the initial vacuum state is
described by the Bunch Davies initial condition and the corresponding Bogolibov coefficient is given by α1 = 1 and
β1 = 0. We have also used the fact that the vacuum structure remains unchanged in Phase II.

3. Phase III: First slow-roll (SRI)

Next implementing the cut-off regularization in the first slow-roll i.e. SRI scenario, which is applied within the
momentum interval k∗ < k < ks we get the following result for the one-loop contribution that appears from Phase
III: [

∆2
ζ,One−loop(p)

]
SRI

=
[
∆2

ζ,Tree(p)
]2

SRI
×

(
1 + 2

15π2
1

c2
sk2

∗

(
−
(

1 − 1
c2

s

)
ϵ∗ + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))

×

(
KSRI − 4

3ISRI

)
,(140)

where KSRI is the counter-term contribution in Phase III which we need to explicitly determine while performing
the renormalization in the present context of the computation. Additionally, it is essential to consider that the prime
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contribution from the one-loop cut-off regulated momentum integral ISRI during the SRI is described by the following
relation:

ISRI : =
∫ ks

k∗

dk

k

(
k

k∗

)3−2ν (
1 + k2c2

sτ2) ,

=
∫ ks/k∗

1
d

(
k

k∗

) (
k

k∗

)2δSRI−1
(

1 +
(

k

k∗

)2
)

,

=
[

1
2δSRI

{(
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− 1
}

+ 1
2 (δSRI + 1)

{(
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− 1
}]

,

=
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1
2δSRI

+ ln
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)
− 1

2δSRI
+ · · · + 1
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{(
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− 1
}]

,

=
[

ln
(
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)
+ 1
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{(
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− 1
}

+ · · ·
]
,

=
[

ln
(
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k∗

)
+ 1

2 + 2η + 6s − 2ϵ

{(
ks

k∗

)2+2η+6s−2ϵ

− 1
}

+ · · ·
]
. (141)

In terms of the number of e-foldings, the final result of the loop integral in the SRI phase can be further simplified as:

ISRI : =
[
∆NSRI + 1

2 (δSRI + 1)

{
exp(2 (δSRI + 1) ∆NSRI) − 1

}]
with ∆NSRI := (Ns − N∗). (142)

Here we have introduced a new symbol δSRI for Phase III which is defined by the following expression:

δSRI :=
(

3
2 − ν

)
. (143)

To avoid any further confusion it is essential to recall that the effective mass parameter ν here is evaluated at the SRI
phase. Depending on the values of the first and second SR parameters one can quantify the one-loop correction in the
SRI region which is part of Phase III. Here to arrive at the final one-loop corrected result we have utilized the fact that
the initial vacuum state is described by the Bunch Davies initial condition and the corresponding Bogolibov coefficient
is given by α1 = 1 and β1 = 0. We have also used the fact that the vacuum structure remains unchanged in Phase III.
Additionally, it is important to note that to avoid the singularity in the loop integral ISRI at ν = 3/2 i.e. δSRI = 0,
we have used dimensional regularization to remove the dependence on the parameter δSRI and after implementing
this successfully we have obtained the logarithmic contribution which is in principle IR divergent. Also, it is evident
from the last two terms that exactly at ν = 3/2 there is no such previously mentioned singularity appears in the
final result. However, from the derived result for the one-loop contribution from the SRI region, particularly from
the last two terms it is clearly visible that if we consider exactly, ν = 3/2 with δSRI = 0, then quadratic contribution
(ks/k∗)2 appears which is technically a UV divergent term in this computation. But if we slightly deviate from the
de Sitter limit with ν = 3/2 i.e. if we consider the quasi de Sitter approximation holds good perfectly in the SRI
region then instead of getting a quadratic divergence just like above, we get here, in this case, the contribution,
(ks/k∗)2+2η+6s−2ϵ, which basically deviates from its quadratic power law behaviour. this further implies that the
quasi de Sitter approximation in SRI automatically provides a regulator in the quadratic UV divergence term which
appears in the exponent and is expressed in terms of the slow-roll parameters ϵ, η and s, evaluated in Phase III.

4. Phase IV: Ultra slow-roll (USR)

The highlighted cubic self-interaction will be examined next since it will also have an influence on the two-point
correlation function of the scalar modes at the one-loop level during the insertion of a single USR period with the
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sharp transition. This function can be expressed in the following ways:

⟨ζ̂pζ̂−p⟩(0,1) = −
iM2

pl

2
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a2(τ)
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∫
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∫
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×δ3
(
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)
× ⟨ζ̂pζ̂−pζ̂

′
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(τ)ζ̂k2(τ)ζ̂k3(τ)⟩, (144)

⟨ζ̂pζ̂−p⟩(0,1) = −
iM2

pl

2

∫ 0
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⟨ζ̂pζ̂−p⟩†
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⟨ζ̂pζ̂−p⟩(1,1) =
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×
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∫
d3k4
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(2π)3

∫
d3k6
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(
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)
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(
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(τ2)ζ̂k5(τ2)ζ̂k6(τ2)⟩. (148)

In the presence of sharp transitions at the conformal time scales τ = τs (from SRII to USR) and τ = τe (from USR
to SRII), we have the following formula:(

η(τ)
c2

s(τ)

)′

≈ ∆η(τ)
c2

s(τ)

(
δ(τ − τe) − δ(τ − τs)

)
. (149)

As a result for τs < τ < τe region we get: (
η(τ)
c2

s(τ)

)′

≈ 0, (150)

In the current context, let us investigate the time-dependent parametrization of the effective sound speed parameter
with the purpose of improving comprehension. Throughout the time scale evolution, the effective sound speed param-
eter is fixed at the CMB pivot scale value, cs(τ∗) = cs. The parameterization is as follows, but for abrupt transition
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points: cs(τe) = cs(τs) = c̃s = 1 ± δ. δ represents a fine-tuning parameter that is kept constant by retaining δ ≪ 1.
This additional information will be extremely useful for rest of the computation performed in this paper.

Further implementing the cut-off regularization in USR region, which is applied within the momentum interval
ks < k < ke we get the following result for the one-loop contribution that appears from Phase IV:[

∆2
ζ,One−loop(p)

]
USR

=
{[

1
4

[
∆2

ζ,Tree(p)
]2
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×
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2
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(
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s
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)]
−
[
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]2
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× KUSR

}
, (151)

where KUSR is the counter-term contribution in Phase IV which we need to explicitly determine while performing
the renormalization in the present context of the computation. Additionally, it is important to note that the prime
contribution from the one-loop cut-off regulated momentum integrals I(1)

USR and I(2)
USR during the USR phase is

described by the following expression:

I(1)
USR(τ) =

∫ ke

ks

dk

k
|Jk(τ)|2 , (152)

In this instance, a new function Jk(τ) is defined as follows:

Jk(τ) = (−kcsτ)2δUSR

{
α2(1 + ikcsτ)e−i(kcsτ+ π

2 (ν+ 1
2 )) − β2(1 − ikcsτ)ei(kcsτ+ π

2 (ν+ 1
2 ))
}

. (153)

In the USR phase, the Bogoliubov coefficients α2 and β2 are denoted by the following expressions:

α2 = 1
2k3τ3

s c3
s

(
3i + 3ik2c2

sτ2
s + 2k3c3

sτ3
s

)
, (154)

β2 = 1
2k3c3

sτ3
s

(
3i − 6kcsτs − 3ik2c2

sτ2
s

)
e−i(π(ν+ 1

2 )+2kcsτs). (155)

using the above-mentioned expressions in the loop integral we get the following simplified result:

I(1)
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[
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+ · · ·
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,

=
[

ln
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{(
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)2+2η+6s−2ϵ

− 1
}
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. (156)

In terms of the number of e-foldings, the final result of the first loop integral in the USR phase can be further simplified
as:

I(1)
USR(N) : =

[
∆NUSR + 1

2 (δUSR + 1)

{
exp(2 (δUSR + 1) ∆NUSR) − 1

}]
with ∆NUSR := (Ne − Ns).(157)

Here we have introduced a new symbol δUSR for Phase IV which is defined by the following expression:

δUSR :=
(

3
2 − ν

)
. (158)
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Here the · · · represents the suppressed contribution in which we are not interested in the present discussion. Also
from the derived result, it is clearly evident that the one-loop integral at the conformal time scales τ = τs and τ = τe

turning out to be the same because of having sharp transitions at these mentioned points, which are the precise
boundaries of the USR region. In a more technical language we then have:

I(1)
USR(τ) = I(1)

USR(τs) = I(1)
USR(τe) = I(1)

USR. (159)

To avoid any further confusion it is essential to recall that the effective mass parameter ν here is evaluated at the USR
phase. Depending on the values of the first and second slow-roll parameters one can quantify the one-loop correction
in the USR region which is part of Phase IV. Here the expressions for δSRI and δUSR look similar, but due to having
different values of the mass parameter ν in SRI and USR phase we have actually δSRI ̸≡ δUSR. Here to arrive at the
final one-loop corrected result we have utilized the fact that the initial vacuum state is described by the Bunch Davies
initial condition and the corresponding Bogolibov coefficient is given by α1 = 1 and β1 = 0. We have also used the
fact that the vacuum structure remains unchanged up to Phase III. After that, a sharp transition takes place at the
conformal time scale τ = τs for which a phase transition occurs at this point, and as an immediate outcome Bunch
Davies vacuum changes to a new state. It persists up to the end of the USR phase which is in our discussion and is
identified with Phase IV. Further, this new vacuum state transforms to another vacuum state due to having another
sharp transition at the scale τ = τe from USR to SRII phase transition. Additionally, it is essential to consider that
to avoid the singularity in the loop integral I(1)

USR at ν = 3/2 i.e. δUSR = 0, we have used dimensional regularization
to remove the dependence on the parameter δUSR and after implementing this successfully we have obtained the
logarithmic contribution which is in principle IR divergent. Also, it is evident from the last two terms that exactly
at ν = 3/2 no such previously mentioned singularity appears in the final result. However, from the derived result
for the one-loop contribution from the USR region, particularly from the last two terms it is clearly visible that if
we consider exactly, ν = 3/2 with δUSR = 0, then quadratic contribution (ke/ks)2 appears which is technically a
UV divergent term in this computation. But if we slightly deviate from the de Sitter limit with ν = 3/2 i.e. If we
consider the quasi de Sitter approximation holds good perfectly in the USR region then instead of getting a quadratic
divergence just like above, we get here, in this case, the contribution, (ke/ks)2+2η+6s−2ϵ, which basically deviates from
its quadratic power law behaviour. This further implies that the quasi de Sitter approximation in USR automatically
provides a regulator in the quadratic UV divergence term which appears in the exponent and is expressed in terms of
the slow-roll parameters ϵ, η and s, evaluated in Phase IV.

Another contribution to the one-loop contribution can be expressed as follows:

I(2)
USR(τ) =

∫ ke

ks

dk

k
|Jk(τ)|2

(
d ln |Jk(τ)|2

d ln k

)
=
∫ ke

ks

d ln k

(
d|Jk(τ)|2

d ln k

)
=
[

|Jk(τ)|2
]ke

ks

, (160)

which further implies that:

I(2)
USR(τ) = I(2)

USR(τs) = I(2)
USR(τe) = I(2)

USR = −O(1). (161)

Utilizing the derived results for the loop integrals we can further write down the following expression:[
∆2

ζ,One−loop(p)
]

USR
=
{[

1
4

[
∆2

ζ,Tree(p)
]2

SRI
×
(

(∆η(τe))2

c8
s

(
ke

ks

)6
− (∆η(τs))2

c8
s

)
I(1)

USR

+1
2

[
∆2

ζ,Tree(p)
]2

SRI
×
(

(∆η(τe))
c4

s

(
ke

ks

)6
− (∆η(τs))

c4
s

)
I(2)

USR

]
−
[
∆2

ζ,Tree(p)
]2

SRI
× KUSR

}
=
(

Y(1)
USR + Y(2)

USR −
[
∆2

ζ,Tree(p)
]2

SRI
× KUSR

)
, (162)

where we define Y(1)
USR and Y(2)

USR by the following expressions:

Y(1)
USR = 1

4

[
∆2

ζ,Tree(p)
]2

SRI
×
(

(∆η(τe))2

c8
s

(
ke

ks

)6
− (∆η(τs))2

c8
s

)
I(1)

USR, (163)

Y(2)
USR = 1

2

[
∆2

ζ,Tree(p)
]2

SRI
×
(

(∆η(τe))
c4

s

(
ke

ks

)6
− (∆η(τs))

c4
s

)
I(2)

USR. (164)
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Now we need to study the relative contributions from both the factors, Y(1)
USR and Y(2)

USR and to serve the purpose
we consider the following ratio:

Y(2)
USR

Y(1)
USR

= 2 ×

(
(∆η(τe))

c4
s

(
ke

ks

)6
− (∆η(τs))

c4
s

)
(

(∆η(τe))2

c8
s

(
ke

ks

)6
− (∆η(τs))2

c8
s

) × I(2)
USR

I(1)
USR

, (165)

where we have:

I(2)
USR

I(1)
USR

= − O(1)(
ln
(

ke

ks

)
+ 1

2 + 2η + 6s − 2ϵ

{(
ke

ks

)2+2η+6s−2ϵ

− 1
}) ∼ −0.009 < 1. (166)

To arrive at the numerical estimate we fix here ks = 106Mpc−1, ke = 107Mpc−1, ϵ = 10−4, η = −6 and s = 10−4.
Further fixing ∆η(τe) = 1 and ∆η(τs) = −6 and confining the effective sound speed inside the interval 0.028 < cs < 1
we get:

−1.07 × 10−8 (for cs = 0.028) <
Y(2)

USR

Y(1)
USR

< −0.017 (for cs = 1) =⇒

∣∣∣∣∣Y(2)
USR

Y(1)
USR

∣∣∣∣∣ ≪ 1. (167)

This further implies: (
Y(1)

USR + Y(2)
USR

)
= Y(1)

USR

(
1 + Y(2)

USR

Y(1)
USR

)
≈ Y(1)

USR. (168)

As a consequence, the final one-loop contribution from the USR period is given by:[
∆2

ζ,One−loop(p)
]

USR
= 1

4

[
∆2

ζ,Tree(p)
]2

SRI
×
{(

(∆η(τe))2

c8
s

(
ke

ks

)6
− (∆η(τs))2

c8
s

)
IUSR − KUSR

}
. (169)

Here it is important to note that in the last step, we have redefined the counter-term factor 4KUSR with the factor
KUSR, which is implemented to do the rest of computation in a simpler fashion. Additionally we have introduced a
new redefinition, I(1)

USR = IUSR.
In terms of the number of e-foldings, the final result of the one-loop correction in the USR phase can be further

simplified as:[
∆2

ζ,One−loop(N)
]

USR
= 1

4

[
∆2

ζ,Tree(N)
]2

SRI
×
{(

(∆η(τe))2

c8
s

exp(6∆NUSR) − (∆η(τs))2

c8
s

)
×
[
∆NUSR + 1

2 (δUSR + 1)

{
exp(2 (δUSR + 1) ∆NUSR) − 1

}]
− KUSR

}
.(170)

5. Phase V: Second slow-roll (SRII)

Next implementing the cut-off regularization in the second slow-roll i.e. SRII scenario, which is applied within the
momentum interval ke < k < kend we get the following result for the one-loop contribution that appears from Phase
V: [

∆2
ζ,One−loop(p)

]
SRII

=
[
∆2

ζ,Tree(p)
]2

SRI
×

(
1 + 2

15π2
1

c2
sk2

∗

(
−
(

1 − 1
c2

s

)
ϵ∗ + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))

×

(
KSRII + ISRII

)
,(171)

where KSRII is the counter-term contribution in Phase V which we need to explicitly determine while performing
the renormalization in the present context of the computation. Additionally, it is essential to consider that the
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prime contribution from the one-loop cut-off regulated momentum integral ISRII during the SRII is described by the
following expression:

ISRII(τ) =
(

ke

ks

)6 ∫ kend

ke

dk

k
|Pk(τ)|2 , (172)

In this instance, a new function Jk(τ) is defined as follows:

Pk(τ) = (−kcsτ)2δSRII

{
α3(1 + ikcsτ)e−i(kcsτ+ π

2 (ν+ 1
2 )) − β3(1 − ikcsτ)ei(kcsτ+ π

2 (ν+ 1
2 ))
}

. (173)

In the SRII phase, the Bogoliubov coefficients α3 and β3 are denoted by the following expressions:

α3 = 1
(2k3τ3

e c3
s)(2k3τ3

s c3
s)

{(
−3i − 3ik2τ2

e c2
s + 2k3τ3

e c3
s

) (
3i + 3ik2c2

sτ2
s + 2k3c3

sτ3
s

)
−
(
−3i − 6kτecs + 3ik2τ2

e c2
s

) (
3i − 6kcsτs − 3ik2c2

sτ2
s

)
e2ikcs(τe−τs)

}
, (174)

β3 = 1
(2k3τ3

e c3
s)(2k3c3

sτ3
s )

{(
−3i + 6kτecs + 3ik2τ2

e c2
s

) (
3i + 3ik2c2

sτ2
s + 2k3c3

sτ3
s

)
e−(2ikτecs+iπ(ν+ 1

2 ))

+
(
2k3τ3

e c3
s + 3ik2τ2

e c2
s + 3i

) (
3i − 6kcsτs − 3ik2c2

sτ2
s

)
e−i(π(ν+ 1

2 )+2kcsτs)
}

. (175)

using the above-mentioned expressions in the loop integral we get the following simplified result:

ISRII(τ) = 1
2δSRII

{(
kend

ke

)2δSRII

− 1
}

= 1
2δSRII

+ ln
(

kend

ke

)
− 1

2δSRII
+ · · · ≈ ln

(
kend

ke

)
. (176)

In terms of the number of e-foldings, the final result of the loop integral in the contracting phase can be further
simplified as:

ISRII(N) = ∆NSRII = (Nend − Ne). (177)

Here we have introduced a new symbol δSRII for Phase V which is defined by the following expression:

δSRII :=
(

3
2 − ν

)
. (178)

Here the · · · represents the suppressed contribution in which we are not interested in the present discussion. Also
from the derived result, it is clearly evident that the one-loop integral at the conformal time scales τ = τe and τ = τend
turns out to be the same because the final result is completely independent of arbitrary conformal time scale, which
are the precise boundaries of the SRII region. In a more technical language we then have:

ISRII(τ) = ISRII(τe) = ISRII(τend) = ISRII. (179)

To avoid any further confusion it is essential to recall that the effective mass parameter ν here is evaluated at the SRII
phase. Depending on the values of the first and second slow-roll parameters one can quantify the one-loop correction
in the SRII region which is part of Phase V. Here the expressions for δSRI, δUSR and δSRII look similar, but due to
having different values of the mass parameter ν in SRI, USR and SRII phases we have δSRI ̸≡ δUSR ̸≡ δSRII. Here
to arrive at the final one-loop corrected result we have utilized the fact that the initial vacuum state is described by
the Bunch Davies initial condition and the corresponding Bogolibov coefficient is given by α1 = 1 and β1 = 0. We
have also used the fact that the vacuum structure remains unchanged up to Phase III. After that, a sharp transition
takes place at the conformal time scale τ = τs for which a phase transition occurs at this point, and as an immediate
outcome Bunch Davies vacuum changes to a new state. It persists up to the end of the USR phase which is in our
discussion and is identified with Phase V. Further, this new vacuum state transforms to another vacuum state due to
having another sharp transition at the scale τ = τe from USR to SRII phase transition. Additionally, it is important
to note that to avoid the singularity in the loop integral ISRII at ν = 3/2 i.e. δSRII = 0, we have used dimensional
regularization to remove the dependence on the parameter δSRII and after implementing this successfully we have
obtained the logarithmic contribution which is in principle IR divergent. Also, it is evident from this result that
one-loop contribution in the SRII region is completely UV divergence-free, and other terms in this integral are highly
suppressed.
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D. Total one-loop regularized but unrenormalized result

Considering all the derived results for one-loop correction to the power spectrum for scalar modes in the consecutive
five phases and summing them over we get the following expression for the total one-loop correction:[

∆2
ζ,One−loop(p)

]
Total

=
[
∆2

ζ,Tree(p)
]

SRI
×
(

WC + WB + WSRI + WUSR + WSRII

)
, (180)

where the symbols WC (for contraction), WB (for bounce), WSRI (for SRI), WUSR (for USR) and WSRII (for
SRII) are defined by the following expressions:

WC : =
[
∆2

ζ,Tree(p)
]

SRI
×

(
1 + 2

15π2
1

c2
sk2

c

(
−
(

1 − 1
c2

s

)
ϵc + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))

×

(
KC − 4

3IC

)
, (181)

WB : =
[
∆2

ζ,Tree(p)
]

SRI
×

(
1 + 2

15π2
1

c2
sk2

b

(
−
(

1 − 1
c2

s

)
ϵb + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))

×

(
KB − 4

3IB

)
, (182)

WSRI : =
[
∆2

ζ,Tree(p)
]

SRI
×

(
1 + 2

15π2
1

c2
sk2

∗

(
−
(

1 − 1
c2

s

)
ϵ∗ + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))

×

(
KSRI − 4

3ISRI

)
, (183)

WUSR : = 1
4

[
∆2

ζ,Tree(p)
]

SRI
×
{(

(∆η(τe))2

c8
s

(
ke

ks

)6
− (∆η(τs))2

c8
s

)
IUSR − KUSR

}
, (184)

WSRII : =
[
∆2

ζ,Tree(p)
]

SRI
×

(
1 + 2

15π2
1

c2
sk2

∗

(
−
(

1 − 1
c2

s

)
ϵ∗ + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))

×

(
KSRII + ISRII

)
. (185)

Here the one-loop integrals IC for contraction, IB for bounce, ISRI for SRI, IUSR for USR and ISRII for SRII phases
are explicitly computed in equations (132), (137), (141), (156) and (177) respectively. Hence, the total unrenormalized
but regularized one-loop corrected power spectrum for scalar modes can be expressed by the following expression:

∆2
ζ,EFT(p) = ∆2

ζ,R(p)

=
[
∆2

ζ,Tree(p)
]

SRI
+
[
∆2

ζ,One−loop(p)
]

CONTRACTION
+
[
∆2

ζ,One−loop(p)
]

BOUNCE

+
[
∆2

ζ,One−loop(p)
]

SRI
+
[
∆2

ζ,One−loop(p)
]

USR
+
[
∆2

ζ,One−loop(p)
]

SRII

=
[
∆2

ζ,Tree(p)
]

SRI
×
(

1 + WC + WB + WSRI + WUSR + WSRII︸ ︷︷ ︸
Regularized one-loop correction

)
,

= + + , (186)



40

which we are going to renormalize in the next section of this paper. Here the symbol R is used to specify that the
result that we have computed is regularized.

X. Renormalization in loop corrected scalar power spectrum

In this section, our prime objective is to renormalize the underlying theory and the associated power spectrum in
the Fourier space. The analysis performed in this section is going to help us to completely remove the power law
divergences including the quadratic UV divergences and smoothen the logarithmic IR divergences that appeared in
the one-loop corrected spectrum as mentioned in equation (186). To serve the present purpose in this section we
are going to follow the following steps which will be helpful in extracting the renormalized result from the present
computation:

(a) In the first step we try to design and further implement at the level of action which describes the underlying
theoretical framework using which we describe the associated primordial cosmological set-up. While doing this
we try to implement renormalization in the Quantum Field Theory in a non-trivial curved background having
the solution of the space-time described by contracting, bouncing, first slow-roll, ultra slow-roll, and second
slow-roll phases in the backdrop of FLRW metric. The technical details are described in the remaining section.

(b) In the second step we will be going to use the late-time renormalization technique using which we are interested
in removing the contributions from all types of power-law divergences including the quadratic UV divergences
as appearing in the ν = 3/2 limiting situations. The technical details are described in the remaining section.

(c) In the third step we will be going to use the adiabatic/wave-function renormalization technique using which we
are interested in removing the contributions from all types of power-law divergences including the quadratic UV
divergences as appearing in the ν = 3/2 limiting situations. We will try to justify with proper arguments that
adiabatic and late-time renormalization schemes give the same result in the present context of the computation.
The technical details are described in the remaining section.

(d) In the fourth and last step we will use the renormalization scheme at the level of the cosmological two-point
function and its associated power spectrum of the scalar modes. We identify this as the power spectrum
renormalization scheme using which we coarse grain or soften the hardness of the logarithmic IR divergent
contributions which are appearing in the computation of the one-loop corrected power spectrum. The technical
details are described in the remaining section.

A. Step I: Connection with Quantum Field Theory of curved space-time

Our major objective here is to translate the computation into a more intelligible language so that it may be
more easily related to the standard renormalization methods used in quantum field theory. Rather of using many
approaches of this type in this section, we will concentrate solely on the way in which divergences at the level of
the unrenormalized/bare action are removed by inserting counter-terms. Finally, this will result in the renormalized
version of the action, in which any potentially detrimental divergences, particularly quadratic UV divergence, may be
completely eradicated and logarithmic IR divergences smoothed when the method is completed successfully.

Let us now begin by putting out the expression for the third-order perturbed bare action for the comoving curvature
disturbance:

S
(3)
ζ,B = M2

p

∫
dτ d3x

[
(G1)B ζ ′2

BζB + (G2)B (∂iζB)2ζB − (G3)B ζ ′
B(∂iζB)

(
∂i∂

−2
(

ϵζ ′
B

c2
s

))
− (G4)B

(
ζ ′3

B + ζ ′
B(∂iζB)2)+ (G5)B ζB

(
∂i∂j∂−2

(
ϵζ ′

B
c2

s

))2
+ (G6)B ζ ′

Bζ2
B︸ ︷︷ ︸

Dominant term in USR

+.....

]
, (187)
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where the bare coupling parameters (Gi)B ∀i = 1, 2, · · · , 6 are given by:

(G1)B =
(

3(c2
s − 1)ϵ + ϵ2 − ϵ3

2

)
a2, (188)

(G2)B = ϵ

c2
s

(
ϵ − 2s + 1 − c2

s

)
a2, (189)

(G3)B = 2ϵ

c2
s

a2, (190)

(G4)B = ϵ

aH

(
1 − 1

c2
s

)
a2, (191)

(G5)B = ϵ

2a2, (192)

(G6)B = ϵ

2c2
s

(
η

c2
s

)′

a2. (193)

To avoid confusion, the subscript B specifically indicates bare contributions.
The rescaling ansatz of the gauge invariant modes, which is extremely useful in determining the relationship between

the renormalized, unrenormalized/bare, and counter-term contributions, can be used to create the renormalized
version of the third order action for the comoving scalar curvature perturbation. The following expression describes
the renormalized form of the third-order action:

ζR = ζB − ζC =
√

ZIR × ζB where ZIR := (1 + δZIR) . (194)

The superscripts R, B, and C represent renormalized, bare, and counter-term contributions, respectively. It is worth
noting that the quantity ZIR, or more precisely δZIR , is commonly referred to as the counter-term. In this computation,
we must use the physical renormalization condition to explicitly estimate this quantity.

Next, we must utilise the recently released rescaled renormalized form of the gauge invariant scalar curvature
perturbation to translate the formula for the second- and third-order unrenormalized/bare action into terms of the
renormalized version. One may easily achieve this by performing the following actions:

✓ Using the previously provided ansatz, the renormalized coupling parameters contained in the third-order per-
turbed action may be described as follows in terms of the contributions of the bare and counter-terms:

(Gi)R = (Gi)B − (Gi)C = ZGi × (Gi)B where ZGi
:=
(
1 + δZGi

)
∀ i = 1, 2, · · · , 6, (195)

✓ Here, the separate operator contributions and couplings may be written as:

(G1)R ζ ′2
RζR =

(
1 + δZG1

+ 3
2δZIR + · · ·

)
× (G1)B ζ ′2

BζB, (196)

(G2)R (∂iζR)2ζR =
(

1 + δZG2
+ 3

2δZIR + · · ·
)

× (G2)B (∂iζB)2ζB, (197)

(G3)R ζ ′
R(∂iζR)
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∂i∂
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s
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=
(
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)

× (G3)B (∂iζB)
(

∂i∂
−2
(

ϵζ ′
B

c2
s

))
, (198)

(G4)R
(
ζ ′3

R + ζ ′
R(∂iζR)2) =

(
1 + δZG4

+ 3
2δZIR + · · ·

)
× (G4)B

(
ζ ′3

B + ζ ′
B(∂iζB)2) , (199)

(G5)R ζR

(
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(
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R
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))2
=
(

1 + δZG5
+ 3

2δZIR + · · ·
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(
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, (200)

(G6)R ζ ′
Rζ2

R =
(

1 + δZG6
+ 3

2δZIR + · · ·
)

× (G6)B ζ ′
Bζ2

B, (201)

where we have utilized the following universal scaling relationships:

ZGi

(
ZIR) 3

2 ≈
(

1 + δZGi
+ 3

2δZIR + · · ·
)

∀ i = 1, 2, · · · , 6. (202)

The dotted contributions · · · in this instance reflect the higher-order components in the corresponding power-
series expansion. We have ignored any higher-order minor effects and restricted our analysis to first-order
variables. This implies, then, that we have finished the remaining computations to determine the precise
contributions of the counter-terms inside the linear domain of the parallel expansion.
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Thus, by following all the steps mentioned above, one may finally obtain the third-ordered renormalized version of
the perturbed actions for the gauge invariant comoving curvature perturbation:

S
(3)
ζ,R = M2

pl
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dτ d3x
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2δZIR + · · ·
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(G6)B ζ ′
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B︸ ︷︷ ︸
Dominant term in USR

+.....

]
, (203)

With the derived form of the renormalized form of the third-order perturbed action for the gauge invariant curvature
perturbation in equation (203), we now aim to compute the explicit expression for the one-loop corrected power
spectrum in the presence of all the counter-terms previously introduced. In the description given by Quantum Field
Theory, this is nothing more than the calculation of the renormalized one-loop 1PI effective action corresponding to
the two-point amplitude. In the present computer context, we use the in-in formalism that was previously presented
to do this. For each of the various stages at the one-loop level, we were able to obtain the following simplified result
for the regularized and renormalized version of the power spectrum:

[
∆2

ζ,One−loop(p)
]

Total
=
[
∆2

ζ,One−loop,RR(p)
]

Total

=
[
∆2

ζ,Tree(p)
]

SRI
×
(

WC + WB + WSRI + WUSR + WSRII

)
, (204)

where the symbols WC (for contraction), WB (for bounce), WSRI (for SRI), WUSR (for USR) and WSRII (for
SRII) after renormalization are defined by the following expressions:

WC : =
[
∆2

ζ,Tree(p)
]

SRI
×

(
1 + 2

15π2
1

c2
sk2

c

(
−
(

1 − 1
c2

s

)
ϵc + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))

×

((
δZG1

+ δZG2
+ δZG3

+ δZG4
+ δZG5

)
C − 4

3IC

)
, (205)

WB : =
[
∆2

ζ,Tree(p)
]

SRI
×

(
1 + 2

15π2
1

c2
sk2

b

(
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(
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s

)
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1
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3
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))

×
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δZG1
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)
B − 4

3IB

)
, (206)

WSRI : =
[
∆2

ζ,Tree(p)
]

SRI
×

(
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15π2
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sk2

∗
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(
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s

)
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1
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×
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3ISRI

)
, (207)
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WUSR : = 1
4

[
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ζ,Tree(p)
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×
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s
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}
, (208)

WSRII : =
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ζ,Tree(p)
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(
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)
. (209)

Here the one-loop integrals IC for contraction, IB for bounce, ISRI for SRI, IUSR for USR and ISRII for SRII phases
are explicitly computed in equations (132), (137), (141), (156) and (177) respectively. Hence, the total regularized
and renormalized one-loop corrected power spectrum for scalar modes can be expressed by the following expression:

∆2
ζ,EFT(p) = ∆2

ζ,RR(p)
= ZIR ×

[
∆2

ζ,EFT(p)
]

= ZIRZUV ×
[
∆2

ζ,Tree(p)
]

SRI

=
[
∆2

ζ,Tree(p)
]

SRI
×
(

1 + WC + WB + WSRI + WUSR + WSRII︸ ︷︷ ︸
Regularized and Renormalized one-loop correction

)
, (210)

where IR and UV counter-terms are defined as:

ZIR = (1 + δZIR) , (211)
ZUV = (1 + δZUV) . (212)

We next apply the renormalization condition to obtain the expression for the counter-terms as they appear in the
above-mentioned derived result. Renormalization Group (RG) flow may be explicitly used to understand the present
issue, and it will effectively correct the structure of any counter-terms that emerge in the computation that are
sensitive to UV and IR. This is technically possible with the help of the flow equation and matching beta functions
written for the corresponding 1PI one-loop corrected renormalized two-point amplitude in the Fourier space, which
is essentially a representation of the renormalized scalar power spectrum in this specific context. Here, we may write
the Callan–Symanzik equation as follows for this cosmological configuration:

d

d ln µ

{[
∆2

ζ,Tree(k)
]

SRI

}
= d

d ln µ

{[∆2
ζ,EFT(k)

]
ZIRZUV

}
= 0. (213)

It is now essential to consider that the following formula may be used to further minimize the corresponding total
differential operator in this instance:

d

d ln µ
=
(

∂

∂ ln µ
+

6∑
i=1

βGi

∂

∂Gi
− γIR − γUV

)
where γIR :=

(
∂ ln ZIR

∂ ln µ

)
, γUV :=

(
∂ ln ZUV

∂ ln µ

)
, (214)

which further implies:

(
∂

∂ ln µ
+

6∑
i=1

βGi

∂

∂Gi
− γIR − γUV

)
∆2

ζ,EFT(p) = 0. (215)



44

where the beta functions are described as:

βG1 =
(

∂G1

∂ ln µ

)
= 2ϵa2

[
(ϵ − η)

(
3(c2
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)
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2 + 6sc2
s
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)][
1 +

(
ϵ + s

H

)]
, (216)

βG2 =
(

∂G2

∂ ln µ

)
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s
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)(
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H
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s
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(
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βG3 =
(

∂G3

∂ ln µ

)
= 4ϵa2

c2
s

(
ϵ − η + 1 − s

H

)[
1 +

(
ϵ + s

H
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, (218)

βG4 =
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∂ ln µ

)
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H
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, (219)

βG5 =
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∂ ln µ
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(
ϵ + s

H
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, (220)

βG6 =
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)′ [(
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2
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. (221)

To aid in the identification of the IR and UV counter-terms within the current context using the renormalization
scale, the flow equations shown below can be calculated:

✓ The first flow equation which describes the renormalized version of the spectral tilt for the scalar modes is given
by: [

nζ,EFT(p) − 1
]

= d

d ln p

(
ln
[
∆2

ζ,EFT(p)
])

= ZIR ×

[
ZUV

([
nζ,Tree(p)

]
SRI

− 1
)

+
(

dZUV

d ln p

)(
ln
[
∆2

ζ,Tree(p)
]

SRI

)]
. (222)

✓ The second flow equation which describes the renormalized version of the running of the spectral tilt for the
scalar modes is given by:[

αζ,EFT(p)
]

= d

d ln p

([
nζ,EFT(p)

])
= ZIR ×

[
ZUV

([
αζ,Tree(p)

]
SRI

)
+ 2
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dZUV

d ln p

)([
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]
SRI

− 1
)

+
(

d2ZUV

d ln p2

)(
ln
[
∆2

ζ,Tree(p)
]

SRI

)]
. (223)

✓ The third flow equation which describes the renormalized version of the running of the running of spectral tilt
for the scalar modes is given by:[

βζ,EFT(k)
]

= d

d ln p

([
αζ,EFT(p)

])
= ZIR ×

[
ZUV

([
βζ,Tree(p)

]
SRI

)
+ 2
(

dZUV

d ln p

)([
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]
SRI

)

+3
(
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d ln p2

)([
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]
SRI
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)

+
(

d3ZUV

d ln p3

)(
ln
[
∆2

ζ,Tree(p)
]

SRI

)]
. (224)

The preceding flow equations show that when the IR and UV counter-term effects are present in each individual
expression, there is scale dependency in the two-point amplitude of the primordial scalar modes power spectrum.

The structure of the counter-terms that are sensitive to both UV and IR will be fixed when we apply the renor-
malization criteria. This will now be done using the known facts at the CMB pivot scale p∗, which prohibits us from
considering the following crucial restrictions, which are described in terms of renormalization conditions:
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✓ The first renormalization condition is that the two-point amplitude of the scalar power spectrum after renor-
malization at the CMB pivot scale k∗ must exactly match the tree-level contribution measured during the initial
SR phase. In technical terms, the following might be used to represent this assertion:

Renormalization Condition I:
[
∆2

ζ,EFT(p∗)
]

=
[
∆2

ζ,RR(p∗)
]

=
[
∆2

ζ,Tree(p∗)
]

SRI
. (225)

This is by no means an ad hoc condition; rather, it is fully warranted from a physical perspective. It is fair
to assume that such quantum corrections are absent at the pivot scale, the analogous momentum scale, as no
observable quantum effects have yet been discovered at the CMB map level. Any a-causal features outside the
horizon (that is, in the super-Hubble scale) have no bearing on the reliable cosmic data. The distribution of hot
and cold regions on the maps is how the CMB shows the outcome of causative events.

✓ The second requirement for renormalization is that the tree-level contribution computed in the first SR phase
at the CMB pivot scale p∗ must precisely match the logarithmic derivative of the amplitude of the scalar power
spectrum with respect to the momentum scale after renormalization. This logarithmic derivative with respect
to the momentum scale, in the context of primordial cosmology, effectively computes the scale dependence of
the two-point amplitude, which is alternatively known as the spectral-tilt or spectral-index of the scalar power
spectrum. Technically, the following might be used to state this claim:

Renormalization Condition II:
[
nζ,EFT(p∗) − 1

]
=
[

d

d ln p

(
ln
[
∆2

ζ,EFT(p)
])]

p=p∗

=
[

d

d ln p

(
ln
[
∆2

ζ,RR(p)
])]

p=p∗

=
([

nζ,Tree(p∗)
]

SRI
− 1
)

. (226)

The aforementioned conditions are completely compatible. In fact, it sheds light on the structure of the scalar
power spectrum in the current context. Despite the tilt being calculated in the CMB pivot scale p∗, the non-zero
value allows us to further fix the shape of the primordial scalar modes power spectrum.

✓ In our computational setup, the tree-level contribution computed during the first slow-roll phase must perfectly
fulfill the third renormalization criterion, which is the second logarithmic derivative of the two-point amplitude
of the scalar power spectrum with respect to the momentum scale. This is effectively the execution of the scalar
spectral tilt following renormalization. In primordial cosmology, the running of the spectral-tilt or running of
the spectral-index of the scalar power spectrum is computed as the scale dependence of the two-point amplitude
using a logarithmic double derivative with respect to the momentum scale. Alternatively, this assertion can be
technically phrased as:

Renormalization Condition III:
[
αζ,EFT(p∗)

]
=
[

d

d ln p

([
nζ,EFT(p)

])]
p=p∗

=
[
αζ,Tree(p∗)

]
SRI

. (227)

The scenario mentioned above is completely consistent with the two previously mentioned requirements. In fact,
it provides more information on the structure of the scalar power spectrum in this case, rather than having a
tilt. Even if the running of the tilt is computed in the CMB pivot scale k∗, we can fix the shape of the primordial
power spectrum in terms of concavity or convexity in the original form of the underlying effective potential or
Hubble parameter of the underlying EFT setup. A saddle point, inflection point, bump/dip, or other features
in the Hubble parameter or the mathematical structure of the effective potential as observed in the current
EFT computation are some of the additional features that might be present depending on the existence of such
running farther.

✓ The fourth renormalization condition states that the third logarithmic derivative of the two-point amplitude of
the scalar power spectrum with respect to the momentum scale must precisely match the tree-level contribution
that was computed in the first slow-roll phase at the CMB pivot scale k∗. This is the scalar spectral tilt running
following renormalization. This logarithmic triple derivative with respect to the momentum scale effectively
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calculates the further minute scale dependence of the two-point amplitude in the context of primordial cosmology.
This is also known as the running of the running of spectral-tilt or running of the running of spectral-index of
the scalar power spectrum. Put another way, the technical formulation of this assertion is as follows:

Renormalization Condition IV:
[
βζ,EFT(p∗)

]
=
[

d

d ln p

([
αζ,EFT(p)

])]
p=p∗

=
([

βζ,Tree(p∗)
]

SRI

)
. (228)

The above-described situation is fully compatible with the three previously mentioned conditions. In the current
situation, it truly offers more information about the structure of the scalar power spectrum rather than a running
of the spectral tilt. As previously noted in the current version of the EFT computation, the non-zero value of
the primordial power spectrum allows us to further fix the shape of the spectrum very minutely computed for
the scalar modes in terms of concavity or convexity, while the running of the spectral tilt is calculated in the
CMB pivot scale p∗.

The four renormalization criteria stated before directly lead to the following additional constraints on the properties
of the UV and IR-sensitive counter-terms. The following is a point-by-point list of these restrictions:

■ The constraint condition that conveys the immediate outcome of the first renormalization condition is as follows:

Consequence I: ZIR =
[∆2

ζ,EFT(p∗)]
[∆2

ζ,EFT(p∗)] =
[∆2

ζ,Tree(p∗)]SRI

[∆2
ζ,EFT(p∗)] =⇒ ZIR(p∗)ZUV(p∗) = 1. (229)

This link will be quite helpful in this situation to explicitly compute the IR counter-term. It is important to
keep in mind that the UV counter-term ZUV in the current computation is the opposite of the IR counter-term
ZIR, which we receive from this relation. Consequently, without determining the form of the UV counter-term,
it is likewise impossible to determine the IR counter-term.

■ The constraint condition that conveys the immediate outcome of the second renormalization condition is as
follows:

Consequence II: ZIR(p∗)ZUV(p∗) = 1 and
(

dZUV

d ln p

)
p=p∗

= 0. (230)

Even while condition II already takes care of the immediate outcome of condition I, a closer look reveals that it is
more limited than condition I. This may help in deciphering the mathematical structure of the UV counter-term
because of an additional limitation developing in terms of the vanishing logarithmic momentum scale dependant
derivative computed at the CMB pivot scale p∗. The contribution of such words is shockingly not easily
apparent or recognizable on that scale, which totally justifies this finding physically in the current computing
setup. Direct determination of the restricted structure of the UV counter-term allows one to promptly compute
the contribution of the IR counter-term and fix the structure of the renormalized scalar spectrum derived from
this EFT configuration.

■ The constraint condition that conveys the immediate outcome of the third renormalization condition is as follows:

Consequence III: ZIR(p∗)ZUV(p∗) = 1,

(
dZUV

d ln p

)
p=p∗

= 0 and
(

d2ZbfUV

d ln p2

)
p=p∗

= 0. (231)

In contrast to the previous two, it offers stricter constraints that further restrict the scale-dependent behaviour
of the UV-counter term at the pivot scale.

■ The constraint condition that conveys the immediate outcome of the fourth renormalization condition is as
follows:

Consequence IV: ZIR(p∗)ZUV(p∗) = 1,

(
dZUV

d ln p

)
p=p∗

= 0,

(
d2ZUV

d ln p2

)
p=p∗

= 0 and
(

d3ZUV

d ln p3

)
p=p∗

= 0. (232)

It offers even stricter constraints than the previous three, significantly reducing the UV-counter term at the
pivot scale with respect to size.
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Further investigation of the problem led us to conclude that careful determination of the UV counter-term ZUV is
necessary for it to satisfy the previously obtained sets of constraint requirements. This can only be accomplished by
precisely removing the quadratic divergence contribution. After this, the shape of the IR counter-term ZIR will be
automatically determined. However, at this level, determining the exact UV counter-term ZUV at the CMB pivot
scale with just the aforementioned constraints is quite difficult. The main technical problem is that counter-terms
in the five successive phases must each eliminate the quadratic divergence contribution. As simple as it appears,
completing the computation we have done so far is technically difficult. The significance of the next three sections
lies here: the late time renormalization scheme (or equivalently, the adiabatic renormalization scheme) completely
eliminates the power law type and, in particular, the ν = 3/2 quadratic UV divergences from the five consecutive
phases in each case. Once this is done, we can easily determine the explicit IR counter-term by using the condition
ZIR(p∗)ZUV(p∗) = 1. The adiabatic renormalization scheme for ZUV, or the quadratic divergence free result obtained
from the late time renormalization scheme, have been used in the context of power spectrum renormalization together
with this condition.

The conventional method of adding a counter-term at the level of action, which is used in this article, and the
underlying relationship between the power spectrum, adiabatic/wave function, and late-time renormalization methods
will be covered in the following subsections. This will assist in dispelling any doubt that could exist about the
renormalization schemes utilized or the relationships between the many instruments and methods applied in this
work. We are sure that this type of explanation will help readers understand the significance of the findings drawn
from this effort. Let us examine each of the following points in detail using the explanations that are attached:

☞ In the present calculation, the complete elimination of the destructive quadratic UV divergence and other power-
law types of divergences are closely correlated with the counter-term contribution of the third-order perturbed
action. As a direct consequence of the calculation performed in this section, it is possible to show that the
cumulative factor δZGi

∀i = 1, 2, · · · , 6 can be used to express the sum of the counter-terms for the six previously
described operators. This component is what we refer to as the counter-term contribution that completely
eliminates the quadratic UV divergence and other associated power-law types of divergences when applied
to late-time and wave function/adiabatic renormalization schemes, as will be covered in the latter portion of
this paper. The next subsections will show how specific combinations of counter-terms corresponding to the six
operators mentioned in the third-order perturbed action that are addressed may be used to define the cumulative
counter-terms in both schemes. With these connections, we will manage to fully eradicate the quadratic UV and
other associated power-law types of divergences from the rectified primordial scalar power spectrum formula
after just one loop.

☞ On the other hand, the coarse grain and smoothing of the logarithmic IR divergence are associated with the
counter-term contribution of the third-order perturbed action. The one counter term δZIR can be used to clearly
show that it is the direct outcome of the computation made utilizing this specific component. The higher even
loop diagrams that arise in the perturbative expansion are consistent with the logarithmic IR divergence being
smoothed by transferring it to a higher order by adding this factor to the 1PI one-loop corrected two-point
amplitude calculation. Specifically, we will discuss the power spectrum renormalization approach in greater
depth in the second half of this work.

B. Step II: Late time renormalization and removal of UV/power law divergence

In this calculation, two distinct types of divergences appear: UV and IR. The IR divergence appears as logarithmic
contributions and the UV divergence as quadratic contributions resulting from cut-off regularization. The main issue
arises in UV regularization as compared to the IR. In particular, we have used a constant UV cutoff scale while doing
the loop integrals for this time-varying calculation. Therefore, it can be immediately assumed that the momentum
integration at any given instant may contain superfluous momentum modes, and that an erroneous conclusion may
come from this type of mode overcounting. We will now discuss this theory in greater detail and show why it is
erroneous. To elucidate our stance, let us start with the representative momentum integrals, which are explicitly
present in the contracting, bouncing, SRI, USR, and SRII phases—these five successive phases—when we are dealing
with situations involving abrupt transitions at the USR boundary:

☞ Type-I: Contraction phase integral

■ Method-I:

The representative one-loop momentum integral which describes the contraction phase is written down as
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follows:

E1(τ) : =
∫ kUV

kIR

dk

k

(
k

k∗

)δC (
A + Bk2c2

sτ2)+ C

=
[

A
δC

{(
kUV
k∗

)δC

−
(

kIR
k∗

)δC }
+ B

(δC + 2)k2
∗c2

sτ2
{(

kUV
k∗

)δC+2
−
(

kIR
k∗

)δC+2}]
+ C, (233)

where we identify the UV and IR cut-offs of the contracting phase as, kUV = kb and kIR = kc and also the
symbols A, B are two constants and δC is defined by, δC :=

(
3 − 2ν + 2ϵc

ϵc−1

)
. Here C is the counter term

which we need to determine explicitly. In the limit −k∗csτ → 1 we have:

E1(−k∗csτ → 1) : =
[

A
δC

{(
kUV
k∗

)δC

−
(

kIR
k∗

)δC }
+ B

(δC + 2)

{(
kUV
k∗

)δC+2
−
(

kIR
k∗

)δC+2}]
,(234)

which further implies that here the counter term is fixed at:

C = KC = 0. (235)

We have explicitly used the fact that kUV ̸≡ kIR and kUV ≫ kIR to build the counter term C which
in our previous calculation is directly associated with KC. IR divergence is not harmful in the present
circumstances, and even with the suggested counter-term constraint relation in the super-horizon limit,
one cannot eliminate such a contribution coming from the IR. This constraint relation is the only one
that allows us to modify the IR logarithmic divergence behaviour in the current computing environment.
Upon completing momentum integration and accounting for the late time limit (which is critical from
an observational perspective), we can clearly observe that all of these unnecessary, superfluous momentum
modes completely washed out of the computation at the super-horizon scale and during the re-entry through
the horizon, resulting in a smoother version of the softened IR result.

■ Method-II:

In order to provide a full-proof technical justification and to explicitly show that no overcounting of
momentum modes will occur during such computations, we have reevaluated the aforementioned integral
while keeping the UV and IR cut-off values unfixed. We did this by taking into account the following trick:

∫ kUV

kIR

:=
(∫ kINT

kIR

+
∫ kUV= ΛUVa(τ)

cs

kINT

)
, (236)

Since the related wave number kUV is represented in the comoving scale and all the results calculated in
the super-horizon scale at the moment of horizon re-entry, the UV limit of the integration can be explained
using the conformal time dependency, which is reasonably physically consistent. In order to improve
understanding, we have specifically included the time-dependent data to the UV limit of the integration
kUV = ΛUVa(τ)

cs
. When the conformal time dependence in the current context has been removed, the UV

cutoff contribution is applied, and in this example, it is represented as ΛUV. The fact that the momentum
integral boundaries have been divided into two halves is also interesting. The first half essentially deals with
the finite contribution of the integral, while the second half deals with the quadratic UV divergence in the
event that time dependency exists at the upper bound of the momentum-dependent loop integration. Using
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the previously mentioned integration decomposition, we set down the following simplified formulation:

E1 : =
(∫ kINT

kIR

+
∫ kUV= ΛUVa(τ)
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kINT

)
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k
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(
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(
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− 1
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(

kINT
k∗

)δC+2{(ΛUVa(τ)
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(
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(

kINT
k∗

)δC {(ΛUV
H
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(
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+
(
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)δC+2{(ΛUV
H

)δC+2
− 1
})]

+ C, (237)

where we have utilized the fact that, a(τ)/cskINT = 1/H. Hence the counter term C in the present context
at an arbitrary renormalization scale µREN can be written as:

C (µREN, ΛUV) =
[

A
δC

(
kINT

k∗

)δC {(µREN
H

)δC
−
(

ΛUV
H

)δC }
+ B

(δC + 2)

(
kINT

k∗

)δC+2{(µREN
H

)δC+2
−
(

ΛUV
H

)δC+2}]
. (238)

Hence the UV cut-off removed result for the generic one-loop momentum integration is described by the
following expression:

E1(µREN) =
[

A
δC

({(
kINT

k∗

)δC

−
(

kIR
k∗

)δC }
+
(

kINT
k∗

)δC {(ΛUV
H

)δC

− 1
})

+ B
(δC + 2)

({(
kINT

k∗

)δC+2
−
(

kIR
k∗

)δC+2}
+
(

kINT
k∗

)δC+2{(ΛUV
H

)δC+2
− 1
})]

+
[

A
δC

(
kINT

k∗

)δC {(µREN
H

)δC
−
(

ΛUV
H

)δC }
+ B

(δC + 2)

(
kINT

k∗

)δC+2{(µREN
H

)δC+2
−
(

ΛUV
H

)δC+2}]
,

=
[

A
δC

({(
kINT

k∗

)δC

−
(

kIR
k∗

)δC }
+
(

kINT
k∗

)δC {(µREN
H

)δC
− 1
})

+ B
(δC + 2)

({(
kINT

k∗

)δC+2
−
(

kIR
k∗

)δC+2}
+
(

kINT
k∗

)δC+2{(µREN
H

)δC+2
− 1
})]

. (239)

Further, if we fix the scale of renormalization at the Hubble scale i.e. µREN = H then we get the following
simplified result for the loop integral:

E1(µREN = H) =
[

A
δC

{(
kINT

k∗

)δC

−
(

kIR
k∗

)δC }
+ B

(δC + 2)

{(
kINT

k∗

)δC+2
−
(

kIR
k∗

)δC+2}]
. (240)
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Here the factors A and B are identified given by the following expressions in the contraction phase:

A = B = −4
3

[
∆2

ζ,Tree(p)
]2

SRI
×

(
1 + 2

15π2
1

c2
sk2

c

(
−
(

1 − 1
c2

s

)
ϵc + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
×
(

ϵ∗

ϵc

)
. (241)

Also the counter term at µREN = H scale is given by:

C (µREN = H, ΛUV) = KC =
[

A
δC

(
kINT

k∗

)δC {
1 −

(
ΛUV

H

)δC }
+ B

(δC + 2)

(
kINT

k∗

)δC+2{
1 −

(
ΛUV

H

)δC+2}]
. (242)

Here connecting our findings with the standard Quantum Field Theory approach we found that:(
δZG1

+ δZG2
+ δZG3

+ δZG4
+ δZG5

)
= C(µREN = H, ΛUV) = KC with δZD6

= 0. (243)

For this reason, finally we get:

(
δZG1

+ δZG2
+ δZG3

+ δZG4
+ δZG5

)
= −4

3

[
∆2

ζ,Tree(p)
]2

SRI

×

(
1 + 2

15π2
1

c2
sk2

c

(
−
(

1 − 1
c2

s

)
ϵc + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
×
(

ϵ∗

ϵc

)

×
[

1
δC

(
kINT

k∗

)δC {
1 −

(
ΛUV

H

)δC }
+ 1

(δC + 2)

(
kINT

k∗

)δC+2{
1 −

(
ΛUV

H

)δC+2}]
. (244)

Then the regularized and renormalized expression for the one loop corrected contribution from the con-
traction phase is given by the following expression:[
∆2

ζ,One−loop(p)
]

CONTRACTION
= −4

3

[
∆2

ζ,Tree(p)
]2

SRI

×

(
1 + 2

15π2
1

c2
sk2

c

(
−
(

1 − 1
c2

s

)
ϵc + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
×
(

ϵ∗

ϵc

)

×
[

1
δC

{(
kb

k∗

)δC

−
(

kc

k∗

)δC }
+ 1

(δC + 2)

{(
kb

k∗

)δC+2
−
(

kc

k∗

)δC+2}]
=
[
∆2

ζ,Tree(p)
]

SRI
× WC, (245)

where WC is given by:

WC = −4
3

[
∆2

ζ,Tree(p)
]

SRI
×

(
1 + 2

15π2
1

c2
sk2

c

(
−
(

1 − 1
c2

s

)
ϵc + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
×
(

ϵ∗

ϵc

)

×
[

1
δC

{(
kb

k∗

)δC

−
(

kc

k∗

)δC }
+ 1

(δC + 2)

{(
kb

k∗

)δC+2
−
(

kc

k∗

)δC+2}]
. (246)

where we identify kINT = kb and kIR = kc.
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☞ Type-II: Bouncing phase integral

■ Method-I:

The representative one-loop momentum integral which describes the bouncing phase is given by the
following expression:

E2(τ) : = A
∫ kUV

kIR

dk

k

(
k

kUV

)2
(

1 +
(

kUV
k

)2
)− 1

(ϵb−1) (
k

kUV

)3−2ν (
1 + k2c2

sτ2)+ C,

= A
∫ 1

kIR/kUV

d

(
k

kUV

) (
k

kUV

)1+δB
(

1 +
(

k

kUV

)2
) ϵb−2

ϵb−1

+ C,

= A
δB + 2

[
2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)
−
(

kIR
kUV

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
kIR
kUV

)2
)]

+ C. (247)

where we identify the UV and IR cut-offs of the contracting phase as, kUV = k∗ and kIR = kb and also
the symbols A, B are two constants and δB is defined by, δB :=

(
3 − 2ν + 2

ϵb−1

)
. Here C is the counter

term which we need to determine explicitly and this is directly associated with KB in the present context.
In the limit −k∗csτ → 1 we have:

E2(−k∗csτ → 1) : = A
δB + 2

[
2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)
−
(

kIR
kUV

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
kIR
kUV

)2
)]

,(248)

which further implies that here the counter term is fixed at:

C = KB = 0. (249)

From the above-mentioned result, it is clearly visible that the IR and UV divergences do not appear in the
logarithmic and quadratic forms. Since we know that kIR/kUV ≪ 1, the term:

(
kIR
kUV

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
kIR
kUV

)2
)

≪ 1, (250)

is highly suppressed and for this reason it is clear that the bouncing phase is completely untouched by any
sorts of IR and UV divergences. This further implies that in this context we obtain a completely finite
result that can be trusted safely for further purposes.

■ Method-II:

By following the same trick as mentioned before we decompose the integration limit for this purpose
as:

∫ kUV

kIR

:=
(∫ kINT

kIR

+
∫ kUV= ΛUVa(τ)

cs

kINT

)
, (251)
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using which the loop integral can be further recast in the following simplified form:

E2(τ) : = A
(∫ kINT

kIR

+
∫ kUV= ΛUVa(τ)

cs

kINT

)
dk

k

(
k

kINT

)2
(

1 +
(

kINT
k

)2
)− 1

(ϵb−1)

×
(

k

kINT

)3−2ν (
1 + k2c2

sτ2)+ C,

= A
(∫ 1

kIR/kINT

+
∫ kUV

kINT
= ΛUVa(τ)

cskINT

1

)
d

(
k

kINT

) (
k

kINT

)1+δB
(

1 +
(

k

kINT

)2
) ϵb−2

ϵb−1

+ C,

= A
δB + 2

[
2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)
−
(

kIR
kINT

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
kIR

kINT

)2
)]

+ A
δB + 2

[(
ΛUVa(τ)
cskINT

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
ΛUVa(τ)
cskINT

)2
)

− 2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)]
+ C,

= A
δB + 2

[(
ΛUVa(τ)
cskINT

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
ΛUVa(τ)
cskINT

)2
)

−
(

kIR
kINT

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
kIR

kINT

)2
)]

+ C,

= A
δB + 2

[(
ΛUV

H

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
ΛUV

H

)2
)

−
(

kIR
kINT

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
kIR

kINT

)2
)]

+ C, (252)

where we have utilized the fact that, a(τ)/cskINT = 1/H. Hence the counter term C in the present context
at an arbitrary renormalization scale µREN can be written as:

C (µREN, ΛUV) = A
δB + 2

[(µREN
H

)δB+2
2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(µREN
H

)2
)

−
(

ΛUV
H

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
ΛUV

H

)2
)]

. (253)

Hence the UV cut-off removed result for the generic one-loop momentum integration is described by the
following expression:

E2(µREN) = A
δB + 2

[(µREN
H

)δB+2
2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(µREN
H

)2
)

−
(

kIR
kINT

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
kIR

kINT

)2
)]

, (254)

Further, if we fix the scale of renormalization at the Hubble scale i.e. µREN = H then we get the following
simplified result for the loop integral:

E2(µREN = H) = A
δB + 2

[
2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)

−
(

kIR
kINT

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
kIR

kINT

)2
)]

. (255)
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Here the factors A and B are identified given by the following expressions in the bouncing phase:

A = −4
3

[
∆2

ζ,Tree(p)
]2

SRI
×

(
1 + 2

15π2
1

c2
sk2

b

(
−
(

1 − 1
c2

s

)
ϵb + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
×
(

ϵ∗

ϵb

)
. (256)

Also the counter term at µREN = H scale is given by:

C (µREN = H, ΛUV) = A
δB + 2

[
2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)

−
(

ΛUV
H

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
ΛUV

H

)2
)]

. (257)

Here connecting our findings with the standard Quantum Field Theory approach we found that:(
δZG1

+ δZG2
+ δZG3

+ δZG4
+ δZG5

)
= C(µREN = H, ΛUV) = KB with δZG6

= 0. (258)

For this reason, finally we get:

(
δZG1

+ δZG2
+ δZG3

+ δZG4
+ δZG5

)
= −4

3

[
∆2

ζ,Tree(p)
]2

SRI

×

(
1 + 2

15π2
1

c2
sk2

b

(
−
(

1 − 1
c2

s

)
ϵb + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
×
(

ϵ∗

ϵb

)
× 1

δB + 2

[
2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)

−
(

ΛUV
H

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
ΛUV

H

)2
)]

. (259)

Then the regularized and renormalized expression for the one loop corrected contribution from the bouncing
phase is given by the following expression:[
∆2

ζ,One−loop(p)
]

BOUNCE
= −4

3

[
∆2

ζ,Tree(p)
]2

SRI

×

(
1 + 2

15π2
1

c2
sk2

b

(
−
(

1 − 1
c2

s

)
ϵb + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
×
(

ϵ∗

ϵb

)
× 1

δB + 2

[
2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)

−
(

kb

k∗

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
kb

k∗

)2
)]

=
[
∆2

ζ,Tree(p)
]

SRI
× WB, (260)

where WB is given by:

WB = −4
3

[
∆2

ζ,Tree(p)
]

SRI
×

(
1 + 2

15π2
1

c2
sk2

b

(
−
(

1 − 1
c2

s

)
ϵb + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
×
(

ϵ∗

ϵb

)
× 1

δB + 2

[
2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)

−
(

kb

k∗

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
kb

k∗

)2
)]

. (261)

where we identify kINT = k∗ and kIR = kb.
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☞ Type-III: SRI-USR-SRII phase integral

■ Method-I:

The representative one-loop momentum integral which describes the SRI-USR-SRII phase is given by
the following expression:

E3(τ) : =
∫ kUV

kIR

dk

k

(
k

kIR

)3−2ν (
A + Bk2c2

sτ2)+ C

=
∫ kUV/kIR

1
d

(
k

kIR

) (
k

kIR

)2δX−1 (
A + Bk2c2

sτ2)+ C,

=
[

A
2δX

{(
kUV
kIR

)2δX

− 1
}

+ B
2 (δX + 1)k2

IRc2
sτ2

{(
kUV
kIR

)2(δX+1)
− 1
}]

+ C,

=
[
A
{

1
2δX

+ ln
(

kUV
kIR

)
− 1

2δX
+ · · ·

}
+ B

2 (δX + 1)k2
IRc2

sτ2

{(
kUV
kIR

)2(δX+1)
− 1
}]

+ C,

=
[
A ln

(
kUV
kIR

)
+ B

2 (δX + 1)k2
IRc2

sτ2

{(
kUV
kIR

)2(δX+1)
− 1
}]

+ C. (262)

where we identify the UV and IR cut-offs of the contracting phase as, kUV = ks and kIR = k∗ and also
the symbols A, B are two constants and δB is defined by, δX :=

( 3
2 − ν

)
where X:= 1(SRI), 2(USR),

3(SRII). Here C is the counter term which we need to determine explicitly and this is directly associated
with KSRI, KUSR and KSRII in the present context. In the super-horizon limit, we have:

E3 = A ln
(

kUV
kIR

)
, (263)

which further implies that here the counter term is fixed at:
C = 0. (264)

The above-mentioned analysis helps us to completely remove the UV divergence from the final result and
sufficiently coarse grain the logarithmic IR divergent contribution.

■ Method-II:

By following the same trick as mentioned before we decompose the integration limit for this purpose
as: ∫ kUV

kIR

:=
(∫ kINT

kIR

+
∫ kUV= ΛUVa(τ)

cs

kINT

)
, (265)

using which the loop integral can be further recast in the following simplified form:

E3 : =
(∫ kINT

kIR

+
∫ kUV= ΛUVa(τ)

cs

kINT

)
dk

k

(
k

kIR

)3−2ν (
A + Bk2c2

sτ2)+ C,

=
[

A
2δX

{(
kINT
kIR

)2δX

− 1
}

+ B
2 (δX + 1)

{(
kINT
kIR

)2(δX+1)
− 1
}]

+
[

A
2δX

{(
ΛUVa(τ)

cskIR

)2δX

− 1
}

+ B
2 (δX + 1)

{(
ΛUVa(τ)

cskIR

)2(δX+1)
−
(

kINT
kIR

)2(δX+1)
}]

+ C,

=
[
A
{

ln
(

kINT
kIR

)
+ ln

(
ΛUV

H

)}
+ B

2 (δX + 1)

{(
ΛUV

H

)2(δX+1)
− 1
}]

+ C. (266)

where we have utilized the fact that, a(τ)/cskIR = 1/H. Hence the counter term C in the present context
at an arbitrary renormalization scale µREN can be written as:

C (µREN, ΛUV) =
[
A
{

ln
(µREN

H

)
− ln

(
ΛUV

H

)}
+ B

2 (δX + 1)

{(µREN
H

)2(δX+1)
−
(

ΛUV
H

)2(δX+1)
}]

. (267)
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Hence the UV cut-off removed result for the generic one-loop momentum integration is described by the
following expression:

E3(µREN) =
[
A
{

ln
(

kINT
kIR

)
+ ln

(
ΛUV

H

)}
+ B

2 (δX + 1)

{(
ΛUV

H

)2(δX+1)
− 1
}]

+
[
A
{

ln
(µREN

H

)
− ln

(
ΛUV

H

)}
+ B

2 (δX + 1)

{(µREN
H

)2(δX+1)
−
(

ΛUV
H

)2(δX+1)
}]

,

=
[
A
{

ln
(

kINT
kIR

)
+ ln

(µREN
H

)}
+ B

2 (δX + 1)

{(µREN
H

)2(δX+1)
− 1
}]

. (268)

Further, if we fix the scale of renormalization at the Hubble scale i.e. µREN = H then we get the following
simplified result for the loop integral:

E3(µREN = H) = A ln
(

kINT
kIR

)
. (269)

Here the factors A and B are identified given by the following expressions in the SRI, USR and SRII
phases:

SRI : A = B = −4
3

[
∆2

ζ,Tree(p)
]2

SRI
×

(
1 + 2

15π2
1

c2
sk2

∗

(
−
(

1 − 1
c2

s

)
ϵ∗ + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
, (270)

USR : A = B = 1
4

[
∆2

ζ,Tree(p)
]2

SRI
×
[(

∆η(τe)
c̃4

s

)2(
ke

ks

)6
−
(

∆η(τs)
c̃4

s

)2 ]
, (271)

SRII : A = B =
[
∆2

ζ,Tree(p)
]2

SRI
×

(
1 + 2

15π2
1

c2
sk2

∗

(
−
(

1 − 1
c2

s

)
ϵ∗ + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
. (272)

Also the counter term at µREN = H scale is given by:

C (µREN = H, ΛUV) = −
[
A ln

(
ΛUV

H

)
+ B

2 (δX + 1)

{(
ΛUV

H

)2(δX+1)
− 1
}]

. (273)

Here connecting our findings with the standard Quantum Field Theory approach we found that:

SRI :
(
δZG1

+ δZG2
+ δZG3

+ δZG4
+ δZG5

)
= C(µREN = H, ΛUV) = KSRI with δZG6

= 0, (274)
USR : δZG6

= C(µREN = H, ΛUV) = KUSR with
(
δZG1

+ δZG2
+ δZG3

+ δZG4
+ δZG5

)
= 0,(275)

SRII :
(
δZG1

+ δZG2
+ δZG3

+ δZG4
+ δZG5

)
= C(µREN = H, ΛUV) = KSRII with δZG6

= 0.(276)

For this reason, finally we get:
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USR : δZG6
= −1
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SRII :
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Then the regularized and renormalized expression for the one loop corrected contribution from the SRI,
USR, and SRII phases are given by the following expression:[
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]
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where WSRI, WUSR, and WSRII are given by:
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WUSR = 1
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Here UV and IR cut-off scales in the SRI, USR, and SRII phases are identified with the following values
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for the present computation:

SRI : kUV = ks, kIR = k∗, (286)
USR : kUV = ke, kIR = ks, (287)
SRII : kUV = kend, kIR = ke. (288)

Hence, the total regularized and renormalized one-loop corrected power spectrum for scalar modes can be expressed
by the following expression:

∆2
ζ,EFT(p) = ∆2

ζ,RR(p)

=
[
∆2

ζ,Tree(p)
]

SRI
×
(

1 + WC + WB + WSRI + WUSR + WSRII︸ ︷︷ ︸
Regularized and Renormalized one-loop correction

)

= + + , (289)

where WC, WB, WSRI, WUSR, and WSRII are already computed in equation(246), equation(261), equation(283),
equation(284) and equation(285) respectively.

C. Step II: Adiabatic/Wave-function renormalization and removal of UV/power law divergence

Our main goal in this paragraph is to eliminate the contributions from quadratic UV divergences that show up in
the primordial power spectrum computation for the comoving curvature perturbation from the contraction, bounce,
SRI, USR, and SRII periods in a one-loop manner. Technically speaking, the origin of these UV divergences is the
sub-horizon area (−kcsτ ≫ 1), where quantum mechanical disturbances have a major influence. It is clear that, at the
late time limit where the scalar modes leave the horizon and enter the super horizon area, only logarithmic divergent
contributions remain in the non-trivial FLRW background which describes the previously mentioned five phases. As
a result, one may ignore the quadratic UV divergence later on. But in the current environment, it is critical to
methodically offer a technical framework that enables us to do so. The influence of quadratic UV divergence at the
late time limit has not been eliminated in this work. This section focuses on providing the technical calculation of a
renormalization strategy that enables us to include a suitable counter term to automatically negate the contribution
from the quadratic divergence. Furthermore, since we have quantized the comoving curvature perturbation and are
treating it at the same footage of the scalar quantum field, we must implement a smoothing scheme in order to remove
the UV divergences of the underlying cosmological perturbation theory. This is because adiabatic renormalization
precisely serves to smooth the effect of quantum fluctuations at the sub-horizon region where the short-range UV
modes manifest.

In this instance, we are working with the Quantum Field Theory of FLRW space-time, where the well-known adi-
abatic regularization and the associated renormalization method play a crucial role in eliminating the contributions
from the UV divergences evident at various powers. Refer to references [294–301] for a more thorough discussion of
the physical ramifications and possible applications. The sub-horizon quantum fluctuations are captured by applying
the minimum subtraction rule to the appropriate UV modes, which makes it simple to eliminate the UV divergence
contributions from the underlying Quantum Field Theoretic setup. To eliminate the UV divergent contribution from
the short-range UV modes that are prevalent in the sub-horizon area, the minimum subtraction in this case techni-
cally equates to inserting a counter term in the underlying theory. The effects of quadratic UV divergences, which
come from both the SR and USR periods, are sufficiently eliminated in this computation by using a second-order
subtraction. It becomes significant to remove the counter terms beyond the second-order minimal subtraction only
when addressing the contributions of the UV divergent components that arise at higher powers. Fortunately, the adi-
abatic renormalization approach applied in this calculation has enough power to eliminate the quadratic divergence
contribution, thus we don’t need to consider counterterms higher than the second order. In the context of curved
space-time within Quantum Field Theory, specifically in FLRW backgrounds, the adiabatic renormalization approach
was developed with the specific goal of eliminating UV divergences alone. IR divergences cannot be addressed with
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this strategy. See refs. [294–301] for more details. It is noteworthy that in this case, the comoving curvature per-
turbation modes are renormalized directly in the adiabatic limit of the cosmological perturbation using the adiabatic
renormalization procedure. This is precisely comparable to the wave function renormalization that we often carry
out in the context of quantum field theory. The one-loop contribution to the cosmic power spectrum in the current
context is further renormalized by such renormalized modes or the wave function. It is also crucial to note that, in
the current context, the WKB approximation approach is useful in helping to create a generalized version of the mode
function, or more specifically, the regularised wave function in the adiabatic limit. As such, the contributions of UV
divergences from the short-range modes may be entirely eliminated from the regularised form of the mode function.
The generalized structure of the regularised modes is meant to ensure that UV divergences may be correctly handled
in any order while maintaining the generality of the underlying Quantum Field Theoretical setup.

By expanding the field modes to mth order, a WKB-like adiabatic expansion provides the foundation for the
regularization in adiabatic renormalization.

v
(m)
k ≡ 1√

2W(m)
k (τ)

exp
(

− i

∫ τ

τ0

W(m)
k (τ ′)dτ

)
, (290)

v
(m)∗

k ≡ 1√
2W(m)

k (τ)
exp

(
i

∫ τ

τ0

W(m)
k (τ ′)dτ

)
, (291)

where the general form of the function Wm
k is given by the following expression:

W(m)
k ≡

(
ω

(0)
k + ω

(1)
k + ω

(2)
k + · · · + ω

(m)
k

)
. (292)

The amount of time derivatives in ωk indicates its adiabatic order, which is shown by the superscripts. The WKB
approximation aids in the construction of a regularized wave function across the adiabatic limit in the current situation,
which is an essential point to notice. This, in turn, helps to eliminate the UV divergence contributions from modes
that are at short range. Thus, we take into account that in the adiabatic limit, the UV divergent contributions show
up as m-th power in the mode functions. Crucially, the comoving curvature perturbation modes inside the adiabatic
limit of cosmic perturbations are directly renormalized by the adiabatic renormalization procedure. Initially, we need
to take into account that the UV divergences in the adiabatic limiting scenario are occurring at the m-th power,
which essentially signifies the m-th order UV divergences originating from short-range scalar modes. For each of the
five subsequent phases, the renormalized mode function for the comoving curvature perturbation may be represented
as follows using the well-known WKB approximation approach that was previously mentioned:
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In this case, the features function W(m)
k stands for the conformal time dependence factor inside adiabatic regularisation,

which is defined as follows for the m-th order:
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In this computation, the initial choice of the vacuum is maintained to Bunch Davies whose structure is preserved
during the contraction, bouncing, and SRI phases. In terms of the Bogoliubov coefficients, it is characterized by
α1 = 1 and β1 = 0. However, due to having sharp transitions at the boundaries of the USR phase, which is attached
to the SRI and SRII phases, the corresponding vacuum structure changes in both of these mentioned phases. This
fact is captured in the new Bogoliubov coefficients (α2, β2) and (α3, β3) which describes the USR and SRII phases. It
is possible to argue that the formulations for the Bogolibov coefficients differ from the findings explicitly obtained in
the USR and SRII periods because of the adiabaticity in the scalar modes. Nonetheless, it is anticipated that these
Bogoliubov coefficients in the USR and SRII period would not deviate considerably from the values that we have
previously computed because of the extremely slight shift in the adiabatic limit. This is perfectly acceptable in terms
of the validity of the adiabatic regularisation in the corresponding mode at the m-th order and well justified from
a physical point of view. Before moving on to the remainder of the computation, it is preferable to make this fact
clear even if we won’t be using the explicit equation for the Bogoliubov coefficients in the USR and SRII periods. In
the process of computing the counter term that appears in the renormalized version of the one-loop power spectrum
in the USR and SRII periods, we will clearly demonstrate that the explicit structure of the Bogoliubov coefficients
(α2, β2) and (α3, β3) will not have a significant impact on the final result, nor on the short-range UV modes in the
corresponding computation. In the remaining computations for the USR and SRII phases in this section, we shall
elaborate on this topic. One could argue here, for a more physical justification, that in the USR and SRII periods,
the quantum initial condition and the corresponding quantum vacuum state shift in comparison to the Bunch Davies
initial state that exists in the contraction, bouncing, and SRI phases. It will be contrary to common sense and the
usefulness of the adiabatic regularisation scheme itself if the shifted initial vacuum as it appears in the USR and SRII
periods differs noticeably in the adiabatic limiting situation from that which we initially obtained by precisely solving
the Mukhanov Sasaki equation. By enforcing the restriction that adiabaticity will not change the structure of the
underlying quantum vacuum state in the USR and SRII periods, the adiabatic limiting approximation in terms of the
WKB regularised modes is realized. In the current calculation, the strong adiabaticity limit validates the uniqueness
of the quantum vacuum state and the underlying quantum starting condition in the USR and SRII periods. Because
of this, it is possible to use the same structure for the Bogoliubov coefficients (α2, β2) and (α3, β3) as they were
previously determined without encountering any further ambiguity from a physical perspective. We are making full
use of this intrinsic power of the Quantum Field Theory of curved space-time, which is written in the backdrop of
FLRW space-time, in the current computation. We also need to emphasize that this possibility does not arise in
the context of the contraction, bouncing, and SRI phases because we have fixed the quantum initial condition to be
Bunch Davies. As a result of this fixed choice, the structure of the Bogolibov coefficient is also fixed, and it will
remain unchanged whether we take into account the adiabatically regularised mode or the precise mode that we have
computed by solving the Mukhanov-Sasaki equation.

Let us first discuss a few key points that will be very helpful for the remaining analyses conducted in this part and
throughout the remainder of the work, before delving deeper into the technical calculation. The five renormalization
scheme dependent parameters, KC, KB, KSRI, KUSR, and KSRII, were introduced in the previous section during
the computation of on-loop effects in the primordial power spectrum for the comoving curvature perturbation. Since
the renormalization scheme was not fixed previously, we have not been able to fix any of these parameters. In the
current discussion context, once the renormalization method is fixed to be adiabatic, the equation for the counter
terms KC, KB, KSRI, KUSR, and KSRII in the five phases may be explicitly computed automatically. In this part, we
will explicitly carry out this computation, which will allow us to demonstrate the total elimination of the short-range
modes to the quadratic UV divergence. We shall show in the calculation carried out in this part that IR logarithmic
divergences cannot be eliminated from the underlying theory using the current renormalization approach. First, we
exploited the fact that the adiabatic limit holds for the n-th order and can be used to subtract the n-th power of UV
divergences from the contributions of the short-range modes, in order to illustrate the generalized structure of the
scalar modes in the five phases. Nevertheless, we are already aware that UV divergences occur in the different phases
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with quadratic power for ν = 3/2 or for ν ̸≡ 3/2 with having other power, as shown by the computation carried
out in the preceding section to illustrate the entire one-loop adjusted primordial power spectrum for scalar modes.
With the help of the adiabatic regularisation technical structure, we can eliminate the quadratic divergences from the
one-loop correction terms in all five of the previously mentioned phases by limiting the remainder of the computation
to the second order, or fixing n = 2.Within the previously specified limitations, the following formulas may be used to
further simplify the adiabatically regularised WKB approximated modes for comoving scalar curvature perturbation
in each of the five phases:

ζ
(2)
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Here the typical conformal time-dependent frequency function, denoted as W(2)
k (τ), is defined as follows for the

adiabatic 2-nd order:
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)
≈ csk. (304)

In the previous stage, we took the restriction −kcsτ → ∞ to account for the contribution from the short-range UV
mode frequency in the formula above. In the case when adiabatic regularisation holds perfectly, this approximation is
fairly justified. The equation for the counter terms for the contraction and bounce phases may be further computed
in the presence of the previously given adiabatically regularised scalar mode function for the comoving curvature
perturbation. specifically SRI, USR, and SRII. Prior to delving into the technical computation, let us at last record
the equation for the scalar modes of comoving curvature perturbation in the five phases that were previously described.
This expression will be utilized to calculate the counter terms:
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Γ( 3

2 )

∣∣∣∣∣
×
[
α1 exp

(
− icsk(τ − τ0)

)
+ β1 exp

(
icsk(τ − τ0)

)]
, (306)

ζ
(2)
k,SRI(τ) ≈ −2ν− 3

2 (−kcsτ) 3
2 −ν

(
csHτ

2Mpl
√

ϵ∗
√

csk

)∣∣∣∣∣Γ(ν)
Γ( 3

2 )

∣∣∣∣∣
×
[
α1 exp

(
− icsk(τ − τ0)

)
+ β1 exp

(
icsk(τ − τ0)

)]
, (307)

ζ
(2)
k,USR(τ) ≈ −2ν− 3

2 (−kcsτ) 3
2 −ν

(
csHτ

2Mpl
√

ϵ∗
√

csk

)∣∣∣∣∣Γ(ν)
Γ( 3

2 )

∣∣∣∣∣
(

τ0

τ

)3

×
[
α2 exp

(
− icsk(τ − τ0)

)
+ β2 exp

(
icsk(τ − τ0)

)]
, (308)

ζ
(2)
k,SRII(τ) ≈ −2ν− 3

2 (−kcsτ) 3
2 −ν

(
csHτ

2Mpl
√

ϵ∗
√

csk

)∣∣∣∣∣Γ(ν)
Γ( 3

2 )

∣∣∣∣∣
(

τ0

τe

)3

×
[
α3 exp

(
− icsk(τ − τ0)

)
+ β3 exp

(
icsk(τ − τ0)

)]
. (309)

Currently, we are calculating the expression for the counter terms of these five periods, which is the primary task
of this system. The counter terms that follow are introduced; they are dependent on the parameters that determine
the adiabatic renormalization scheme, as previously seen. Here KC(µ, µ0), KB(µ, µ0), KSRI(µ, µ0), KUSR(µ, µ0), and
KSRII(µ, µ0) for the corresponding five phases contraction, bounce, SRI, USR, and SRII.

ZUV
ζ,C (µ, µ0) =

[
∆2

ζ,Tree(k)
]2

SRI
× KC(µ, µ0) ×

(
ϵ∗

ϵc

)
, (310)

ZUV
ζ,B (µ, µ0) =

[
∆2

ζ,Tree(k)
]2

SRI
× KB(µ, µ0) ×

(
ϵ∗

ϵb

)
, (311)

ZUV
ζ,SRI(µ, µ0) =

[
∆2

ζ,Tree(k)
]2

SRI
× KSRI(µ, µ0), (312)

ZUV
ζ,USR(µ, µ0) = 1

4

[
∆2

ζ,Tree(k)
]2

SRi
× KUSR(µ, µ0), (313)

ZUV
ζ,SRII(µ, µ0) =

[
∆2

ζ,Tree(k)
]2

SRI
× KSRII(µ, µ0). (314)

It is also important to note that the dependent parameters of the adiabatic renormalization scheme and the counter
terms are functions of a new mass scale µ. This can be interpreted as the renormalization scale of the underlying
quantum field theory, against which all of the computations are being done. In order to carry out the adiabatic
regularisation procedure, µ0 also denotes the renormalization scale at the conformal time τ0. As long as it makes
sense in the given situation, one may use these scales as convenient. Now let us examine the parameters that are
reliant on the renormalization technique explicitly:

KC(µ, µ0) =
∫ µ

µ0

dk

k

(
k

µ0

)δC

(1 + k2c2
sτ2) =

[
1

δC

{(
µ

µ0

)δC

− 1
}

+ 1
(δC + 2)

{(
µ

µ0

)δC+2
− 1
}]

, (315)

KB(µ, µ0) =
∫ µ

µ0

dk

k

(
k

µ0

)2(
1 +

(µ0

k

)2
)− 1

(ϵb−1)
(

k

µ0

)3−2ν (
1 + k2c2

sτ2)
= 1

(δB + 2)

[
2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)
−
(

µ0

µ

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
µ0

µ

)2
)]

, (316)
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KSRI(µ, µ0) =
∫ µ

µ0

dk

k

(
k

µ0

)3−2ν

k2c2
sτ2 = 1

2 (δSRI + 1)

{(
µ

µ0

)2(δSRI+1)
− 1
}

, (317)

KUSR(µ, µ0) =
[(

∆η(τ)
c̃4

s

)2(
µ

µ0

)6
−
(

∆η(τ0)
c̃4

s

)2 ] ∫ µ

µ0

dk

k

(
k

µ0

)3−2ν

k2c2
sτ2

= 1
2 (δUSR + 1)

[(
∆η(τ)

c̃4
s

)2(
µ

µ0

)6
−
(

∆η(τ0)
c̃4

s

)2 ]{(
µ

µ0

)2(δUSR+1)
− 1
}

, (318)

KSRII(µ, µ0) =
∫ µ

µ0

dk

k

(
k

µ0

)3−2ν

k2c2
sτ2 = 1

2 (δSRII + 1)

{(
µ

µ0

)2(δSRII+1)
− 1
}

. (319)

Upon replacing the counter terms at any renormalization scale µ with the previously calculated formulas, the corre-
sponding counter terms of the one-loop primordial power spectrum for the scalar modes may be further represented
as follows:

ZUV
ζ,C (µ, µ0) =

[
∆2

ζ,Tree(k)
]2

SRI
×
(

ϵ∗

ϵc

)
×

[
1

δC

{(
µ

µ0

)δC

− 1
}

+ 1
(δC + 2)

{(
µ

µ0

)δC+2
− 1
}]

, (320)

ZUV
ζ,B (µ, µ0) = 1

(δB + 2) ×
[
∆2

ζ,Tree(k)
]2

SRI
×
(

ϵ∗

ϵb

)
×
[

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)
−
(

µ0

µ

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
µ0

µ

)2
)]

, (321)

ZUV
ζ,SRI(µ, µ0) = 1

2 (δSRI + 1) ×
[
∆2

ζ,Tree(k)
]2

SRI
×

{(
µ

µ0

)2(δSRI+1)
− 1
}

, (322)

ZUV
ζ,USR(µ, µ0) = 1

8 (δUSR + 1) ×
[
∆2

ζ,Tree(k)
]2

SRI

×
[(

∆η(τ)
c̃4

s

)2(
µ

µ0

)6
−
(

∆η(τ0)
c̃4

s

)2 ]
×

{(
µ

µ0

)2(δUSR+1)
− 1
}

, (323)

ZUV
ζ,SRII(µ, µ0) = 1

2 (δSRII + 1) ×
[
∆2

ζ,Tree(k)
]2

SRI
×

{(
µ

µ0

)2(δSRII+1)
− 1
}

. (324)

Consequently, the following may be used to express the distinct contributions from the contraction, bounce, SRI,
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USR, and SRII phases of the one-loop corrected adiabatically renormalized scalar power spectrum:[
∆2

ζ,One-loop(k, µ, µ0)
]

C
=
[
∆2

ζ,Tree(k)
]2

SRI
×

(
1 + 2

15π2
1

c2
sk2

c

(
−
(

1 − 1
c2

s

)
ϵc + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
×
(

ϵ∗

ϵc

)

×
([

1
δC

{(
µ

µ0

)δC

− 1
}

+ 1
(δC + 2)

{(
µ

µ0

)δC+2
− 1
}]

−4
3

[
1

δC

{(
kb

k∗

)δC

−
(

kc

k∗

)δC }
+ 1

(δC + 2)

{(
kb

k∗

)δC+2
−
(

kc

k∗

)δC+2}])
, (325)[

∆2
ζ,One-loop(k, µ, µ0)

]
B

=
[
∆2

ζ,Tree(k)
]2

SRI
×

(
1 + 2

15π2
1

c2
sk2

b

(
−
(

1 − 1
c2

s

)
ϵb + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
×
(

ϵ∗

ϵb

)
× 1

(δB + 2) ×
([

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)
−
(

µ0

µ

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
µ0

µ

)2
)]

−4
3

[
2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)

−
(

kb

k∗

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
kb

k∗

)2
)])

, (326)

[
∆2

ζ,One-loop(k, µ, µ0)
]

SRI
=
[
∆2

ζ,Tree(k)
]2

SRI
×

(
1 + 2

15π2
1

c2
sk2

∗

(
−
(

1 − 1
c2

s

)
ϵ∗ + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))

×
(

1
2 (δSRI + 1)

{(
µ

µ0

)2(δSRI+1)
−
(

ks

k∗

)2(δSRI+1)}
− 4

3 ln
(

ks

k∗

))
, (327)[

∆2
ζ,One-loop(k, µ, µ0)

]
USR

= 1
4

[
∆2

ζ,Tree(k)
]2

SRI

×
{[(

∆η(τe)
c̃4

s

)2(
ke

ks

)6
−
(

∆η(τs)
c̃4

s

)2 ]
×
[

ln
(

ke

ks

)
+ 1

2 (δUSR + 1)

{(
ke

ks

)2(δUSR+1)
− 1
}]

− 1
2 (δUSR + 1)

[(
∆η(τe)

c̃4
s

)2(
µ

µ0

)6
−
(

∆η(τs)
c̃4

s

)2 ]
×
[(

µ

µ0

)2(δUSR+1)
− 1
]}

, (328)[
∆2

ζ,One-loop(k, µ, µ0)
]

SRII
=
[
∆2

ζ,Tree(k)
]2

SRI
×

(
1 + 2

15π2
1

c2
sk2

∗

(
−
(

1 − 1
c2

s

)
ϵ∗ + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))

×
(

1
2 (δSRII + 1)

[(
µ

µ0

)2(δSRII+1)
− 1
]

+ ln
(

kend

ke

))
. (329)

Given a fixed renormalization scale denoted by µ and a matching reference scale µ0, the UV divergences will be
eliminated, as can be shown from the preceding formulas for the power spectrum of the comoving curvature pertur-
bation. Still unknown, though, is what will happen to the IR divergences. It leads, then, to a quantum field theory of
curved space-time that is UV-protected but IR-sensitive. It is evident from this kind of IR nature that perturbative
approximations are legitimate and should always be followed. While an arbitrary renormalization scale may always
be assumed, if the scale is fixed in the vicinity of the UV cut-off, the perturbativity is preserved over time. The
representative catalogue of the UV and IR cut-off scales, renormalization and references scales for the contraction,
bouncing, SRI, USR and SRII phases are appended below:
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☞ Scales for contracting phase:

ΛUV = kb, ΛIR = kc, µ = µ0, (330)

☞ Scales for bouncing phase:

ΛUV = k∗, ΛIR = kb, µ = µ0, (331)

☞ Scales for SRI phase:

ΛUV = ks = µ, ΛIR = k∗ = µ0, (332)

☞ Scales for USR phase:

ΛUV = ke = µ, ΛIR = ks = µ0, (333)

☞ Scales for SRII phase:

ΛUV = kend = µ = µ0, ΛIR = ke, (334)

Here connecting our findings with the standard Quantum Field Theory approach we found that:

Contraction :
(
δZG1

+ δZG2
+ δZG3

+ δZG4
+ δZG5

)
= ZUV

ζ,C with δZD6
= 0, (335)

Bouncing :
(
δZG1

+ δZG2
+ δZG3

+ δZG4
+ δZG5

)
= ZUV

ζ,B with δZD6
= 0, (336)

SRI :
(
δZG1

+ δZG2
+ δZG3

+ δZG4
+ δZG5

)
= ZUV

ζ,SRI with δZG6
= 0, (337)

USR : δZG6
= ZUV

ζ,USR with
(
δZG1

+ δZG2
+ δZG3

+ δZG4
+ δZG5

)
= 0, (338)

SRII :
(
δZG1

+ δZG2
+ δZG3

+ δZG4
+ δZG5

)
== ZUV

ζ,SRII with δZG6
= 0. (339)

Upon fixing the renormalization scale and the reference scale at the previously mentioned values, we get:

ZUV
ζ,C = 0, (340)

ZUV
ζ,B = 0, (341)

ZUV
ζ,SRI = 1

2 (δSRI + 1) ×
[
∆2

ζ,Tree(k)
]2

SRI
×

{(
ks

k∗

)2(δSRI+1)
− 1
}

, (342)

ZUV
ζ,USR = 1

8 (δUSR + 1) ×
[
∆2

ζ,Tree(k)
]2

SRI

×
[(

∆η(τ)
c̃4

s

)2(
µ

µ0

)6
−
(

∆η(τ0)
c̃4

s

)2 ]
×

{(
ke

ks

)2(δUSR+1)
− 1
}

, (343)

ZUV
ζ,SRII = 0. (344)

Hence the one-loop corrections to the power spectrum for the scalar modes derived for the five consecutive phases are
fixed as:
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[
∆2

ζ,One-loop(k)
]

C
= −4

3

[
∆2

ζ,Tree(k)
]2

SRI
×

(
1 + 2

15π2
1

c2
sk2

c

(
−
(

1 − 1
c2

s

)
ϵc + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
×
(

ϵ∗

ϵc

)

×
[

1
δC

{(
kb

k∗

)δC

−
(

kc

k∗

)δC }
+ 1

(δC + 2)

{(
kb

k∗

)δC+2
−
(

kc

k∗

)δC+2}]
,

=
[
∆2

ζ,Tree(k)
]

SRI
× WC, (345)[

∆2
ζ,One-loop(k)

]
B

= −4
3

[
∆2

ζ,Tree(k)
]2

SRI
×

(
1 + 2

15π2
1

c2
sk2

b

(
−
(

1 − 1
c2

s

)
ϵb + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
×
(

ϵ∗

ϵb

)
× 1

(δB + 2) ×
[

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)

−
(

kb

k∗

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
kb

k∗

)2
)]

,

=
[
∆2

ζ,Tree(k)
]

SRI
× WB, (346)[

∆2
ζ,One-loop(k)

]
SRI

= −4
3

[
∆2

ζ,Tree(k)
]2

SRI

×

(
1 + 2

15π2
1

c2
sk2

∗

(
−
(

1 − 1
c2

s

)
ϵ∗ + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
× ln

(
ks

k∗

)
,

=
[
∆2

ζ,Tree(k)
]

SRI
× WSRI, (347)

[
∆2

ζ,One-loop(k)
]

USR
= 1

4

[
∆2

ζ,Tree(k)
]2

SRI

×
[(

∆η(τe)
c̃4

s

)2(
ke

ks

)6
−
(

∆η(τs)
c̃4

s

)2 ]
× ln

(
ke

ks

)
,

=
[
∆2

ζ,Tree(k)
]

SRI
× WUSR, (348)[

∆2
ζ,One-loop(k)

]
SRII

=
[
∆2

ζ,Tree(k)
]2

SRI

×

(
1 + 2

15π2
1

c2
sk2

∗

(
−
(

1 − 1
c2

s

)
ϵ∗ + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
×
(

ln
(

kend

ke

))
,

=
[
∆2

ζ,Tree(k)
]

SRI
× WSRII. (349)

Hence, the total regularized and renormalized one-loop corrected power spectrum for scalar modes can be expressed
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by the following expression:

∆2
ζ,EFT(k) = ∆2

ζ,RR(p)

=
[
∆2

ζ,Tree(p)
]

SRI
×
(

1 + WC + WB + WSRI + WUSR + WSRII︸ ︷︷ ︸
Regularized and Renormalized one-loop correction

)
,

= + + , (350)

where WC, WB, WSRI, WUSR, and WSRII are already computed in equation(246), equation(261), equation(283),
equation(284) and equation(285) respectively.

We also found from our analysis that the renormalized two-point amplitude of the power spectrum for the scalar
modes obtained from the late time and adiabatic renormalization schemes turns out be exactly same and our obtained
result is scheme independent. This further implies in terms of diagramatics that:[

∆2
ζ,EFT(k)

]
Late-time renormalization

=
[
∆2

ζ,EFT(k)
]

Adiabatic renormalization

+ + = + + (351)

This identification not only reveals that the quadratic UV divergence and other UV-like power-law divergences can be
eliminated entirely from the expression for ZUV, but it also helps us comprehend the underlying relationship between
the counter-terms appearing in the bare action (UV sensitive part) and current contexts. This identification will be
useful in building a bridge between the current adiabatic/wave function scheme and the conventional renormalization
method that is accessible inside the framework of Quantum Field Theory of FLRW space-time, now that the link has
been established. Primarily, the adiabatic/wave function approach aids in precisely fixing the mathematical structure
of the number ZUV, which is used to compute the total power spectrum of the scalar modes following renormalizations.
The difficulty lies only in the fact that the structure of ZUV may be used to compute the IR-counter term ZIR, utilizing
the constraint that appears at the CMB pivot scale beforehand. Furthermore, our computations reveal that the unique
structure of the term ZUV arises from late-time and adiabatic renormalization techniques, after the elimination of
the quadratic divergence and other power-law-like contributions. As a result, the ultimate outcome is found to
be independent of schemes, and we are left with the renormalized one-loop spectrum, in which the logarithmic IR
divergent contributions represent the one-loop effect. Given that the structure of the term ZUV has been uniquely
established, the IR-counter term ZIR may be further determined using the constraint that was previously calculated
at the CMB pivot scale. We will be able to correct the exact structure of the IR counter-term by using the calculation
carried out in the next section, which involves applying power spectrum renormalization. The findings obtained in the
next section are essentially the continuation of the unknown outcomes we calculated using common renormalization
techniques as they appear in the settings of Quantum Field Theory.

D. Step IV: Power spectrum renormalization and softening of IR divergence

From this point on, we use the power spectrum renormalization approach, which suppresses and improves controlla-
bility of logarithmic infrared divergences, so saving us from them. In order to get the renormalized form of the scalar
power spectrum, this approach employs a counter-term that is found by invoking a renormalization condition at the
pivot scale k∗. In addition to having abrupt transitions that arise at the USR limits and are connected to the SRI and
SRII phases, the operation is carried out in the presence of contraction and bounce phases. The last phase is to use
the resummation technique to produce a physical output that is finite. Within the current discourse, the renormal-
ized 1PI correlation function for any given m-point amplitude, calculated using the EFT of Single Field framework,
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can characterize phases such as contraction, bounce, SRI, USR, and SRII. Additionally, it can be simplified into the
following expression:

Γ[ζ] =
∞∑

m=2

i

m!

∫ m∏
j=1

d4xj Γ(m)
ζ (xi) ζ(xj), (352)

where it is significant to note that Γ(m)
ζ,EFT(xj) may be further written as follows in the Fourier space for such a m-point

renormalized amplitude:

Γ(m)
ζ (xj) :=

∫
d4kj

(2π)4 eikj .xj Γ(m)
ζ (kj , µ, µ0) × (2π)4δ4

 m∑
j=1

kj

 ∀ j = 1, 2, · · · , m. (353)

where the renormalization scale and reference scale are denoted, respectively, by µ and µ0. Furthermore, any generic
m-point renormalized amplitude in the Fourier space may be described as follows in terms of the 1PI effective action:

Γ(m)
ζ (k1, k2, k3, · · · , km, µ, µ0) =

(
ZIR)m

2 Γ(m)
ζ (k1, k2, k3, · · · , km) (354)

Now that we have a counter-term for each of the contributions from the five phases—contraction, bounce, SRI, USR,
and SRII—as well as a sum-total version of them all, we can carry out the renormalization. The renormalization
factor, or counter-term, is represented going forward as ZIR. The following simple formulation may be used to convert
this assertion into terms of the m-point renormalized cosmological correlation function, which can then be expressed
in terms of the unrenormalized/bare contribution:

⟨ζk1ζk2ζk3 · · · · · · ζkm⟩ =
(
ZIR)m

2 ⟨ζk1ζk2ζk3 · · · · · · ζkm⟩. (355)

We now limit our study by limiting m = 2, which characterizes the two-point amplitude of the cosmic correlation
function in the Fourier space, as we are interested in the renormalization of the scalar power spectrum. Once this is
fixed, the two-point amplitude-related 1PI effective action may be further stated as follows:

Γ(2)
ζ (k1, k2, µ, µ0) = ZIR × Γ(2)

ζ (k1, k2). (356)

This assertion is made at the 2-point correlation function level, and it can be readily understood in terms of the
relationship that connects the renormalized, unrenormalized/bare, and counter-term contributions in the expression
for the gauge invariant comoving scalar curvature perturbation. This expression is as follows:

ζR
k =

√
ZIR × ζB

k , (357)

using which the renormalized version of the cosmological two-point function can be expressed by the following sim-
plified expression:

⟨ζk1ζk2⟩ = ⟨ζR
k1

ζR
k2

⟩ = ZIR × ⟨ζB
k1

ζB
k2

⟩ where ⟨ζB
k1

ζB
k2

⟩ = (2π)3δ3 (k1 + k2) 2π2

k3
1

[∆2
ζ,EFT(k)]. (358)

Consequently, we get the following result in terms of the two-point amplitude of the power spectrum for the scale
modes after performing renormalization:

⟨ζk1ζk2⟩ = ZIR × ⟨ζB
k1

ζB
k2

⟩ = (2π)3δ3 (k1 + k2) 2π2

k3
1

[∆2
ζ,EFT(k)] = ZIR × (2π)3δ3 (k1 + k2) 2π2

k3
1

[∆2
ζ,EFT(k)], (359)

which further implies the following fact:

∆2
ζ,EFT(k) = ZIR × ∆2

ζ,EFT(k). (360)

This is very crucial information in the present computational purpose as it serves the purpose of softening or smoothen-
ing which is ensured via the IR counter term multiplication in the two-point amplitude. Now we implement the
renormalization condition I as quoted in equation(225), whose immediate consequence is the following:

ZIR =

[
∆2

ζ,EFT(k∗)
]

[
∆2

ζ,EFT(k∗)
] =

[
∆2

ζ,Tree(k∗)
]

SRI[
∆2

ζ,EFT(k∗)
] =⇒ ZIR(k∗)ZUV(k∗) = 1. (361)
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Here the symbol ZUV(k∗) signifies the the total contribution of the UV counter-term computed from the five con-
secutive phases - contraction, bounce, SRI, USR and SRII and evaluated at the CMB pivot scale k = k∗ and in the
present context it is given by the following expression:

ZUV(k∗) := 1 +
(

ZUV
ζ,C (k) + ZUV

ζ,B (k) + ZUV
ζ,SRI(k) + ZUV

ζ,USR(k) + ZUV
ζ,SRII(k)

)
k=k∗

, (362)

using which the IR counter-term in the present context is computed as:

ZIR = 11 +

 WC + WB + WSRI + WUSR + WSRII︸ ︷︷ ︸
Regularized and Renormalized one-loop correction


k=k∗


= 1(

1 + WC,∗ + WB,∗ + WSRI,∗ + WUSR,∗ + WSRII,∗
)

≈
(
1 − WC,∗ − WB,∗ − WSRI,∗ − WUSR,∗ − WSRII,∗

)
. (363)

Further utilizing the result for the IR counter-term we derive the following expression for a fully renormalized power
spectrum for the scalar modes:

∆2
ζ,EFT(k) =

[
∆2

ζ,Tree(k∗)
]

SRI
×
(
1 − WC,∗ − WB,∗ − WSRI,∗ − WUSR,∗ − WSRII,∗

)
×
(
1 + WC + WB + WSRI + WUSR + WSRII

)
=
[
∆2

ζ,Tree(k∗)
]

SRI
×
(

1 + XLoop

)
, (364)

where the renormalized loop contribution is quantified by the following expression:

XLoop =
(

WC − WB − WSRI − WUSR − WSRII − WC,∗ − WB,∗ − WSRI,∗ − WUSR,∗ − WSRII,∗

−WCWC,∗ − WBWB,∗ − WSRIWSRI,∗ − WUSRWUSR,∗ − WSRIIWSRII,∗

−WBWC,∗ − WSRIWC,∗ − WUSRWC,∗ − WSRIIWC,∗

−WCWB,∗ − WSRIWB,∗ − WUSRWB,∗ − WSRIIWB,∗

−WCWSRI,∗ − WBWSRI,∗ − WUSRWSRI,∗ − WSRIIWSRI,∗

−WCWUSR,∗ − WBWUSR,∗ − WSRIWUSR,∗ − WSRIIWUSR,∗

−WCWSRII,∗ − WBWSRII,∗ − WSRIWSRII,∗ − WUSRWSRII,∗

)
. (365)
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Here it is important to note that for the further simplifications one can write the following expressions, which will
helpful in the present context of the computation:

WC =

[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI

× WC,∗, (366)

WB =

[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI

× WB,∗, (367)

WSRI =

[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI

× WSRI,∗, (368)

WUSR =

[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI

× WUSR,∗, (369)

WSRII =

[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI

× WSRII,∗. (370)

Using this new conversion nomenclature the loop contribution can be further recast in the following simplified form:

XLoop =
8∑

i=1
Yi =

(
Y1 + Y2 + Y3 + Y4 + Y5 + Y6 + Y7 + Y8

)
, (371)

where the quantities Yi∀i = 1, 2, · · · , 8 are defined by the following expressions:

Y1 : =


[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI

− 1

× WC,∗, (372)

Y2 : =


[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI

− 1

× WB,∗, (373)

Y3 : =


[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI

− 1

× WSRI,∗, (374)

Y4 : =


[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI

− 1

× WUSR,∗, (375)

Y5 : =


[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI

− 1

× WUSR,∗, (376)
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Y6 : =


[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI

− 1

× WSRII,∗, (377)

Y7 : = −


[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI

×
(

W2
C,∗ + W2

B,∗ + W2
SRI,∗ + W2

USR,∗ + W2
SRII,∗

)
, (378)

Y8 : = −


[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI


×
(

WB,∗WC,∗ + WSRI,∗WC,∗ + WUSR,∗WC,∗ + WSRII,∗WC,∗

+WC,∗WB,∗ + WSRI,∗WB,∗ + WUSR,∗WB,∗ + WSRII,∗WB,∗

+WC,∗WSRI,∗ + WB,∗WSRI,∗ + WUSR,∗WSRI,∗ + WSRII,∗WSRI,∗

+WC,∗WUSR,∗ + WB,∗WUSR,∗ + WSRI,∗WUSR,∗ + WSRII,∗WUSR,∗

+WC,∗WSRII,∗ + WB,∗WSRII,∗ + WSRI,∗WSRII,∗ + WUSR,∗WSRII,∗

)

= −2 ×


[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI


×
(

WB,∗WC,∗ + WSRI,∗WC,∗ + WUSR,∗WC,∗ + WSRII,∗WC,∗

+WSRI,∗WB,∗ + 2WUSR,∗WB,∗ + WSRII,∗WB,∗

+WUSR,∗WSRI,∗ + WSRII,∗WSRI,∗ + WSRII,∗WUSR,∗

)
. (379)

Here it is important to note that at the SRI phase the power spectrum at any scale k can be written as:

[
∆2

ζ,Tree(k)
]

SRI
=
[
∆2

ζ,Tree(k∗)
]

SRI
×
(

1 +
(

k

ks

)2)
where

[
∆2

ζ,Tree(k∗)
]

SRI
=

 22ν−3H2

8π2M2
plϵcs

∣∣∣∣∣ Γ(ν)
Γ
( 3

2
) ∣∣∣∣∣

2


∗

.(380)

In the super-horizon scale it is expected to have:

[
∆2

ζ,Tree(k)
]

SRI
≈
[
∆2

ζ,Tree(k∗)
]

SRI
=

 22ν−3H2

8π2M2
plϵcs

∣∣∣∣∣ Γ(ν)
Γ
( 3

2
) ∣∣∣∣∣

2


∗

. (381)

As an immediate consequence of this, we have the following facts which appear at the one-loop level:

Y1 ≈ 0, Y2 ≈ 0, Y3 ≈ 0, Y4 ≈ 0, Y5 ≈ 0, Y6 ≈ 0. (382)
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This implies that the one-loop contribution cancels and the loop correction at the minimal level is quantified by the
two-loop amplitudes Y7 and Y8 which further fix the following structure of the loop contribution factor:

XLoop =
(

Y7 + Y8

)

= −


[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI

×
[(

W2
C,∗ + W2

B,∗ + W2
SRI,∗ + W2

USR,∗ + W2
SRII,∗

)

+2
(

WB,∗WC,∗ + WSRI,∗WC,∗ + WUSR,∗WC,∗ + WSRII,∗WC,∗

+WSRI,∗WB,∗ + 2WUSR,∗WB,∗ + WSRII,∗WB,∗

+WUSR,∗WSRI,∗ + WSRII,∗WSRI,∗ + WSRII,∗WUSR,∗

)]
, (383)

In principle, during the computation of the IR counter-term, one can consider higher order terms in the series expansion
of the result, which gives rise to higher even order Feynmann graphs. This is because of the fact that all odd-order
graphs cancel at that order itself in the super-horizon scale constraint which makes them vanish. Consequently, we
have the following result for the renormalized power spectrum for scalar modes:

∆2
ζ,EFT(k) =

[
∆2

ζ,Tree(k∗)
]

SRI
×
(
1 − WC,∗ − WB,∗ − WSRI,∗ − WUSR,∗ − WSRII,∗ − · · ·

)
×
(
1 + WC + WB + WSRI + WUSR + WSRII

)
=
[
∆2

ζ,Tree(k∗)
]

SRI
×

(
1 −


[
∆2

ζ,Tree(k)
]

SRI[
∆2

ζ,Tree(k∗)
]

SRI

×
[(

W2
C,∗ + W2

B,∗ + W2
SRI,∗ + W2

USR,∗ + W2
SRII,∗

)

+2
(

WB,∗WC,∗ + WSRI,∗WC,∗ + WUSR,∗WC,∗ + WSRII,∗WC,∗

+WSRI,∗WB,∗ + 2WUSR,∗WB,∗ + WSRII,∗WB,∗

+WUSR,∗WSRI,∗ + WSRII,∗WSRI,∗ + WSRII,∗WUSR,∗

)]
+ · · ·

)
. (384)

In the diagrammatic representation the above-mentioned statement further can be written as:

∆2
ζ,EFT(k) =

[
∆2

ζ,Tree(k∗)
]

SRI
×
(

1 +
∑

All even graphs G
FG

)
, (385)

where we have: ∑
All even graphs G

FG := F2 + F4 + F6 + · · · (386)

Here the corresponding two-loop and four-loop graphs are given by:

+ + =F2,

(387)

+ + + · · · =F4 . (388)
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After substituting the explicit form of the IR and UV counter-terms within the current context using the renormal-
ization scale, the cosmological flow equations, which are commonly known as the cosmological beta functions are
computed as:

✓ The first flow equation which describes the renormalized version of the spectral tilt for the scalar modes is given
by:[
nζ,EFT(k) − 1

]
= ZIR ×

[
ZUV

([
nζ,Tree(k)

]
SRI

− 1
)

+
(

dZUV

d ln k

)(
ln
[
∆2

ζ,Tree(k)
]

SRI

)]

=
(

1 − αCAC − αBAB − αSRIASRI − αUSRAUSR − αSRIIASRII

)
×

(
αCAC + αBAB + αSRIASRI + αUSRAUSR + αSRIIASRII

)

×

[[
∆2

ζ,Tree(k)
]2

SRI
+ 2 ln

[
∆2

ζ,Tree(k)
]

SRI

]
×
([

nζ,Tree(k)
]

SRI
− 1
)

, (389)

where the symbols αC, αB, αSRI, αUSR, αSRII, and AC, AB, ASRI, AUSR and , ASRII are defined by the
following expressions:

αC = 4
3

(
1 + 2

15π2
1

c2
sk2

c

(
−
(

1 − 1
c2

s

)
ϵc + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
×
(

ϵ∗

ϵc

)
, (390)

αB = 4
3

(
1 + 2

15π2
1

c2
sk2

b

(
−
(

1 − 1
c2

s

)
ϵb + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
×
(

ϵ∗

ϵb

)
, (391)

αSRI = 4
3

(
1 + 2

15π2
1

c2
sk2

∗

(
−
(

1 − 1
c2

s

)
ϵ∗ + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
, (392)

αUSR = 1
4

[(
∆η(τe)

c̃4
s

)2(
ke

ks

)6
−
(

∆η(τs)
c̃4

s

)2 ]
, (393)

αSRII =
(

1 + 2
15π2

1
c2

sk2
∗

(
−
(

1 − 1
c2

s

)
ϵ∗ + 6 M̄3

1
HM2

pl

− 4
3

M4
3

H2M2
pl

))
= 3

4αSRI, (394)

and

AC =
[

1
δC

{(
kb

k∗

)δC

−
(

kc

k∗

)δC }
+ 1

(δC + 2)

{(
kb

k∗

)δC+2
−
(

kc

k∗

)δC+2}]
=
[

1
δC

{
exp(−δC∆NB) − exp(−δC(∆NB + ∆NB))

}

+ 1
δC + 2

{
exp(−(δC + 2)∆NB) − exp(−(δC + 2)(∆NB + ∆NB))

}]
, (395)

AB = 1
(δB + 2) ×

[
2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)

−
(

kb

k∗

)δB+2

2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −

(
kb

k∗

)2
)]

= 1
(δB + 2)

[
2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; −1

)
− exp(−(δB + 2)∆NB) 2F1

(
δB + 2

2 ,
1

ϵb − 1 − 1; δB + 4
2 ; − exp(−2∆NB)

)]
, (396)

ASRI = ln
(

ks

k∗

)
= Ns − N∗ = ∆NSRI, (397)
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AUSR = − ln
(

ke

ks

)
= −(Ne − Ns) = −∆NUSR, (398)

ASRII = − ln
(

kend

ke

)
= −(Nend − Ne) = −∆NSRII. (399)

✓ The second flow equation which describes the renormalized version of the running of the spectral tilt for the
scalar modes is given by:

[
αζ,EFT(k)

]
= ZIR ×

[
ZUV

([
αζ,Tree(k)

]
SRI

)
+ 2
(

dZUV

d ln k

)([
nζ,Tree(k)

]
SRI

− 1
)

+
(

d2ZUV

d ln k2

)(
ln
[
∆2

ζ,Tree(k)
]

SRI

)]
,

=
(

1 − αCAC − αBAB − αSRIASRI − αUSRAUSR − αSRIIASRII

)
×

(
αCAC + αBAB + αSRIASRI + αUSRAUSR + αSRIIASRII

)

×

{[[
∆2

ζ,Tree(k)
]2

SRI
+ 2 ln

[
∆2

ζ,Tree(k)
]

SRI

]
×
[
αζ,Tree(k)

]
SRI

+6
([

nζ,Tree(k)
]

SRI
− 1
)2
}

. (400)

✓ The third flow equation which describes the renormalized version of the running of the running of spectral tilt
for the scalar modes is given by:

[
βζ,EFT(k)

]
= ZIR ×

[
ZUV

([
βζ,Tree(k)

]
SRI

)
+ 2
(

dZUV

d ln k

)([
αζ,Tree(k)

]
SRI

)

+3
(

d2ZUV

d ln k2

)([
nζ,Tree(k)

]
SRI

− 1
)

+
(

d3ZUV

d ln k3

)(
ln
[
∆2

ζ,Tree(k)
]

SRI

)]
,

=
(

1 − αCAC − αBAB − αSRIASRI − αUSRAUSR − αSRIIASRII

)
×

(
αCAC + αBAB + αSRIASRI + αUSRAUSR + αSRIIASRII

)

×

{[[
∆2

ζ,Tree(k)
]2

SRI
+ 2 ln

[
∆2

ζ,Tree(k)
]

SRI

]
×
[
βζ,Tree(k)

]
SRI

+16
([

nζ,Tree(k)
]

SRI
− 1
)

×
[
αζ,Tree(k)

]
SRI

}
. (401)

XI. Resummation in loop corrected scalar power spectrum

Let us state up front that the prime component of the one-loop correction, denoted as:∑
All even graphs G

FG = F2 + F4 + F6 + · · · = XLoop, (402)

is not the basis for the computation that is being done in this section. The overall size of this component must be kept
inside the perturbative limit in order to execute the resummation and ultimately obtain a finite result considering the
contributions up to all even loop order. For our computational purposes, this strategy works well, as we quote the
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output in such a way. Here, our main goal is to introduce the Dynamical Renormalization Group (DRG) technique
[302–312], which allows us to resum across all of the logarithmically divergent contributions in the current calculation.
More specifically, this resummed conclusion holds true for perturbative computations in all loop orders where the
quantum effects can be accurately captured. Nevertheless, this is only possible if the resummed infinite series satisfies
the tight convergence requirements at super-horizon and horizon-crossing values. The aforementioned components
in the convergent series are all results of the hypothesis of cosmic perturbation of scalar modes in all possible loop
orders. The DRG process is commonly understood as the inherent mechanism that permits the justification of secular
momentum-dependent contributions to the convergent infinite series at horizon crossing and super-horizon scales. This
process is utilized in the context of primordial EFT-driven cosmological setup. Upon completing the resummation
process, this approach enables one to accurately determine the behavior at the horizon crossing and super-horizon
scales, rather than obtaining the whole behavior from the series expansion term by term. At first, momentum-
dependent contributions to the equations for scale-dependent running couplings of the underlying theory in terms
of beta functions were introduced using the notion of the Renomrmalization Group (RG) resummation approach.
The improved upon RG resummation method is known as the DRG resummation methodology. This finding is
applicable in the minuscule coupling domain where perturbative approximations hold precisely within the underlying
EFT framework of the set-up and in a specific observationally feasible larger interval of running of momentum scales.
Rather than examining the running couplings behavior in relation to the underlying scale, we examine the features
and shape of the primordial power spectrum in the context of Cosmological DGR resummation at the late time scale.
These features are defined by the spectral tilt, running, and running of the running of the spectral tilt in relation to the
momentum scale. The presence of these cosmic beta functions, which are all distinctive physical variables, validates
the small deviation of the primordial power spectrum from its precise scale invariant feature. DRG resummation is
frequently referred to as the resummation under the impact of exponentiation in the related context of computation
and discussion. Finally, the resummed form of the scalar modes power spectrum is described by the following relations:

∆2
ζ,EFT(k) ≈

[
∆2

ζ,Tree(k)
]

SRI
×

( ∞∑
n=0

Xn

Loop
n!

)
×
{

1 + O
([

∆2
ζ,Tree(k∗)

]2

SRI

)}
,

=
[
∆2

ζ,Tree(k)
]

SRI
exp

(
XLoop

)
×
{

1 + O
([

∆2
ζ,Tree(k∗)

]2

SRI

)}
,

=
[
∆2

ζ,Tree(k)
]

SRI
exp

( ∑
All even graphs G

FG

)
×
{

1 + O
([

∆2
ζ,Tree(k∗)

]2

SRI

)}
,

=
[
∆2

ζ,Tree(k)
]

SRI

× exp


+ + + + + + ...


×
{

1 + O
([

∆2
ζ,Tree(k∗)

]2

SRI

)}
, (403)

In this case, the result in the DRG resummed version is valid for all orders of the function XLoop. It should be
emphasized that |XLoop| ≪ 1 is strictly required by the convergence criteria and is fully met in the present discussion.
The most important result of the DRG resummed version of the one-loop corrected primordial scalar power spectrum
is that, in contrast to the renormalized one-loop power spectrum derived in the preceding section, it yields a controlled
version of the two-point amplitude after summing over all even loop graphs where the behaviour of the logarithmic
divergences are softened enough and that makes the computation trustable. It is crucial to note that, in the current
context, chain diagrams that continuously add cubic self-energy are the source of the leading order logarithmically
divergent contributions, even though the explicit details of the Feynman diagrams and the subgraphs are not required
to perform the DRG resummation method. The dominance of all chain diagrams over other potential diagrams in
the computation is not necessary for the application of the DRG resummation, but it will undoubtedly add to the
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leading contributions from these logarithmic-dependant components. The higher-order convergent components in the
infinite series in the aforementioned result precisely replicate the function of upper-loop contributions in the situation
under consideration. It is truly remarkable that one can study the behaviour of each correction term in all-loop order
without explicitly calculating higher-loop corrections to the primordial power spectrum for the scalar modes. This
means that we can study the non-perturbative but convergent behaviour of the spectrum as the sum over all-loop
contribution becomes finite and can be expressed in terms of an exponential function in this particular context. To get
a more realistic outcome by substituting the individual contributions from contracting, bouncing, SRI, USR, and SRII
phases in the loop-dominated graphs we get the following simplified result for the regularized-renormalized-resummed
(RRR) version of the primordial power spectrum for the scalar modes in the present context of the computation:

∆2
ζ,EFT(k) ≈

[
∆2

ζ,Tree(k)
]

SRI
× exp

[
α2

CA2
C(kc, kb)

]
︸ ︷︷ ︸

Contraction phase

× exp
[
α2

BA2
B(kb, k∗)

]
︸ ︷︷ ︸

Bouncing phase

×
(

ks

k∗

)2.3α2
SRI

︸ ︷︷ ︸
SRI phase

×
(

ke

ks

)−2.3α2
USR

︸ ︷︷ ︸
USR phase

×
(

kend

ke

)−2.3α2
SRII

︸ ︷︷ ︸
SRII phase

×
{

1 + O
([

∆2
ζ,Tree(k∗)

]2

SRI︸ ︷︷ ︸
Correction term

)}
.(404)

In terms of the number of e-foldings, the above expression can be adjusted in the following form:

∆2
ζ,EFT(N) ≈

[
∆2

ζ,Tree(N)
]

SRI
× exp

[
α2

CA2
C(∆NC)

]
︸ ︷︷ ︸

Contraction phase

× exp
[
α2

BA2
B(∆NB)

]
︸ ︷︷ ︸

Bouncing phase

× exp
(
2.3∆NSRIα

2
SRI
)︸ ︷︷ ︸

SRI phase

× exp
(
−2.3∆NUSRα2

USR
)︸ ︷︷ ︸

USR phase

× exp
(
−2.3∆NSRIIα

2
SRII

)︸ ︷︷ ︸
SRII phase

×
{

1 + O
([

∆2
ζ,TreeN∗)

]2

SRI︸ ︷︷ ︸
Correction term

)}
. (405)

The temporal dependency of the cosmological n-point correlation functions may be effectively ascertained by using the
separate universe technique, often known as the δN formalism to perturbation theory [147, 255, 264, 268, 273, 288, 307–
328]. Our observables are these correlations, which are assessed later in time. In order to precisely calculate these
observables, one needs a set of beginning circumstances that need understanding the sub-horizon quantum fluctuations,
which cross the horizon and eventually become classical. The distinct universe technique is limited to vast sizes,
making it challenging to collect this information. It is highlighted that such correlators can be defined in terms
of their value at an earlier horizon-crossing time and entail specified coefficients along with it. This technique is
applicable to the cosmological correlators assessed at late times, csk/aH ≪ 1. As demonstrated subsequently in [310],
the coefficients in question provide information on the late-time divergent IR adjustments to the required correlators
at the lowest order. Using the framework of quantum field theory, namely the Callan-Symanzik equations, is the most
reliable method to calculate the dynamics of such coefficients. It is important to note that the coefficients that were
previously described and carried the IR divergences are expressed as form factors that may be found in calculations
using quantum chromodynamics [310]. In order to provide a finite result and account for the infinite divergent
contributions from the late time restriction in the correlators, resummation is thus required. The effects from large
scales inside the aforesaid coefficients may be packaged using the renormalization group equations (RGE), and the
initial conditions to solve such equations are created at horizon-crossing time by the same correlators. In the end, using
just quantum field theoretic techniques, the dynamical renormalization group (DRG) analysis results in an all-order
reconstruction of the correlation functions, which were previously necessary from the separate universe approach.
We are able to refocus our attention on the cosmological beta functions, which are the real physical quantities—the
spectral tilt, running, and running of the running of the running of spectral tilt with the momentum scales—after
power-spectrum renormalization, freeing them from the one-loop IR divergences at pivot scale. According to our
findings, this equivalency leads to an enhancement in the trustworthiness of the δN method in the superhorizon scales
when the results produced from DRG resummation match the observational data. A comparable approach to the
logarithmic IR divergences covered in the previous paragraph is demonstrated by Eqn.(403) and Eqn.(404). Prior
to engaging in the final exponentiated form, each term in the series expansion represents the contribution from all
even-order loop correction terms. The terms that represent the contributions from each even-order loop correction
term are as follows: XLoop ∼ F2, which resembles a two-loop contribution; X2

Loop ∼ F4, which represents a four-
loop contribution; and so forth. This behavior demonstrates how the knowledge of the lowest-order terms in the
perturbative expansion provided by the DRG resummation enables an all-order reconstruction of the correlations.
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Further using the resummed spectra one can compute the cosmological beta functions which are given by the
following expressions:

✓ The first flow equation which describes the resummed version of the spectral tilt for the scalar modes is given
by: [

nζ,EFT(k) − 1
]

=
([

nζ,Tree(k)
]

SRI
− 1
)

+
(

dXLoop
d ln k

)
,

=
([

nζ,Tree(k)
]

SRI
− 1
)

+ d

d ln k

( ∑
All even graphs G

FG

)
,

=
(

1 − αCAC − αBAB − αSRIASRI − αUSRAUSR − αSRIIASRII

)
×

(
αCAC + αBAB + αSRIASRI + αUSRAUSR + αSRIIASRII

)

×
([

nζ,Tree(k)
]

SRI
− 1
)
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✓ The second flow equation which describes the resummed version of the running of the spectral tilt for the scalar
modes is given by:[

αζ,EFT(k)
]

=
[
αζ,Tree(k)

]
SRI

+
(

d2XLoop
d ln k2

)
,

=
[
αζ,Tree(k)

]
SRI

+ d2

d ln k2

( ∑
All even graphs G

FG

)
,

=
(

1 − αCAC − αBAB − αSRIASRI − αUSRAUSR − αSRIIASRII

)
×

(
αCAC + αBAB + αSRIASRI + αUSRAUSR + αSRIIASRII

)
×
[
αζ,Tree(k)

]
SRI
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✓ The third flow equation which describes the resummed version of the running of the running of spectral tilt for
the scalar modes is given by:[

βζ,EFT(k)
]

=
[
βζ,Tree(k)

]
SRI

+
(

d3XLoop
d ln k3

)
,

=
[
βζ,Tree(k)

]
SRI

+ d3

d ln k3

( ∑
All even graphs G

FG

)
,

=
(

1 − αCAC − αBAB − αSRIASRI − αUSRAUSR − αSRIIASRII

)
×

(
αCAC + αBAB + αSRIASRI + αUSRAUSR + αSRIIASRII

)
×
[
βζ,Tree(k)

]
SRI

. (408)

XII. Comment on the scheme dependence of the renormalization and trustworthiness

It is crucial to note, in keeping with the discussion from earlier portions of this work, that we have discovered
that the renormalization scheme that is being considered affects the explicit mathematical form of the counter term.
It is clearly demonstrated by us that the final determined form of the counter terms differs in the late-time and
adiabatic/wavefunction renormalization techniques. It was discovered, nevertheless, that the final computed results for
the one-loop momentum integrals, at least for the two renormalization schemes mentioned, exhibit exact equivalency.
In both cases, quadratic UV or other similar types of power law divergence can be entirely eliminated, and the
result is dependent on a coarse-grained smooth version of logarithmic IR divergence. After performing late-time or
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adiabatic/wave function renormalization, that is, after the UV divergent quadratic detrimental contribution has been
completely eliminated, we must execute the power spectrum renormalization strategy to further smooth out this IR
dependency. Our final conclusion is entirely predicated on the particular renormalization strategies used in this linked
debate. In addition to the previously listed schemes, which are:

✓ the Late-time (LT) scheme [113],

✓ the Adiabatic-Wave function (AWF) scheme [112], and

✓ the Power Spectrum (PS) scheme [112, 113],

there are a number of other effective renormalization schemes that can be found in the literature on the quantum
field theory of curved space-time:

☞ The schemes for minimal subtraction (MS) and modified minimal subtraction (MS) are presented in [329–331]
and [329–331],

☞ The on-shell approach [332],

☞ Bogoliubov-Parasiuk-Hepp-Zimmermann (BPHZ) scheme [333–337],

☞ Bogoliubov-Parasiuk-Hepp-Zimmermann-Lowenstein (BPHZL) scheme [338, 339],

☞ Dimensional Renormalization (DR) scheme [340–342],

☞ Algebraic Renormalization (AR) scheme [343–347], and many more are included in the list.

The analysis for the possibilities indicated in the above-mentioned cases has not been completed yet, and the validity,
application, and accuracy of the result reached in this study regarding the proof of a strict no-go theorem on the PBH
mass have not been cross-checked. Doing this kind of study in the near future might be intriguing. Therefore, at
this point, we can say that, at least in the case of the first three schemes mentioned, one can eliminate the quadratic
or similar types of UV divergence, smoothen the logarithmic IR divergence, and ultimately provide a justification to
evade the no-go theorem on PBH mass by placing a constraint on the span of USR phase along with the insertion of
contracting, bouncing, SRI and SRII phases in order to preserve the perturbative approximations within the currently
examined framework. As a result, we, therefore, disclaim any further strong claims about the validity and application
of the suggested evading the previously proposed no-go theorem on the PBH mass, as these can only be established
following analysis for every class of the aforementioned renormalization schemes. Last but not least, before we wrap up
the following part, there is one more significant issue that we must specifically address. Using the DRG resummation
approach, we have supplied the resummed version of the one-loop adjusted power spectrum in our study. With this
enhanced version of the popular RG resummation method, one can construct a finite and controllable amplitude of the
scalar power spectrum, perfectly consistent with cosmological beta functions and the associated slow-roll hierarchy
at the CMB pivot scale of the computation, by summing over every secular contribution possible, i.e., using the
repetitive structure in the higher order loop diagrams. Consequently, the PBH creation phenomena derived from
the DRG resummed spectrum are in full agreement with the Renormalization Group (RG) flow. This is taken into
account by the evading of the suggested no-go theorem when determining the formation of PBH mass within the
current context. It would be great to include the above-described schemes of renormalization followed by DRG
resummation to make further strong remarks concerning the generation of PBHs connected to the current one-loop
correction. We are intending to work on these schemes in great detail in the near future.

XIII. Numerical outcomes III: Studying the constraints on PBH mass

In this section, we study the impact of the primordial scalar power spectrum on generating PBHs with masses that
remain of significant interest from a cosmological perspective. We will incorporate the analytical results developed
in the previous sections for both the tree-level and the regularized-renormalized-resummed power spectrum and start
by demonstrating the differences we observe coming from both types of power spectrum across the five consecutive
phases in our setup.
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FIG. 9. Plots of tree-level scalar power spectrum as a function of the e-foldings N. In the left we observe the matter contraction
(MCP) and bounce (MBP) phases where the slow-roll parameter ϵ = 3/2 is fixed. In the right we observe the ekpyrotic
contraction (ECP) and bounce (EBP) phases where the slow-roll parameter ϵ = 7/2 is fixed. The stages after the bouncing
phase remain the same in their behaviour with N. The red and blue lines correspond to the effective sound speed values
cs = 1, 0.88, respectively.

A. Constraints from tree-level power spectrum

We begin with analyzing the tree-level scalar power spectrum from our setup. In fig.(9(a),9(b)), this behaviour is
shown as a function of the number of e-foldings (N). The first thing we notice is that for the phases before the slow-roll
conditions, the contraction, and the bounce, the e-foldings are written with a negative signature. During these two
phases, the strength of the tree-level power spectrum is extremely sub-dominant relative to its standard result for the
SRI amplitude ∼ 2.2 × 10−9. In the case of the matter-type contraction and bounce scenarios, the amplitude falls
drastically with an increase in the duration of both phases. We have shown the contracting phase with a considerable
duration of O(20) and the bouncing phase with its e-foldings O(10). For the same interval length, the tree-level power
spectrum on the right with the ekpyrotic contraction and bounce phases show significant enhancements relative to
the corresponding matter scenarios on the left. However, the overall strength remains sub-dominant, and both power
spectra ultimately join at N = 0 with the amplitude observable from SRI.

The SRI amplitude stays constant throughout until we encounter a sharp transition at the instant of N ∼ O(16)
from where the USR commences. This USR phase lasts for the shortest duration of e-folds ∼ O(2) and here, the
tree-level power spectrum observes the most significant enhancement in its amplitude, leading to values of O(10−2).
The position of the USR phase sets the conditions on the mass of PBH produced, and such magnitudes of amplitude
are necessary to generate large enough fluctuations that facilitate PBH formation after Horizon re-entry. Following
the exit from the USR via another sharp transition and into the SRII phase, the scalar power spectrum drops in
amplitude O(10−5) and continues till we reach the end of inflation.

The figures also highlight the role of the effective sound speed in changing the total amplitude. The particular
choice of the sound speed values will be made clear in the next subsection where we discuss the one-loop level results
of the scalar power spectrum. With the value of cs = 1 we observe from the spectrum in red the maximum amplitude
of order O(10−2) from the USR while with cs = 0.88 value the spectrum in blue shows a magnitude of order O(10−3)
in the USR. The impact of cs is much suppressed in the SRII phase as can be seen and no noticeable changes are
brought to the SRI phase and the bounce and contraction phases preceding before owning to their highly suppressed
amplitudes.
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FIG. 10. Plots of regularized-renormalized-resummed scalar power spectrum as a function of the e-foldings N. The left power
spectrum contains the matter contraction (MCP) and bounce (MBP) phases with the slow-roll parameter ϵ = 3/2 fixed. The
right power spectrum contains the ekpyrotic contraction (ECP) and bounce (EBP) phases with the slow-roll parameter ϵ = 7/2
fixed. The stages after the bouncing phase remain the same in their behaviour with N. The red and blue lines correspond to
the effective sound speed values cs = 1, 0.88, respectively.

B. Constraints from regularized-renormalized-resummed power spectrum

Here, we discuss the nature of the scalar power spectrum that results from the analytic treatment developed
thoroughly in sections IX,X, and XI. Fig. (10(a),10(b)) depicts the final version of the regularized-renormalized-
resummed scalar power spectrum. The left figure considers the matter-type contraction and bounce scenarios, and
the figure on the right focuses on the ekpyrotic-type contraction and bounce. The most important feature to focus
on is the exponential increase in the amplitude after the beginning of the USR phase, where the amplitude reaches
its value of order O(10−2) and after which the power spectrum drops, a sudden exponential decrease in its amplitude
at around N ∼ 26 marking the end of inflation. The total duration of the five consecutive phases sums up to give
∆NTotal = ∆NC +∆NB +∆NSRI +∆NUSR +∆NSRII = 61. Both the figures show similar behaviour with the e-foldings
number N and reason for that is the suppressed contributions from the one-loop results in all the phases and inclusion
of the tree-level results for bounce and contraction does not make any difference due to them being also extremely
small as shown before.

The red and dashed blue curves highlight the spectra for the values of cs = 1, 0.88, respectively. An immediate
change of lowering cs is found to lower the peak amplitude of both spectra to the amplitude 10−3 with the gray
color in between highlights the allowed region of interest. Below this amplitude, the conditions to form PBH reduce
significantly and thus are of no interest to us here. This particular response to the choice of having cs ⩽ 1 suggests
that the setup preserves the causality and unitarity conditions overall and as going above cs > 1 would mean raising
amplitude to higher than O(10−1) thus putting perturbativity arguments in danger. We also point our that one can
notice similar features in the regularized-renormalized-resummed power spectrum by extending the moment of sharp
transition into the USR to a higher value of e-folding and still observe the power spectrum to fall in the upcoming
SRII phase in the same amount of duration. By changing the transition point one can address the cases of PBHs in a
variety of mass ranging from the high solar mass, O(M⊙), to the extremely low, O(102gm), sub-solar mass scales. In
the upcoming sections we will utilise the knowledge gained from studying the tree-level and one-loop corrected and
resummed scalar power spectrum to understand their impact on PBH formation across the above mentioned ranges
of mass scales.
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XIV. Numerical outcomes IV: Studying the cosmological flow equations and corresponding beta functions

In this section we understand the behaviour of the three different cosmological flow equations as a function of the
e-foldings.
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FIG. 11. Behaviour of the renormalized versions of the cosmological flow equations as a function of the e-folds N. The top-
row depicts the first and second flow equations and the bottom row the third flow equation. The solid blue curve shows the
behaviour for each parameter and the different phases are distinguished by shaded regions. Here CP stands for contracting
phase and BP stands for the bouncing phase.

We want to stress the importance of the analysis conducted in this section. The cosmological beta functions are a
consequence of maintaining a slow-roll hierarchy in our theory, and without solving the Callan-Symanzik equation, we
can capture crucial information about the variation of the underlying couplings of the theory with energy from these
flow equations. In a cosmological study, it is impossible to extract information regarding the couplings directly from
some observations, in contrast to the studies conducted in high-energy physics, where one can measure the strength of
the couplings from experiments. The above cosmological flow equations thus help perform a similar task as observed
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FIG. 12. Behaviour of the resummed versions of the cosmological flow equations as a function of the e-folds N. The top-row
depicts the first and second flow equations and the bottom row the third flow equation. The solid blue curve shows the
behaviour for each parameter and the different phases are distinguished by shaded regions. Here CP stands for contracting
phase and BP stands for bouncing phase.

in high-energy physics but in a different language. These equations capture all the effects of the actual couplings
underlying our theory, which can later be used to extract knowledge about physics at the relevant scales instead of
trying to go for their direct measurements. In the present context, a qualitative analysis of the flow equations in the
presence of quantum loop corrections, followed by the regularization-renormalization-resummation (RRR) procedure,
is being done for the first time. Here, we show explicitly how these beta functions behave with their dependence on
the scales in each phase after subjecting them to the RRR procedure, such that the boundary conditions for each
function are satisfied at the pivot scale that matches with the observational values.

The above fig.11 depicts the behaviour of the three cosmological flow equations introduced earlier in equa-
tions.(389,400,401). Starting with the top-left fig.11(a), we observe that during the contracting and bouncing
phases, the renormalized version of the spectral tilt, nζ,EFT, is almost close to, but slightly larger, than one. It is not
less than one before it crosses into the SRI phase at N = 0. During the complete duration of SRI, the value does not
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deviate from its corresponding pivot scale normalization value [348], ns,∗ ∼ 0.9587. After exiting from the SRI into
the USR, the quantity falls quickly and continues similarly into the SRII till the end of inflation at N ∼ 25, where it
reaches close to ∼ 0.105.

Next, we consider the renormalized version of the second flow equation in fig.11(b). This quantity represents
the derivative of the spectral tilt with respect to the logarithm, ln k. We notice that starting from the contracting
phase and moving into the bounce, the quantity αζ,EFT, increases monotonically from extremely small values till it
encounters the beginning of SRI. Inside the duration of SRI, the value stays at its pivot scale normalization result
[348], αs,∗ ∼ 0.013. The values fall as we continue from the USR, showing a negative slope feature. We can see that
each phase, except for the SRI, has prominent scale-dependent features.

Lastly, we look into the renormalized version of the third flow equation in fig.11(c). In the contracting and bouncing
phases, the quantity starts with an extremely small value but keeps rising till its nature becomes noticeable as the
bounce phase ends. After entering the SRI phase, its value equals the normalized estimate at the pivot scale [348],
βs,∗ ∼ 0.022. Then, as soon as we cross into the USR phase, the quantity βζ,EFT drops rapidly to become negative,
stopping close to ∼ −0.27 and from there it starts rising while still in the USR and end into the SRII as an extremely
small but negative value still.

The results for the resummed versions of the cosmological flow equations are displayed in fig.12. These quantities
were introduced before in the equations.(406,407,408). In fig.12(a), we show how the resummed version of the spectral
tilt, nζ,EFT changes with the e-folds. Similar to the renormalized version, this quantity is close to one in the contracting
and bouncing phases. As we transition into the SRI phase and continue forward, the value remains close to the pivot
scale renormalized value of ns,∗ ∼ 0.9587. This is in contrast to the renormalized version behaviour after the USR
phase.

In fig.12(b), we have shown the resummed version of the second flow equation, αζ,EFT. The behaviour shown is
almost similar to the renormalized version except that towards the end of inflation the renormalized version of this
equation falls relatively faster, than its resummed version. In the contracting and bouncing phase it rises in the same
monotonic manner till it reaches the pivot scale normalization value in the SRI, αs,∗ ∼ 0.013, where it stays the same.

Finally, in fig.12(c), we have shown the resummed version of the third flow equation, βζ,EFT. The contracting and
bouncing phase features are the same as in the renormalized version, with its value being close to zero but positive.
During the SRI, the quantity stays at the pivot scale normalized result, βs,∗ ∼ 0.022, till it drops rapidly but this
time falls to a maximum negative value of ∼ −0.46. After this, it rises when in the USR and joins with the SRII
while still being negative but close to zero till the end of inflation.

XV. PBH formation from EFT of bounce

We outline here the production details of PBHs in context of the EFT of bounce and discuss the necessary variables
required in the study of PBHs which make up for being possible dark matter candidates.

A. Mechanism behind PBH formation

The formation of PBHs is closely associated with study of large enhancements in the primordial density pertur-
bations. The inclusion of a USR phase in our setup is one example of a means to give the necessary large amount
of excitement to the perturbations in the early universe. Upon their re-entry into the horizon, these large curvature
perturbations suffer gravitational instability leading to their collapse and formation of PBH after exceeding certain
conditions on their threshold of formation. We plan to carry out our present analysis based on the Press-Schechter
formalism (threshold statistics) for the PBH formation.

We highlight the relation between properties of the curvature perturbation and the notion of PBH formation
mentioned before through use of the following linear relation between these two in the Fourier space:

δk ≃ −4
9

(
k

aH

)2
ζk, (409)

which also translates in to the scalar power spectrum definition that will be important to characterise the other
necessary variable related to PBH formation. In this linear regime approximation, the PBH formation threshold is
investigated rigorously and gives the interval of 2/5 ⩽ δth ⩽ 2/3 [349] which the most favorable under such conditions.

Before moving to the statistical features of the PBH collapse, we mention the useful relation for relating the masses
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of PBHs with the scale of sharp transition into the USR (ks) from where the large fluctuations are generated:

MPBH

M⊙
= 1.13 × 1015

(
γ

0.2

)(
g∗

106.75

)−1/6(
k∗

ks

)2
, (410)

here γ ∼ 0.2 is the critical collapse factor, g∗ = 106.75 is the total number of standard model relativistic degrees of
freedom, and k∗ is the standard pivot scale.

B. Mass fraction of produced PBHs

The consequence of relation in equation(409) can be found when estimating the variance of the density perturbation
distribution that is given by:

σ2 = 16
81

∫
d ln k (kR)4 W 2(kR) ∆2

ζ,EFT(k), (411)

where R = 1/(csks) is the scale associated with the size of horizon collapsing to form PBHs and ks is the transition
scale related to the PBH mass from equation(410). The function W (kR) here acts as a smoothing function for the
large perturbations and we choose it to be of the Gaussian form, exp (−k2R2/4). The variance is a quantity highly
sensitive to the amplitude of the power spectrum and using this one can determine the mass fraction of PBHs.

In the current use of threshold statistics, the mass fraction at PBH formation for small variances (σ ≪ δth) reads
as follows:

β(MPBH) ≃ γ × σ√
2πδth

exp
(

−δ2
th

2σ2

)
, (412)

where the mass dependence comes from the variance that implicitly depends on MPBH through the scale ks.

C. Calculation of PBH abundance

With the knowledge of the mass fraction β one can determine the abundance of PBH, or the present-day fraction
of dark matter (DM) contained in form of PBH through use of the formula:

fPBH = 1.68 × 108
(

γ

0.2

)1/2(
g∗

106.75

)−1/4(
MPBH

M⊙

)−1/2
× β(MPBH) (413)

where the fraction approaches fPBH → 1 in the case where the total DM is made up of PBHs. In the case we observe
the fraction to go fPBH ⩾ 1, it signals the overproduction of PBHs and one should watch out for conditions that
result in such estimates.

In the next section we consider the numerical results on the PBH abundance obtained from our use of the equa-
tions(411,412,413) and definitions of the tree-level scalar power spectrum and the regularized-renormalized-resummed
power spectrum.

XVI. Numerical outcomes V: Constraints from PBH formation

This section focuses on the numerical outcomes concerning PBH formation, and for this, we use the help of the
standard PBH formation mechanism and the statistical variables involved in this process. We later confront the values
with recent observational constraints coming out of detailed microlensing experiments data analysis. As stated at the
end of the previous section, we will use the different forms of the scalar power spectrum to visualize and compare
their impact on the abundance of PBH.

From the two figures 13,14, we can observe the variation of abundance of PBH as a function of their masses present
in the low and the high mass ranges. We also consider the impact that a different value of cs brings in the fraction of
PBHs formed. Here, we start with results from using the tree-level scalar power spectrum and then move on to using
the regularized-renormalized-resummed scalar power spectrum.

In fig.(13), we highlight this behaviour considering different cs and ks values. From the top row, figs.(13(a),13(b)),
we observe the abundance values decrease quickly to fPBH ≲ 10−4 as the mass increases in presence of cs = 1. We
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FIG. 13. Plots showing the fraction of PBH energy density, fPBH as a function of their masses in solar mass units, MPBH/M⊙
calculated using the tree-level scalar power spectrum. The top row focuses on the high (top-left) and low (top-right) mass
limits when we fix cs = 1. The bottom row focuses on the high (bottom-left) and low (bottom-right) mass limits when
we fix cs = 0.88. The different colours, red, blue, and green, denote the various choices of the transition wavenumber ks.
For MPBH ∼ O(10−6 − 1)M⊙, we include constraints coming from various microlensing experiments: cyan-coloured region
highlighting the recently obtained 95% upper limits on PBH abundance with the dashed black boundary marking strict limits
on fPBH [350] and also includes limits from other dark matter surveys: EROS (magenta) [351] and OGLE-III (gray) [352].

see that the relationship of the fraction fPBH with the mass MPBH in both the high and small mass limits falls off to
become negligible in a short interval where the different masses are considered on basis of the choice for the transition
wavenumber ks. The range of interest significantly decreases when we aim for the sub-solar mass values on the right.
The tree-level power spectrum allows for higher abundance for fairly large mass PBHs and we will see this fact change
in the fig.(14). When we start to consider the lower value of cs = 0.88, see figs.(13(c),13(d)), it gives large abundance
estimates when looking into the PBH masses lower relative to the cs = 1 case. The impact of variable cs is less visible
when we are concerned with the sub-solar masses on the right. Another effect of changing cs is seen with the possible
mass values allowed till abundance becomes negligible. In the case of lower cs, the masses allowed are smaller than
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FIG. 14. Plots show the fraction of PBH energy density, fPBH, as a function of their masses in solar mass units, MPBH/M⊙
calculated using the regularized-renormalized-resummed scalar power spectrum. The top row focuses on the high (top-left) and
low (top-right) mass limits when we fix cs = 1. The bottom row focuses on the high (bottom-left) and low (bottom-right) mass
limits when we fix cs = 0.88. The different colours red, blue, and green, denote the various choices of the transition wavenumber
ks. For MPBH ∼ O(10−6 − 1)M⊙, we include constraints coming from various microlensing experiments: cyan-coloured region
highlighting the recently obtained 95% upper limits on PBH abundance with the dashed black boundary marking strict limits
on fPBH [350] and also includes limits from other dark matter surveys: EROS (magenta) [351] and OGLE-III (gray) [352].

cs = 1, but the range of non-negligible abundance values is spread out larger than cs = 1.
We now compare the above scenarios with the PBH abundance estimated using the regularized-renormalized-

resummed scalar power spectrum. From the case of cs = 1 in the top row, we again observe relationship of the
fraction fPBH with the mass MPBH in both the high (near solar 14(a)) and small (sub-solar 14(b)) mass limits falling
to become negligible in a short interval. The low-mass PBHs fall rapidly in mass ranges showing any significant
abundance. In the case of the large mass PBHs, we consider up to MPBH ∼ O(10−6 − 10−2) where in a small gap
of the mass values, the abundance falls quickly to become fPBH ≲ 10−4. An important distinction to note when
comparing with the similar scenario of cs = 1 in fig.(13) is that the tree-level power spectrum only allowed for higher
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abundance for PBH masses larger relative to the ones allowed with the regularized-renormalized-resummed scalar
power spectrum. The pattern persists when we study the cs = 0.88 case in the bottom row with figs.13(c),13(d).

In contrast, when using the other value of cs = 0.88, the abundance fPBH falls again in a short interval of PBH
masses but for the case of high PBH mass, fig.14(c), the values shown are smaller compared to the previous case of
cs = 1. Since the peak amplitude of the scalar power spectrum for cs = 0.88 is smaller by an order of magnitude with
value 10−3, we can see why we get greater abundance estimates for the similar transition wavenumber with masses
slightly smaller than when cs was unity with power spectrum amplitude 10−2. The situation for the sub-solar masses
when cs = 0.88, fig.14(d), is almost the same as for cs = 1. So changing cs does not affect much the abundances of
the extremely small PBHs.

XVII. Spectral distortion and PBH overproduction

In this section we examine another effect of observational importance which are the spectral distortions in the CMB
background and analyse the results that we find from the use of our scalar power spectrum and also comment on the
overproduction issue.

The CMB spectral features are very close to that predicted by the theory of a perfect black-body. However, its
frequency spectrum can suffer small departures from equilibrium when we consider the history of the early universe
and the variety of processes that can occur at larger redshift (z) values. Detection of these distortions thus directly
allows us to probe the very early universe history, making such effects increasingly significant. The thermal history
of the early universe can be understood much better by examining the CMB spectral distortions as accurately as
possible. Different distortion effects are generated and classified based on the redshift, which ultimately results from
the radiation and matter content that goes out of thermal equilibrium, see refs.[353–364] for detailed study of on such
effects.

The primordial density perturbations exhibit dissipation effects in the early universe, which generates the distortions
that are observable in the CMB spectrum. These important signals are of two major types, the µ− and y− distortions,
and depend on the strength of energy exchanges between the photons and the surrounding electrons. At large redshifts,
z > 2 × 106, the era of well-maintained black-body spectrum continues with almost negligible spectral distortions. In
the range of 2 × 105 < z < 2 × 106, the Compton scattering processes remain efficient, leading to a Bose-Einstein
distribution for the photon energies that suggests a non-zero chemical potential (µ) value and defines the µ distortion
era. With redshifts lower than z ≲ 2 × 105, the scattering processes become inefficient, with the photon energy
distribution suffering departures from equilibrium and leading to spectral distortions labeled as the y distortions.

The two distortion effects can be estimated using the scalar power spectrum through the following relations [363]:
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where we keep ki = 1 Mpc−1. In the above expressions, the required scalar power spectrum comes from either the tree-
level version in equation(110), ∆2

ζ,Tree−Total(k), or the regularized-renormalized-resummed version in equation(404),
∆2

ζ,EFT(k). We show the resulting values and related analysis through use of each of them in the next section. Also
related to this is the fact that accurate and detailed constraints exist from various observations on the scalar power
spectrum amplitude at different scales involved during inflation. The distortion effects help to provide a large set of
such strong constraints on the amplitude, and in the upcoming section, we also visualise the behaviour of the current
amplitude with changing wavenumbers and how it compares when contrasted with the space of constraints. For this
purpose, we mention the formula for the peak amplitude of the power spectrum:

A(ks) =
(

H2

8π2ϵcsM2
p

)
∗

(
ke

ks

)6
, (416)

where ks is the scale associated with the sharp transition into the USR phase and the notation ∗ is used to indicate
value estimated at the pivot scale.

The relation in equation(416) will be required in the next section to comment on another highly crucial problem
closely related to the PBHs getting overproduced from the significant enhancement of the primordial fluctuations.
This overproduction issue was recently brought to attention and quickly incited interest in the community [223–
227, 365, 366] due to its direct connections with the latest observations of a stochastic gravitational wave background
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signal from the pulsar timing array collaborations (NANOGrav and EPTA). Thus, in the next section we also make
some interesting remarks and show the resolution of the overproduction problem.

XVIII. Numerical outcomes VI: Constraints from Spectral distortion and solving PBH overproduction issue
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FIG. 15. Plot shows the different µ− and y− distortion effects in the left and right as a function of the PBH mass. The
red color denotes use of the regularized-renormalized-resummed scalar power spectrum and the blue color highlights use of the
tree-level scalar power spectrum.

In this section we present the outcomes for the spectral distortion estimates using the relations mentioned in the
previous section and see the results coming from use of both the tree-level and the regularized-renormalized-resummed
scalar power spectrum.

In fig.15, we show how the distortion estimates change with variation in the PBH mass across a wide range of values.
Fig.15(a) contains the µ−distortion values obtained from using both versions of the scalar power spectrum. For most
of the mass range starting with MPBH ∼ 10−6M⊙ to MPBH ∼ 103M⊙, its value remains the same under use of both
power spectra. However, near MPBH ∼ 104M⊙ curve changes its nature and shoots quickly to give µ ∼ 7 × 10−5 and
it also drops quickly soon for masses, MPBH ⩾ 2 × 104M⊙. Such drastic changes are unobserved when using the RRR
version of the spectrum. The turning point remains, however, the same, that is when MPBH ∼ 104M⊙, after which the
red curve starts to increase gradually but ultimately is still pretty low in its estimates. On the other side in fig.15(b),
we notice the estimates remain flat throughout the entire mass range with not showing any interesting behaviour. We
show here the results from using the RRR power spectrum version which stays at y ∼ 2 × 10−8 everywhere while the
tree-level estimates remain extremely suppressed, at O(10−23) as indicated by the blue line at the bottom.

The distortion effects have found use to help constrain the amplitudes of the scalar power spectrum at large scales;
see ref.[357, 370] for the earliest steps towards this. In light of the previous discussions on the distortion effects from
different power spectra, we now look into how the required amplitude behaves with the transition wavenumber such
that one can obtain significant PBH abundance and what constraints the observations at different scales can put on
this amplitude. In fig.16, we show this behaviour and the restricted parameter space from different experiments. The
orange coloured contour highlights µ−distortion constraints from the COBE/FIRAS observations and the magenta
contour for the y−distortion constraints. The wavenumber region between, k ≃ 104 − 105 Mpc−1, shows a black
shaded region putting constraints from BBN, and at the larger scales or smaller wavenumbers, we have the strict
CMB anisotropies constraints. Beyond k ≃ 107Mpc−1 lies the recent EPTA 1σ and 2σ contours in green along with
the gray posteriors corresponding to the NANOGrav15 data, and we notice the magenta-shaded band of significant
abundance passing outside the 1σ region of EPTA, steadily dropping in amplitude for even higher wavenumbers. The
same band avoiding overproduction observes less tension coming from the NANOGrav15 data as it crosses through
the 1σ region in gray. It is important to stress this point in the context of resolving overproduction. The magenta



88

10-2 1 102 104 106 108 109

10-9

10-8

10-6

10-4

10-2

1015 1011 107 103 0.1 10-5 10-7

FIG. 16. Scalar power spectrum amplitude (A) necessary to achieve significant PBH abundance as a function of the transition
wavenumber ks associated with the PBH mass, MPBH/M⊙. The background involves constraints on the amplitude coming
from the CMB temperature anisotropies (red) [348] at the large scales, Lyman-α forest (blue) [367], COBE/FIRAS (orange)
and the y-distortion (cyan) effects [368], BBN (black)[369], the 1σ and 2σ contours reported by the pulsar timing array (EPTA)
collaboration (in green) [240], along with the posteriors corresponding to NANOGrav15 data (in gray) [225]. The magenta-
coloured band, bounded by the brown and purple lines, highlights the amplitude region where PBH abundance lies within
fPBH ∼ O(10−3 − 1).

band indicates that on going further inside the 1σ regime in the best-fit region of the latest SGWB signal analysis
from NANOGrav15 and EPTA data, the power spectrum amplitude (A) must lie higher inside this regime, leading to
PBH overproduction, which is undesirable for the theory. In this way, the current power spectrum does not exhibit
overproduction related issues from the scales of interest. We also notice that it requires increasingly larger amplitudes
for MPBH ⩾ 10M⊙ to have fPBH → 1, and all this region is strictly ruled out by the constraints from distortion
effects.

XIX. Comparing with previous works and evading no-go theorem on PBH mass

We now present some comparative discussions on other studies conducted in the same vein of PBH formation. The
question of PBH formation in single-field inflation has suffered a long and ongoing debate that has involved different
theoretical approaches toward the possibility of their formation and on the conditions for observing cosmologically
relevant PBHs. One such condition introduced by [112–114] in the form of a no-go theorem allows for the total
number of e-foldings N elapsed in a setup with USR to be only roughly ∆Ntotal ∼ O(25) if one wishes to form
MPBH ∼ O(M⊙). An immediate implication of this is an incomplete inflationary setup for which the standard is to
achieve at least ∆NTotal ∼ 60. Following this, in refs.[115–121], some other possibilities are later investigated to evade
this no-go theorem. The crux of the analysis done in [112–114] is the complete regularization, renormalization, and
resummation (RRR) procedure, and in the present paper, we tie this rigorous approach with the effective field theory
of non-singular bounce. This current setup allows us with the means to complete the minimum e-foldings requirement
and make generation of large, near solar-mass PBHs possible in an EFT framework of single-field inflation. Apart from
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the above mentioned authors, none of the other studies in PBH formation has yet talked about properly incorporating
the RRR procedure in a detailed manner. By extending this complete procedure to include the bounce and pre-
bounce scenarios we show a robust and improved version of the simple three phase, SRI-USR-SRII, scenario evading
the no-go theorem. With our current EFT description, we have shown, after incorporating non-singular bouncing
features, that the quadratic UV divergences get entirely removed at all loop orders of calculation, and the less harmful
IR divergences can be further resummed owning to their similar structure getting repeated at every loop order. Thus,
in the limit of validity of the perturbative arguments, the resummation procedure remains applicable for a large
number of momentum modes, giving, in the end, a finite result in the Horizon crossing and super-Horizon regimes
with encapsulating the quantum effects.

XX. Smooth vs Sharp transition in the light of EFT of bounce

The exact nature of the transition into the USR phase is also a vital part of the recent debate concerning PBHs.
Multiple studies have backed the use of either a sharp transition or doing away with a smooth transition. In papers
utilising the sharp transition, refs.[155, 156] claims that in presence of such a transition formation of any PBHs is
directly ruled out, while with the use of a smooth transition, others have claimed [109, 110, 144, 145, 157] that large
one-loop corrections remain suppressed enough to allow PBH formation. Few of the present authors and those in
[112–114] have pursued the sharp transition route to arrive at the result of PBH formation, but with a bound on
their mass, MPBH ≃ 100gm, if inflation is to occur successfully. In the scenario of a smooth transition, the authors
of refs.[144, 145, 157] have shown that tuning the transition properties can lead to removing the quantum loop
corrections that hinder PBH generation. This tuning gets performed via a parameter, h, that controls the strength of
the Heaviside Theta function, as in hΘ(k − kt) for t = s, e when going into SRI to USR or USR to SRII, respectively.
By this method, the authors successfully got away with the quantum loop contributions, but only at the lowest order
in the perturbation theory. Using the factor h in this calculation is akin to performing the regularization procedure
with a cut-off parameter. However, the most essential condition here remains the complete removal of this cut-off at
all orders in the perturbation theory. From our detailed exposition of the RRR program, we have shown explicitly that
after successful renormalization, one notices shifting of the logarithmic IR divergences to higher loop orders getting,
in turn, softened. In contrast, the quadratic UV divergences have been removed entirely from the calculations. The
similar structure of the contributions from loop diagrams appearing at all orders of perturbation theory allows one to
perform resummation further to give a finite result. Thus, it is crucial not just to remove the cut-off from the lowest
order calculation since it will get promoted to the higher orders, and if we require a different h at each order to remove
the divergences, then the original introduction of h becomes obsolete. An excellent example of this issue is the four
Fermi theory, where one encounters adding an infinite number of counter-terms to the theory in order to quantize it.
However, since it turned out to be an EFT description, it does not require any quantization. In the present work, we
have elaborated further on the choice of the transition and show that the manner of transitioning here is irrelevant to
PBH formation while giving details on evading the above-mentioned no-go bound on PBH mass. The procedure of
RRR removes the need to consider any specific nature of transition for its conclusion, which we have shown explicitly
in this paper.

XXI. Conclusion

In this study we have introduced the construction of an effective field theory of bounce and through this addressed
the issue of producing large mass PBHs in single-field inflation. After developing the EFT of bounce, our goal has
been to study the proper theoretical procedure to handle quantum loop corrections from higher-order interaction
terms and their impact on the tree-level power spectrum of the comoving curvature perturbations. We consider a
setup of five consecutive phases, starting with the contraction and bounce followed by the sequence of SRI-USR-SRII
phases after which inflation is supposed to end. In this setup, we have highlighted the differences due to having a
matter or ekpyrotic type contraction and bouncing scenario at each stage in the rest of our work. We continued with
deriving the scalar power spectrum contribution from each phase and after that added further discussions were we
establish connection between the smooth and sharp nature of transitions encountered within the USR phase. We then
turned our focus towards analysing the one-loop contributions to the scalar power spectrum using the Schwinger-
Keldysh (in-in) formalism from all phases separately. This concluded our discussion on the regularization and we
began to discuss in detail how to successfully remove the quadratic UV divergences and take care of the troubling
logarithmic IR divergences present in the underlying theory. We performed the next procedure of renormalization
using both the late time and adiabatic/wave-function renormalization techniques where the idea was to completely
eradicate the UV/power law divergences in the theory and by arriving at similar results from the two different schemes
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we illustrated the scheme independence of our approach. Following this with the power spectrum renormalization
allowed us to soften the impact of the remaining logarithmic IR divergences which would later undergo through the
procedure of Dynamical Renormalization Group resummation technique to finally provide a finite result for the scalar
power spectrum that effectively captures the quantum effects from all loop orders.

FIG. 17. Schematic diagram describing the main highlighting results from this work.

After development of the regularization-renormalization-resummation procedure within the EFT of bounce frame-
work our task was to study the versions of the scalar power spectrum before and after adding the quantum loop
corrections. We found that the final version of the scalar power spectrum after resummation showed a smooth be-
haviour in joining each successive phase, where in the USR the power spectrum rises quickly to achieve the maximum
desirable amplitude for PBH formation, O(10−2) and then sharply decreases in the SRII region to end inflation.
In this resummed version of the power spectrum we noticed fulfilment of the minimum criteria on the number of
e-folds during inflation, that is ∆NTotal ∼ O(60). We also examined here the impact of having a changing effective
sound speed cs on the power spectrum amplitude and found that lower values of cs lowers the peak amplitude of
the final spectrum, with cs = 0.88 giving us an amplitude of order O(10−3), and with cs = 1 we would observe the
maximum amplitude of order O(10−2). This indicates that causality and unitarity is preserved in our overall setup
and perturbativity arguments remain intact.

We next utilise the scalar power spectrum constructed through the above procedures to study PBH formation from
our setup. Both the tree-level and resummed version of the power spectrum allowed for large mass PBH formation
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depending on the wavenumber considered to transition into the USR. We observed that from the tree-level spectrum
the PBH masses that gave significant abundance, fPBH ∼ (10−3, 1), were at least an order of magnitude larger
relative to the ones produced using the resummed power spectrum. This result was found when looking into PBHs in
windows of extremely small, MPBH ∼ O(10−33 − 10−27)M⊙, and the near solar-mass, MPBH ∼ O(10−6 − 10−1)M⊙.
The impact of changing sound speed values between cs = 1 to cs = 0.88 was also analyzed and we found that the mass
estimates giving significant abundance got noticeably smaller in the near solar-mass regime while the extremely small
masses did not show much change. This result was obtained regardless of the power spectrum being used and came
as a consequence of having reduced peak amplitude with lower values of cs. The abundance estimates for the near
solar-mass PBHs were further confronted with the recent microlensing constraints showing mass windows where the
abundance still qualifies in the significant regime mentioned above. We also take into account another observationally
important feature of estimating the spectral distortion effects using both tree-level and resummed power spectra.
From this we found that with both spectra the µ−distortion estimates remained constant at ∼ 2 × 10−8, and beyond
MPBH ⩾ 2×104M⊙, the results from the resummed power spectrum changed gradually and more smoothly compared
with the use of tree-level spectrum. The y−distortion magnitude was found to be highly suppressed with the tree-level
spectrum and with a constant value of ∼ 5 × 10−8 with the resummed power spectrum. Lastly, we also addressed
the PBH overproduction issue using the resummed power spectrum and observed the corresponding peak amplitude
to decrease until the region of significant abundance, fPBH ∼ (10−3, 1) fell below the 1σ contour reported via the
latest EPTA analysis but crossing the 1σ region coming from analysis of the NANOGrav15 data posteriors. In the
future we aim to address the overproduction issue in greater detail when we study the SIGWs produced from this
framework and show the resolution of PBH overproduction with proper justification. The schematic diagram in fig.17
summarizes our overall findings from this work.
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