
ar
X

iv
:2

40
5.

07
37

1v
1 

 [
m

at
h.

N
A

] 
 1

2 
M

ay
 2

02
4

1

Extreme Distance Distributions

of Poisson Voronoi Cells

Jaume Anguera Peris, Joakim Jaldén

School of Electrical Engineering and Computer Science

KTH Royal Institute of Technology, Stockholm, Sweden

Email: {jaumeap, jalden}@kth.se

Abstract

Poisson point processes provide a versatile framework for modeling the distributions of random points in space. When the

space is partitioned into cells, each associated with a single generating point from the Poisson process, there appears a geometric

structure known as Poisson Voronoi tessellation. These tessellations find applications in various fields such as biology, material

science, and communications, where the statistical properties of the Voronoi cells reveal patterns and structures that hold key

insights into the underlying processes generating the observed phenomena.

In this paper, we investigate a distance measure of Poisson Voronoi tessellations that is emerging in the literature, yet for which

its statistical and geometrical properties remain explored only in the asymptotic case when the density of seed points approaches

infinity. Our work, specifically focused on homogeneous Poisson point processes, characterizes the cumulative distribution functions

governing the smallest and largest distances between the points generating the Voronoi regions and their respective vertices for

an arbitrary density of points in R2. For that, we conduct a Monte-Carlo type simulation with 10
8 Voronoi cells and fit the

resulting empirical cumulative distribution functions to the Generalized Gamma, Gamma, Log-normal, Rayleigh, and Weibull

distributions. Our analysis compares these fits in terms of root mean-squared error and maximum absolute variation, revealing

the Generalized Gamma distribution as the best-fit model for characterizing these distances in homogeneous Poisson Voronoi

tessellations. Furthermore, we provide estimates for the maximum likelihood and the 95% confidence interval of the parameters

of the Generalized Gamma distribution along with the algorithm implemented to calculate the maximum and minimum distances.

Index Terms

Distance distribution, Voronoi tessellation, Poisson point process, Numerical Analysis, Spatial statistics, Stochastic geometry

I. INTRODUCTION

F
ROM the distribution of stars in galaxies and the arrangement of atoms in crystal lattices to the intricate realms of cellular

biology, communication networks, and material science, we often encounter the occurrence of spatial points representing

the locations of various phenomena or objects of interest. The arrangement of these points in space not only reflects the

underlying processes generating them but also reveals patterns and structures that hold key insights into the nature of the

phenomena being studied. Specially, when the study of these spatial points extends beyond simple observation and involves the

analysis of structures or parameters subject to randomness, stochastic geometry provides a mathematical framework to analyze

http://arxiv.org/abs/2405.07371v1
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the spatial patterns of such random objects. Within this framework, the concept of spatial point processes emerges, providing

a formalized model for characterizing the random distribution of points in space.

In the realm of spatial point processes, we encounter Poisson point processes (PPP), characterized by their spatial randomness

and independence, making them powerful tools for modeling a diverse array of phenomena. One of the most studied spatial

structures derived from PPPs is the Voronoi tessellation. Voronoi tessellations partition the space into regions based on the

proximity of points in space to the so-called generating points or seeds. Specifically, each point in space is assigned to the

nearest generating point, resulting in a partitioning of the space into cells, where each cells contains one generating point as

well as all the points that are closer to that generating point than to any other. Within the resulting geometric structure, we

can distinguish n + 1 types of points in Rn [1]. For the two-dimensional case, a point closest to only one generating point

belongs to the interior of a cell. A point equidistant to two generating points lays on the boundary between two regions, and

a point equidistant to three generating points corresponds to the vertex where three cells intersect.

These simple, yet powerful concepts, have led to the significant theoretical analysis of the distance between generator points

and vertices [2, Eq. 6], the distance between generator points [2, Eq. 19], or the angles between neighbouring generators points

and vertices [2, Eq. 21], to name a few. However, due to the stochastic nature of Poisson point processes, deriving closed-form

analytical expressions for certain mathematical properties of Voronoi tessellations can be challenging or even intractable. These

challenges, coupled with high relevance of such analytical expressions, often requires the use of numerical methods, simulations,

and mathematical approximations to characterize the statistical properties of Poisson Voronoi tessellations. Examples of these

are the Voronoi’s cell area, perimeter, or number of vertices [3, 4].

Altogether, thanks to all these prior works, Poisson Voronoi tessellations have been used to cluster biological data [5], analyze

the territorial land between animals [6], characterize the spread of infections [7], identify clusters of stars and galaxies [8],

classify binding pockets in proteins [9], or model millimeter wave cellular systems [10]. Nevertheless, among the unknown

geometrical and statistical properties of Poisson Voronoi tessellations, the maximum and minimum distances between the

generator points and the vertices of their Vornoi cells are distance measures that have only been explored before in the asymptotic

case when the density of generator points in space approaches infinity [11]. Yet, investigating the statistical properties of these

distance measures under finite point densities holds significant practical relevance in modeling the worse-case user/node in

mobile communications to ensure reliable signal coverage while minimizing interference and signal degradation [12]; analyzing

energy densities of periodic ferromagnetic Ising systems to minimize anisotropic surface tensions [13]; analyzing interatomic

distances to optimize the synthesis processes, mechanical properties, and performance of various materials [14]; characterizing

the signal transduction pathways and biomolecular interaction of cells, organelles, and biomolecules [15]; or optimizing the

spatial placement of emergency shelters to increase safety in urban environments [16].

A. Our contribution

In this paper, we specifically focus on homogeneous PPP, which correspond to a specific instance of PPPs where the intensity

or rate of point occurrence is constant across the entire spatial domain. Within homogeneous PPP, we further refine our focus to

characterizing the statistical properties of the normalized maximum and minimum distances between a generator seed and the

vertices of its Voronoi cell. Since we are interested in finite distances, we examine only those cells that are entirely contained

within the tessellation and exclude outer cells. Considering this, we conduct a Monte-Carlo type simulation and approximate

the resulting cumulative distribution functions (CDFs) of the maximum and minimum distances to the Generalized Gamma,

Gamma, Log-normal, Rayleigh, and Weibull distributions, similar to [3, 4, 17]. We compare the fit distribution to the empirical
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Fig. 1. (a) Delanuay triangulation of a sample realization of an homogeneous PPP with intensity parameter λ = 0.8 over an area A = 100. (b) Poisson

Voronoi tessellation of the homogeneous PPP generated in (a). Black dots represent generator seeds in the planar space. Red dots represent the vertices of the

Voronoi cells, which correspond to the circumcenters of the triangles generated by the Delanuay triangulation. Gray lines delimit the triangles of the Delanuay

triangulation, and orange lines represent the edges of the Voronoi cells. The arrows in blue and magenta exemplify the stochastic quantities of interest in 2D.

distributions in terms of the root mean-squared error and maximum absolute variation. We show that the Generalized Gamma

distribution is the best-fit for characterizing the maximum and minimum distances in homogeneous Poisson Voronoi tessellations

and we derive the maximum likelihood and 95% confidence interval of its parameters.

B. Document organization

The remainder of this paper is organized as follows. Section II formulates the problem at hand and defines the quantities

of interest in a graphical manner. In Section III, we divide the analysis of the maximum and minimum distances in two parts.

First, we calculate the theoretical CDFs of the maximum and minimum distance in 1D to gain insights on the relationship

between the parameters of interest and the stochastic processes governing the Poisson Voronoi diagrams. Then, we discuss

the mathematical foundations to derive the CDF of the maximum and minimum distances in 2D and illustrate the best-fit

approximation alongside the empirical CDF obtained from the Monte-Carlo simulation. We conclude the paper in Section IV,

followed by an Appendix with the comparison between fit functions and the insights on the algorithms we used for calculating

the maximum and minimum distances.

C. Notation

Throughout this paper, sets are represented by calligraphic letters S, random variables are represented by upper-case letters

X , and samples (observations) of random variables are represented by lower-case letters x. Specially, we reserve D and R to

refer to the random variables representing Euclidean distances in one-dimensional and two-dimensional spaces, respectively.

The cumulative distribution function of a continuous random variable X is represented by FX(x) = P(X ≤ x). For the random

samples x1, x2, . . . , xN drawn independently for a continuous distribution FX(x), we denote by x(i) the i-th order statistic of

the sample, defined by sorting the samples x1, x2, . . . , xN in increasing order. For an integer N , [N ] stands for {1, 2, . . . , N}.



4

II. PROBLEM FORMULATION

Consider an homogeneous PPP in R2 with intensity parameter λ > 0, and denote the countably infinite set of generator

seeds in the spatial domain as P = {p1, p2, . . . , pN}. At the same time, envision a Voronoi tessellation generated from the

Delanuay triangulation of the planar point set P , as shown in Figure 1. Within this tessellation, define the Voronoi region of

a seed point pi, denoted by V(pi), as

V(pi) =
{

x ∈ R2 : ‖pi − x‖2 ≤ ‖pj − x‖2, ∀pj ∈ P \ pi
}

, ∀pi ∈ P .

Notice that the Voronoi tessellation is a geometric construction that partitions the space into regions based on the proximity

of points in the space to the seed points pi ∈ P , and the Voronoi diagram of P , defined as the union of all Voronoi regions,

V = ∪Ni=1V(pi), constitutes the entire space domain.

For any two generator seeds, pi and pj , define the edge between their associated Voronoi regions V(pi), V(pj), as

A(pi, pj) = V(pi) ∩ V(pj), ∀j 6= i.

If an edge satisfies A(pi, pj) 6= ∅, the Voronoi regions V(pi) and V(pj) are considered to be adjacent. All adjacent cells to a

Voronoi region are considered to be neighbouring cells. Considering this, let the set of indices of seed points of neighbouring

cells to the Voronoi region V(pi) be defined as

N (pi) =
{

j ∈ [N ] \ i : A(pi, pj) 6= ∅
}

.

Furthermore, refer as vertex the points in the plane that are equidistant to three generator seeds. From the point of view of

a Voronoi region V(pi), a vertex is constituted by the endpoints of the edges of two neighbouring cells that are also adjacent

to each other. Mathematically speaking, the vertices of a Voronoi region V(pi) are defined as

ℓ(pi) =
{

x ∈ R2 : ‖pi − x‖2 = ‖pj − x‖2 = ‖pk − x‖2, ∃ j, k ∈ N (pi), j 6= k 6= i
}

.

Considering the above, we are interested in obtaining relevant insights about the maximum and minimum distances in the

Voronoi diagram. In essence, the maximum and minimum distances of a Voronoi region V(pi) correspond to the smallest and

largest Euclidean distances between the generator seed pi and any of its vertices, i.e.,

rmin(pi) = min
x∈ℓ(pi)

‖x− pi‖2, and rmax(pi) = max
x∈ℓ(pi)

‖x− pi‖2, ∀pi ∈ P .

Notice, however, that in the process of creating a Voronoi tessellation, the initial step involves the stochastic placement of the

generator seed points within the spatial domain. As a consequence of this randomness in the spatial arrangement of generator

seeds, the Voronoi tessellation and the properties of Voronoi cells results to be stochastic in nature. Therefore, in order to

characterize the maximum and minimum distances in the entire Voronoi diagram, we must account for the diverse realizations

of the Voronoi tessellation, and consider that individual Voronoi regions lead to varying maximum and minimum distances. In

this regard, the next section focuses on characterising the maximum and minimum distances in Poisson Voronoi diagrams by

means of their statistical distributions.

III. MAXIMUM AND MINIMUM DISTANCE DISTRIBUTIONS

To better understand the problem at hand, let us first study theoretically the CDF of the maximum and minimum distances

in the one-dimensional case, and let us also present a graphical example to gain insights on the relationship between the

distribution functions and the characteristics of the underlying homogeneous PPP generating the seed points.
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Fig. 2. Poisson Voronoi tessellation of a one-dimensional homogeneous PPP, where θ represents the distance between generator seed points, and D represents

the distances between generator seed points and their edges. The arrows in blue and magenta exemplify the stochastic quantities of interest in 1D.

A. 1-dimensional case

Begin by considering a line of length L, as illustrated in Figure 2, consisting of N generator seed points uniformly and

independently distributed along the line. As we contemplate the limiting case when N → ∞, L → ∞, and the density of

points per unit length λ = N/L remains finite, the PPP naturally emerges as a mathematical model to capture the stochastic

nature of point occurrences along the line. In this limiting case, if we focus on the specific case where the number of points

in a segment of the line is linearly proportional to both λ and the length of the segment, the inherent randomness in the

arrangement of seeds emerges as an homogeneous PPP.

For any given sample realization of an homogeneous PPP with intensity λ, the Voronoi diagram of the generating seed

points divides the line into multiple bounded Voronoi regions and two unbounded Voronoi regions, associated to the seed

points located in the interior and at the ends of the line, respectively. For the sake of the contribution of this paper, we

disregard the unbounded regions and focus solely on the interior seed points. In this case, let Y be the random variable that

represents the Euclidean distance between two neighbouring seed points when N →∞, L→∞, and λ = N/L remains finite.

Since the arrangement of seeds is modelled as an homogeneous PPP, the CDF of Y can be derived from the null probability

of a Poisson distribution as follows:

FY (y) = 1− P
(

∄ j ∈ N (pi) : ‖pi − pj‖2 ≤ y, ∀pi ∈ P
)

= 1− e−λy, y ≥ 0.

Hence, the random variable Y is Exponentially distributed Y ∼ Exp(λ). Notice also that the edge between two neighbouring

cells is located at the center of the segment connecting their seed points. Considering this, we can further conclude that that

random variable that represents the normalized Euclidean distance between a generator seed point and any of its edges, denoted

by D̄ = λY/2, is also Exponentially distributed with probability distribution

FD̄(d) = 1− e−2d, d ≥ 0. (1)

From there, we can further observe in Figure 2 that all bounded Voronoi regions has two neighbouring cells, one to the left,

and another one to the right. Since the process is homogeneous and the locations of seed points are independently distributed,

the distances from a seed point to its left and right neighbors are statistically identical. That is, there is no inherent directionality

or bias in the placement of points. Consequently, the CDFs of the maximum and minimum distances can be derived from the

order statistics of the CDF presented in (1). In particular, and without loss of generality, let the normalized distances from

a seed point to its left and right neighbours be denoted as D̄1 and D̄2, respectively, both with probability distribution (1).

Moreover, let D̄(i) be the i-th order statistics of D̄1 and D̄2, defined by sorting the values of D̄1 and D̄2 in increasing order.

Then, it follows that the random variables representing the maximum and minimum distances, D̄max and D̄min, have probability

distributions

FD̄max
(d) = P

(

D̄(2) ≤ d
)

= P(max(D̄1, D̄2) ≤ d) =
[

FD̄(d)
]2

=
[

1− e−2d
]2

, d ≥ 0, (2)

FD̄min
(d) = P

(

D̄(1) ≤ d
)

= P(min(D̄1, D̄2) ≤ d) = 1−
[

1− FD̄(d)
]2

= 1− e−4d, d ≥ 0. (3)
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In summary, by considering an infinite line populated with a finite but dense arrangement of generator points, we established

the emergence of homogeneous PPPs as an appropriate model to capture the stochastic nature of point occurrences. From there,

it was essential to understand how Voronoi cells are constructed from these seed points. That is, cells are intervals along the

line, with edges at the midpoint between neighboring seed points. We then leveraged these geometric properties to characterize

the random nature of the normalized maximum and minimum distances in the one-dimensional case.

B. 2-dimensional case

Now that we have gained an insight into the statistical properties of the maximum and minimum distances in one-dimensional,

bounded Poisson Voronoi tessellations, we are ready to extend our analysis to the two-dimensional case. For that, notice that

the cornerstone for deriving the statistical properties of these distances lies in the geometric construct to partition the space

into Voronoi regions. For this reason, we shift our focus to the Delaunay triangulation, as it is the algorithm we consider in

this paper for generating Voronoi tessellations.

One of the key properties of the Delaunay triangulation is its efficiency in partitioning the set of generator seed points into

triangles while satisfying the Delaunay condition. This condition asserts that a triangulation of the generator seed points is

considered a Delaunay triangulation if and only if the circumcircle of each triangle in the triangulation does not contain any

other points from the given set P in its interior. This implies that the set of all vertices in the Voronoi tessellation constitutes the

circumcenters of every triangle in the triangulation. Considering these properties of the vertices and the Delanuay triangulation,

one can present a configuration space and a configuration measure based on the set of generator seeds P to derive the statistical

properties of several quantities in Poisson Voronoi tessellations [1]. Specially, if R̄ =
√
λR represents the random variable

that characterizes the normalized Euclidean distance between a seed point and any of its vertices, it follows from the analysis

in [1] that R̄ has Gamma distribution with probability distribution

FR̄(r) = 1−
(

1 + πr2
)

e−πr2 . (4)

With that, we have characterized the random nature of the spatial distribution of vertices with respect to the generator seeds.

However, the stochastic arrangement of seed points also introduces a variability in the number of vertices associated with each

seed point. Moreover, as highlighted in [17], even though the interior cells in the Voronoi diagram tend to have more vertices

than exterior cells, the Voronoi regions with the highest number of vertices are spread throughout the entire space and do

not concentrate at any particular location. Therefore, to effectively capture and analyze the distribution of the maximum and

minimum distances within such stochastic Voronoi regions, we require of a more nuanced approach beyond direct reliance on

order statistics.

Despite acknowledging the above, any theoretical attempts to finding the analytical expressions for the statistical distributions

of the maximum and minimum distances in 2D failed, so we instead resorted to conduct a Monte-Carlo simulation and fit the

statistical distributions of the maximum and minimum distances to different functions. In particular, we first performed a Monte-

Carlo simulation to obtain the empirical CDF of the normalized maximum and minimum distances following Algorithm 1 for

a total of 108 Voronoi regions, and then approximated the resulting CDFs to the Generalized Gamma, Gamma, Log-normal,

Rayleigh, and Weibull distributions. The results of our findings are summarized in Table II in the Appendix.

The best-fit approximation in terms of lowest root mean-squared error and lowest maximum absolute variation resulted to

be the Generalized Gamma distribution, defined by

FX̄(x ; a, b, c) =
a bc/a

Γ(c/a)

∫ x

0

tc−1 e−btadt, x ≥ 0, a, b, c > 0, (5)
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Fig. 3. Cumulative distribution functions of the normalized maximum and minimum distances in 2D bounded, homogeneous Poisson Voronoi regions. Straight

lines represent the empirical cumulative density function of the maximum and minimum distances that resulted from the Monte-Carlo simulation described

in Algorithm 1 with λA = 108 Voronoi cells. Dashed lines represent out best-fit approximation to the Generalized Gamma distribution.

where Γ(α) =
∫

∞

0
tα−1e−tdt is the Gamma function. Notice that (5) characterizes the statistical distribution of the normalized

distances, but our findings can easily be extended to any arbitrary density of seed points λ by considering that

FX(x ; a, b, c) = FX̄

(

x
√
λ ; a, b, c

)

, ∀λ > 0,

where X represents the maximum and minimum distances, and X̄ represents the normalized maximum and minimum distances.

Figure 3 illustrates the results of the Monte-Carlo simulation and the best-fit approximations. The estimates of the parameters

of the Generalized Gamma distribution a, b, and c are presented in Table I with their corresponding 95% confidence interval.

TABLE I

MAXIMUM LIKELIHOOD ESTIMATES OF THE GENERALIZED GAMMA DISTRIBUTION FUNCTIONS WITH THIR 95% CONFIDENCE INTERVALS.

WE ALSO APPEND FOR COMPLETION THE RESULTS FROM TWO OTHER PAPERS.

Parameter of interest â b̂ ĉ

Normalized min. Euclidean distance, R̄min 2.176 (2.176, 2.176) 8.446 (8.446, 8.446) 4.005 (4.005, 4.005)

Normalized max. Euclidean distance, R̄max 1.719 (1.719, 1.719) 5.528 (5.527, 5.529) 9.482 (9.481, 9.482)

Normalized Euclidean distance, R̄ (taken from [1]) 2 π 4

Normalized cell Area, Ā (taken from [3]) 1.083 3.011 2.298

Finally, and for completion, we derive the m-th order moment of the Generalized Gamma distribution as means to characterize

the underlying behavior of our model, assess our model adequacy, and provide a measure for comparison to other models [18].

E[X̄m] =
a bc/a

Γ(c/a)

∫

∞

0

xc+m−1 e−bxa

dx =
1

Γ(c/a)

∫

∞

0

1

bm/a
t(c+m)/a−1 e−tdx =

Γ((c+m)/a)

bm/a Γ(c/a)
. (6)

From there and Table I, it follows that the first and second order moments of our best-fit approximations are

E[R̄min] = 0.464162, E[R̄max] = 0.976030,

E[R̄2
min] = 0.241833, E[R̄2

max] = 1.011695.
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IV. CONCLUSIONS

Studying distances in Voronoi tessellations reveal interesting geometric patterns, relationships, and statistical properties

within the spatial arrangement of points. Our paper, focused on homogeneous Poisson point process, finds a mathematical

approximation to the cumulative distribution functions governing the smallest and largest distances between the points generating

the Voronoi regions and their respective vertices. We show that the best-fit approximation in terms of lowest root mean-squared

error and lowest maximum absolute variation is given by the Generalized Gamma distribution. We also calculate the maximum

likelihood of its parameters and derive the first and second order moments of this best-fit distribution.

As researchers continue to delve into the intricate nature of Voronoi tessellations, we anticipate that our findings will pave

the way for new insights, methodologies, and applications, ultimately enriching the understanding of spatial point processes

and facilitating advancements across various domains.
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APPENDIX

Algorithm 1: Maximum and minimum distances in interior cells of Poisson Voronoi tessellations (2D)

Input: Area of the planar space A and density of seed points per unit area λ

Output: Cumulative distribution function of the maximum and minimum distances of a sample realization of an

homogeneous Poisson Point process

1 Generate a Poisson random variable N ← Poisson(λL), and define three sets P ← Matrix(size : N × 2),

Rmin ← Vector(size : N), Rmax ← Vector(size : N), and a dynamic set ℓ← Vector∗(size : N)

2 Generate N seed points pi uniformly at random on the space [0,
√
A]2 and store them in P

3 Employ the Delanuay triangulation [19, Section 3.2] to obtain all Voronoi regions V(pi), ∀pi ∈ P and all edges

4 Construct a Voronoi diagram from the results of the Delanuay triangulation and obtain all vertices

5 for i← 1 to N do

6 Find all vertices associated to V(pi) and store the result in ℓ

7 for i← 1 to N do

8 Calculate all the Euclidean distances between pi and all its associated vertices x ∈ ℓ(pi), ri = ‖x− pi‖2
9 Store the maximum and minimum distances in Rmin and Rmax, respectively

10 Calculate the normalized maximum and minimum distances R̄min =
√
λRmin and R̄max =

√
λRmax

11 Plot the empirical CDF of R̄min and R̄max and their best-fit approximations

12 Calculate the max. likelihood and confidence intervals of the parameters of the Generalized Gamma distribution [20]

TABLE II

FIT APPROXIMATIONS TO THE EMPIRICAL NORMALIZED MAXIMUM AND MINIMUM DISTANCES.

THE RESULTING FITS ARE COMPARED IN TERMS OF THE ROOT MEAN-SQUARED ERROR AND THE MAXIMUM ABSOLUTE VARIATION, DEFINED AS THE

SQUARED ROOT OF THE 2-NORM AND THE ∞-NORM OF THE DIFFERENCE BETWEEN THE EMPIRICAL AND THE FIT DISTRIBUTIONS, RESPECTIVELY.

Minimum normalized Euclidean distance Maximum normalized Euclidean distance

Distributions RMSE Max. abs. variation Distributions RMSE Max. abs. variation

Generalized Gamma 0.0001345 0.00205 Generalized Gamma 0.0006213 0.00487

Gamma 0.0094499 0.01700 Gamma 0.0046578 0.00876

Log-normal 0.0179480 0.03240 Log-normal 0.0105930 0.01902

Rayleigh 0.0759310 0.90862 Rayleigh 0.1389700 0.05735

Weibull 0.0066456 0.01218 Weibull 0.0140030 0.02822


