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FINITELY GENERATED GROUPS AND HARMONIC FUNCTIONS OF
SLOW GROWTH

MAYUKH MUKHERJEE, SOUMYADEB SAMANTA, AND SOUMYADIP THANDAR

ABSTRACT. In this paper, we are mainly concerned with (G, µ)-harmonic functions that
grow at most polynomially, where G is a finitely generated group with a probability mea-
sure µ. In the initial part of the paper, we focus on Lipschitz harmonic functions and how
they descend onto finite index subgroups. We discuss the relations between Lipschitz har-
monic functions and harmonic functions of linear growth and conclude that for groups of
polynomial growth, they coincide. In the latter part of the paper, we specialise to positive
harmonic functions and give a characterisation for strong Liouville property in terms of the
Green’s function. We show that the existence of a non-constant positive harmonic function
of polynomial growth guarantees that the group cannot have polynomial growth.

1. INTRODUCTION

Based on Colding and Minicozzi’s solution to a conjecture of Yau [CM97], Kleiner
[Kle10] has proved that for any finitely generated groupG of polynomial growth, the space
of Lipschitz harmonic functions on G is a finite-dimensional vector space. Using this result
Kleiner has obtained a non-trivial finite-dimensional representation of G, which in turn
leads to a new proof of Gromov’s theorem [Gro81]: any finitely generated group of poly-
nomial growth is virtually nilpotent.

In this article, we study the spaces of polynomially growing harmonic functions which
are G-invariant vector spaces over C and denoted as HFk(G, µ) (see subsection 2.5). We
say that the measured group (G, µ) is Liouville (equivalently the Poisson boundary is trivial)
if all the bounded µ-harmonic functions are constant, i.e., the space of bounded harmonic
functions, denoted as BHF(G, µ), is isomorphic to C. In [Fur73], the author shows that
non-amenable groups are not Liouville for every non-degenerate measure (Definition 2.2).
Conversely, when G is amenable, then there exists some non-degenerate µ such that (G, µ)

is Liouville, as shown byKaimanovich andVershik [KV83] and Rosenblatt [Ros81]. It is well-
known that any non-degenerate random walk on a finitely generated group of polynomial
growth has a trivial Poisson boundary, while on the other hand, random walks on groups
of intermediate growth with non-trivial Poisson boundary are studied in [Ers04, Theorem
2]. A group G is said to be Choquet-Deny if (G, µ) is Liouville for every non-degenerate
µ. In [FHTVF19], the authors show that a finitely generated group G is Choquet-Deny
if and only if it has polynomial growth. For simple random walks on a finitely generated
group, Gournay [Gou15] investigates the space of bounded harmonic functions and studies
the triviality of reduced lp-cohomology for groups of super-polynomial growth.

In this direction, we also refer to the work of Lyons and Sullivan [LS84] on the Liou-
ville and the strong Liouville properties (i.e., positive harmonic functions are constant) of
the covering space. It should be emphasised that it is not known if these properties depend
only on the topology of the base manifold, or if the Riemannian metric plays a role. Let
p : M → N be a normal Riemannian covering of a closed manifold, with deck transforma-
tion group Γ. The authors [LS84, Theorem 3] show that if Γ is non-amenable, then there
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exist non-constant, bounded harmonic functions on M . About the strong Liouville prop-
erty, the authors [LS84, Theorem 1] show that if Γ is virtually nilpotent, then any positive
harmonic function onM is constant. In [LS84, page 305], the authors conjecture that Γ is
of exponential growth if and only if M admits non-constant, positive harmonic functions.
This is proved in [BBE94], [BE95], under the assumption that Γ is linear, that is, a closed
subgroup of GLn(R), for some n ∈ N.

In [Ale02], [MPTY17], the authors show that a harmonic function of polynomial growth
on a virtually nilpotent group is essentially a polynomial. There are a few natural ways
to define a polynomial, each of which is useful in certain contexts. For a general finitely
generated group, a particularly natural approach is to define a polynomial as a function that
vanishes after taking a bounded number of derivatives (see Definition 2.7 below).

Another possible way to define a polynomial on a group, as used in [Ale02], is in terms
of a certain coordinate system (see Definition 2.9 below), defined using the lower central
series of the group. As it turns out, all of these definitions are equivalent due to [MPTY17,
Proposition 4.9].

Lately, there has been growing interest in the study of spaces of harmonic functions
of polynomial growth on groups and other homogeneous spaces (for instance, one can
look at [BDCKY15] and references therein). In [MPTY17], the authors show that for a
virtually nilpotent group G and a finitely supported SAS measure µ on G (see Definition
2.6), dim HFk(G, µ) is bounded, where the bounds depend on the rank of the nilpotent
subgroup of finite index. The following is also true:

Proposition 1.1. [MY16, Proposition 3.4] Let G be a finitely generated group, µ be a SAS

measure on G and H ≤ G a subgroup of finite index. For any k ≥ 0, the restriction of any
f ∈ HFk(G, µ) to H is µH-harmonic and in HFk(H, µH) ( for an explanation of µH, see below).
Conversely, any f̃ ∈ HFk(H, µH) is the restriction of a unique f ∈ HFk(G, µ). Thus, the restriction
map is a linear bijection from HFk(G, µ) to HFk(H, µH).

We show below the analogous statement for Lipschitz harmonic functions for a given
group G and a SAS measure µ, denoted as LHF(G, µ). For a subgroup H of G, define the
hitting time τH := inf {t ≥ 1 : Xt ∈ H}, where Xt is the random walk on G generated by
µ. We say that H is a recurrent subgroup of G if τH < ∞ almost surely. It is well known
that a subgroup of finite index is always recurrent. Furthermore, the expectation of τH is
equal to [G : H] (see e.g. [HLT14]). For a recurrent subgroup H the hitting measure is the
probability measure on H defined by

µH(x) := Pe [XτH = x] ,

where the subscript “e” is used to indicate that the random walk starts at the origin, that is,
X0 = e. It is known that if µ is an adapted smooth measure on G, then the hitting measure
µH is also a smooth measure (see [MY16, Lemma 3.2] for a proof ). We show the following
result:

Theorem 1.2. Let G be a finitely generated group with a finite index subgroup H. Given a
SAS measure µ on G, the restriction map is a linear bijection between the sets LHF(G, µ) and
LHF(H, µH).

Next, we start investigating assorted properties of slowly growing harmonic functions.
Our first result is that on virtually nilpotent groups, the classes LHF and HF1 coincide.

Theorem 1.3. LetG be a finitely generated infinite group of polynomial growth. ThenLHF(G, µ) ∼=

HF1(G, µ), for any SAS measure µ.
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As a brief note to the reader: a direct proof of Theorem 1.3 uses the concept of a co-
ordinate system on a group. An interesting question for future investigation could be the
following:

Question 1.4. If LHF(G, µ) is finite dimensional, does there exist a finite index subgroup of G
on which the restriction of each member of LHF(G, µ) is a linear polynomial?

Such a result would be a variant of [MPTY17, Theorem 1.3]. Inmany practical situations,
it becomes important to realise that for some k ≥ 0, HFk is finite dimensional. Case in point,
a central ingredient in [Kle10] is the fact that the space of Lipschitz harmonic functions is
finite dimensional. On the other hand, there has been a lot of work on positive harmonic
functions, the Martin boundary and the strong Liouville property. It is a natural question to
ask what is the growth rate of positive harmonic functions, when they do exist? For example,
an interesting question for future investigation could be to see what is the possible growth
rate of the positive harmonic function whose existence is stated in [Pol21] for groups of
exponential growth. Here, we show that if some HFk is finite-dimensional, then it cannot
contain a positive harmonic function.

Theorem 1.5. Let k be a positive integer and µ be a SAS measure. If there exists a non-constant
positive h ∈ HFk(G, µ) then

dim HFk(G, µ) = ∞.

The proof of Theorem 1.5 is a modification of the ideas in [Yad, Theorem 3.7.1] in
conjunction with [MY16, Proposition 5.4]. One can also wonder about the converse of
Theorem 1.5:

Question 1.6. If dim HFk(G, µ) = ∞ for some non-degenerate measure on a finitely generated
group G, does this imply that there exists h ∈ HFk(G, µ) which is non-constant and positive?

A partial answer to Question 1.6 is provided in Observation 5.3.

Remark 1.7. From [Kle10, Theorem 1.3] it follows that the groups appearing in Theorem 1.5
cannot have polynomial growth.

Specialising to minimal positive harmonic functions (see [Woe00, Definition 24.3]), we
have the following result:

Theorem 1.8. If (G, µ) is strong Liouville and µ generates a transient random walk with super-
exponential moments, then

lG = 0, (1)

where lG is the Green speed of the random walk generated by µ on G.

For the notion of superexponential moments, see Definition 2.3 below. Here, the Green
speed is defined by the almost sure limit

lG = lim
n→∞

dG(e,Xn)

n
,

where
dG(x, y) := logG(e, e) − logG(x, y) (2)

is the Green’s distance. In the particular case where G is not a finite extension of Z or Z2,
using [Woe00, Section I.3.B] and [BHM08, Theorem 1], we have that

ρ(µ) = 0,
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where ρ(µ) := lim H(µ)
n is the asymptotic entropy of the random walk on G generated by µ.

Here H(µ) = −
∑

x∈G µ(x) log µ(x) denotes the usual (Shannon) entropy of the random
walk generated by µ.

In [Pol21, Theorem 1.2], it is claimed that in every group G of exponential growth and
every non-degenerate measure µ (assuming the measure to be transient) on G there is a
non-constant positive µ-harmonic function, i.e., the group fails to be strong Liouville. A
similar approach is considered by the previously appearingwork [AK17] for finite supported
randomwalks. The latter work considers a functional ε (defined in (18)) to prove the follow-
ing general result: any directed graph, which consists of a finitely supported Markov chain
that is invariant under some transitive group of automorphisms of the ambient graph and
for which the directed balls grow exponentially, supports a non-constant positive harmonic
function.

We show an equivalent condition of the existence of a non-constant positive harmonic
function using∆. We mainly use the gradient and heat kernel (return probability) estimates
from [HSC93]. Finally, in the context of positive harmonic functions, we consider a variant
of a functional ǫ(S) defined in [AK17, pp 2] and implicit in several earlier works (eg. see
[SY94, Chapter 2, Sections 2, 3]). For a finite S ⊂ G, we define the quantity,

∆(S; a, b) := max
x∈∂S

|G(a, x) −G(b, x)|

|G(a, x)|
, (3)

where we have dropped the subscript µ with a slight abuse of notation. We also introduce
the notation S ր G to denote an exhausting sequence Sk ⊆ G such that Sk ⊆ Sk+1 for all
k ∈ N and ∪k≥1Sk = G. We prove the following result:

Theorem 1.9. Let G be a finitely generated infinite group. If G has polynomial growth and
µ is a finitely supported, non-degenerate transient measure on G then for all a, b ∈ G, we have
∆(S; a, b) → 0 as S ր G.

The functional ∆(S; a, b) is important because of its relation with the strong Liouville
property (see Propositions 6.2, 6.3 and 6.4 below). In particular, the proofs of Propositions
6.2 and 6.4 implicitly contain the following:

Corollary 1.10. IfG is a finitely generated group of exponential growth and µ is a non-degenerate
measure onG having superexponential moments, thenG supports a nonconstant positive µ-harmonic
function.

This is somewhat weaker than the result in [AK17], but a saving grace could be that our
measure is not necessarily finitely supported. Our proof here essentially follows the ideas in
[Pol21], and we include some of the details for the sake of completeness.

In [Pol21], [AK17], the authors ask the following question:

Question 1.11. Does the Grigorchuk group (more generally, groups of intermediate growth) support
a non-trivial positive harmonic function?

Using [FHTVF19, Theorem 1], one can show the existence of a non-degenerate measure
on groups of intermediate growth that supports a non-constant positive harmonic function.
However, for finitely supported measures the answer to the above question is not known to
the present authors.
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2. PRELIMINARIES

2.1. Harmonic functions and SAS measures. Throughout the paper, G is a finitely gen-
erated group and µ is a probability measure (not necessarily finitely supported) on G. Nor-
mally, we need µ to satisfy certain extra conditions, otherwise corresponding harmonic
functions might not have nice properties. We start with some definitions.

Definition 2.1 (Symmetric measure). The probability measure µ is called symmetric if µ(g) =

µ(g−1) for all g ∈ G.

Definition 2.2 (Non-degenerate/adapted measure). The probability measure µ is called non-
degenerate or adapted if supp(µ) generates G as a semi-group.

Definition 2.3 (Smooth measure). A measure µ on a group G is called smooth if the generating
function

Ψ(ζ) =
∑

x∈G

µ(x)eζ|x| < ∞ (4)

for some positive real number ζ . The measure µ is said to have superexponential moments if (4)
holds for all real ζ > 0.

Clearly, the above definition stipulates a uniform control on all the moments ofX, where
X is a random variable taking values in G with law µ. Since the definition looks somewhat
unintuitive, we include a few words on the importance of smooth measures. Firstly, we say
that a random variable has exponential tail if P (|X| > t) < c1e

−c2t for positive constants cj .
One can calculate that this guarantees E

(

eα|X|
)

< ∞ for some α > 0. In other words, a
measure µ on G is smooth if the length of a µ-random element of G has an exponential tail.

Definition 2.4 (Harmonic function). Let G be a group and µ be a probability measure on G.
A function f : G → C is µ-harmonic at k ∈ G if

f(k) =
∑

g∈G

µ(g)f(kg), (5)

and the above sum converges absolutely. f is said to be µ-harmonic on G if (5) holds at all k ∈ G.

By slight abuse of notation, we shall call a function f harmonic if the corresponding
measure µ is tacitly understood, or not critical to the discussion. By way of further notation,
we denote by BHF(G, µ) the set of all bounded µ-harmonic functions on G.

Remark 2.5. (a) G acts naturally on the set of harmonic functions by g.f(k) = f(g−1k) for all
g, k ∈ G.
(b) It can proved by induction that if f : G → C is µ-harmonic then it is µ∗n-harmonic. By µ∗n

we mean the convolution of µ with itself n times.

Definition 2.6. We shall use the notation SAS for any measure which is symmetric, adapted and
smooth (recall that [MY16] calls such measures courteous).

2.2. Polynomials and co-ordinate polynomials. In this sub-section we define polyno-
mials on a given group due to [Ale02], [Lei02].

Definition 2.7. Given f : G → C and an element u ∈ G we define the left derivative ∂uf of
f with respect to u by ∂uf(x) = f(ux) − f(x). Analogously, define the right derivative ∂uf of f
with respect to u by ∂uf(x) = f(xu−1)−f(x). LetH ⊂ G be any subset. A function f : G → C

is called a polynomial with respect to H if there exists some integer k ≥ 0 such that

∂u1 · · · ∂uk+1
f = 0
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for all u1, · · · , uk+1 ∈ H . The degree (with respect to H) of a non-zero polynomial f is the
smallest such k. When H = G we simply say that f : G → C is a polynomial. We denote
the space of polynomials of degree at most k by P k(G). For notational convenience we also define
P k(G) = {0} for k < 0.

Remark 2.8. (1) Observe that choosing left or right derivatives in Definition 2.7 does not
change the set of polynomials (see [Lei02, Corollary 2.13]).

(2) It is known that if S1 and S2 are two generating sets of G, then a function f : G → C is a
polynomial of degree at most k with respect to S1 if and only if f is a polynomial of degree
at most k respect to S2 (see [Lei02]). Since G generates itself, it follows that f : G → C is
a polynomial of degree atmost k if and only if

∂u1 · · · ∂uk+1
f = 0

for all u1, · · · , uk+1 ∈ S , where S is a generating set of G.

Let G be a finitely generated group. One can show (by [MPTY17, Lemma 4.5]) that
Ĝi/Ĝi+1 is torsion free abelian, where Ĝi = {x ∈ G | xn ∈ Gi for some n} and Gi =

[G,Gi−1] (we assume G1 = G). Note that we have the decreasing sequence

G = G1 ≥ G2 ≥ · · ·Gi ≥ Gi+1 ≥ · · · .

For each i ∈ N, let eni−1+1, · · · , eni
be the elements whose images in G/Ĝi+1 form a basis

for Ĝi/Ĝi+1. Then for each k ∈ N, every element x of G can be represented, modulo Ĝk+1,
by a unique expression of the form

xĜk+1 = ex1
1 . . . e

xnk
nk Ĝk+1 (6)

with xi ∈ Z. Moreover, the value of each xi is independent of the choice of k, and so this
defines, for each x ∈ G, a unique (possibly finite) sequence x1, x2, · · · .

We call e1, e2, · · · a coordinate system on G. For each x ∈ G, we define the sequence
x1, x2, · · · in (6) to be the coordinates of xwith respect to the coordinate system e1, e2, · · · .

Definition 2.9 (Coordinate polynomial on G). Let G be a finitely generated group with coor-
dinate system e1, e2, · · · . Then a coordinate monomial on G with respect to e1, e2, · · · is a function
q : G → C of the form

q(x) = λxa1
1 · · · xar

r ,

with λ ∈ C, r ≤ nk , each ai a non-negative integer, and x1, x2, · · · xr the coordinates of x given in
(6). A coordinate polynomial onG with respect to e1, e2, · · · is a finite sum of coordinate monomials.

For each ei we define σ(i) := sup{k ∈ N | ei ∈ Ĝk}. We then define the degree of the
monomial

q(x) = λxa1
1 · · · xar

r

by deg q = σ(1)a1 + · · · + σ(r)ar. If q1, · · · qt are monomials then we define the degree of
the polynomial p = q1 + · · · + qt by deg p = maxi deg qi.

The above two definitions of polynomial on a group are equivalent due to [Lei02].

Proposition 2.10 ([Lei02]). LetG be a finitely generated group with coordinate system e1, e2, · · ·

and suppose that f : G → C. Then f ∈ P k(G) if and only if f is a coordinate polynomial of
degree at most k.
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2.3. Growth rate of functions. We say that a function a : [0,∞) → R is a growth func-
tion if it is monotonically increasing, if a(0) ≥ 1, and if a is weakly sub-multiplicative in
the sense that, for all r, s ≥ 0,

a(r + s) ≤ Caa(r)a(s).

Besides the constant function 1, the function (r + 1)α and eαr with α > 0 are the most
important growth functions and give rise to the concepts of polynomial and exponential
growth. Another interesting class are the functions ecrα with c > 0 and 0 < α < 1, which
are between polynomial and exponential growth. We say that a growth function a is of
sub-exponential growth if

lim
r→∞

1

r
ln a(r) = 0.

The above functions (r + 1)α with α > 0 and ecrα with c > 0 and 0 < α < 1 are examples
of sub-exponential growth functions.

2.4. Lipschitz harmonic functions. For a function f : G → C and a symmetric generat-
ing set S of G, define the gradient ∇f : G → C

|S| by (∇f(x))s = ∂sf(x). f is said to be
Lipschitz if the semi-norm

‖∇Sf‖ := sup
s∈S

sup
x∈G

|∂sf(x)|

is finite. One can check the following fact:

Lemma 2.11. Let G be a finitely generated infinite group. If S1, S2 are two generating sets of G,
there exists C > 0 such that

‖∇S1f‖∞ ≤ C.‖∇S2f‖∞ (7)

Hence, the definition of Lipschitz functions does not depend on the choice of the gen-
erating set. The subspace of Lipschitz functions which are also µ-harmonic functions is of
interest to us, and we denote this space by LHF(G, µ).

2.5. Harmonic functions of polynomial growth. Let t ≥ 0 be a real number. Given a
symmetric generating set S and a function f : G → C, define the t-th degree semi-norm
by

‖f‖S,t := lim sup
r→∞

r−t.max
|x|≤r

|f(x)|.

It can be checked that ‖f‖S,t and ‖f‖T,t generate equivalent semi-norms for different finite
symmetric generating sets S and T , so will drop the corresponding subscript and simply
write ‖f‖t henceforth with minor abuse of notation. Let

HFt(G, µ) = {f ∈ G → C | f is µ-harmonic, ‖f‖t < ∞},

Lemma 2.12. The following are immediate:

(1) HFt(G, µ) is a G-invariant vector space
(2) ‖x.f‖t = ‖f‖t for all x ∈ G, f ∈ HFt(G, µ).

The proof is straightforward, and we omit it. HFt(G, µ) denotes the space of µ-harmonic
functions of polynomial growth of degree at most t.

Remark 2.13. Let f ∈ HFt(G, µ) such that ‖f‖t = 0, then it is easy to check that ‖f‖t′ = 0

for every t′ > t. Also, it is easily checked that

HFt1 ⊆ HFt2 ⇐⇒ t1 ≤ t2.
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Lastly, the following chain of inclusions is clear:

C ⊆ BHF(G, µ) ⊆ LHF(G, µ) ⊆ HF1(G, µ) ⊆ HF2(G, µ) ⊆ · · · .

For a group of polynomial growth along with a SAS measure, the above spaces can be
studied using spaces of polynomials. One can explicitly compute the dimensions of such
spaces due to the following result.

Theorem 2.14 (Theorem 1.6, [MPTY17]). LetG be a finitely generated group with finite index
nilpotent subgroup N , and let µ be a SAS measure on G. Then dim HFk(G, µ) = dimP k(N) −

dimP k−2(N).

3. RESTRICTIONS TO FINITE INDEX SUBGROUPS

3.1. Proof of Theorem 1.2.

Proof. We first show that a Lipschitz harmonic function on H can be extended to one on G.
We consider without loss of generality that SG is a symmetric generating set of G which is
an extension of a symmetric generating set SH of H. For given f̃ ∈ LHF(H, µH) and x ∈ G,
we define f(x) = Ex(f̃(Xτ )), where the subscript “x” denotes that X0 = x. This is a well-
knownmethod for extending a harmonic function from a recurrent subgroup (for example,
see [MY16, Proposition 3.4]). LetK be the Lipschitz constant for f̃ . First, note that constant
functions are harmonic and therefore whenever it is defined on H, it is uniquely extended
to the harmonic function with the same constant value on G. By rescaling if necessary, we
may assume that f̃(e) = 0. Let τ1, τ2 denote the (random) return times to H of the random
walks starting from x and xs−1 respectively. Then, for a large enough R > 0, we have that

f(x) − f(xs−1) =
∑

h∈H

f̃(h)Px(Xτ1 = h) −
∑

g∈H

f̃(g)Pxs−1(Xτ2 = g)

=
∑

h∈H

f̃(h) (Px(Xτ1 = h) − Pxs−1(Xτ2 = h))

≤ C1 +
∑

h∈BG(x,R)∩H

f̃(h) (Px(Xτ1 = h) − Pxs−1(Xτ2 = h))

= C1 +
∑

h∈BG(x,R)∩H

(f̃(h) − f̃(e)) (Px(Xτ1 = h) − Pxs−1(Xτ2 = h)) , since f̃(e) = 0

≤ C1 +K1

∑

h∈BG(x,R)∩H

distH(h, e) (Px(Xτ1 = h) − Pxs−1(Xτ2 = h)) , since f̃ ∈ LHF(H, µH)

≤ C1 +K1K2(R+ distG(x, e))
∑

h∈BG(x,R)∩H

(Px(Xτ1 = h) − Pxs−1(Xτ2 = h))

≤ C1 + C2 +K(R+ distG(x, e))
∑

h∈H

(Px(Xτ1 = h) − Pxs−1(Xτ2 = h))

= C1 + C2,

where K1 is a constant depending on the Lipschitz constant of f , and K2 = K2 ([G : H]) is
a constant depending on the index of the subgroup H. In the third and second last steps, we
have used the fact that the random walk generated by µ has exponential tail. The last step
follows as

∑

h∈H

(Px(Xτ = h) − Pxs−1(Xτ = h)) = 0,

since
∑

h∈H Px(Xτ = h) is the unique extension of the constant harmonic function 1, which
is itself identically 1 for all x ∈ G.
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To go the other way: to show that this is indeed a unique extension, it suffices to show
that if f |

H
≡ 0 and f ∈ HFk(G, µ) then f ≡ 0 on all of G. This is well-known, and we skip

the details. �

Remark 3.1. We take the space to remark that if LHF(G, µ) is finite dimensional for all SAS

measures, then dim BHF(G, µ) < ∞ for all µ SAS, which means that (G, µ) is Liouville.
If there exists some SAS measure µ on G such that dim BHF(G, µ) = ∞, then by Tits al-

ternative [Tit72], either G is virtually solvable or G has exponential growth. If G is virtually
solvable there exists H, a finite index solvable sub-group of G. From [Mil68], H is either polycyclic
or H has exponential growth. If H is polycyclic by [Wol68, Theorem 4.3], H is virtually nilpo-
tent. As [G : H] < ∞, it follows that G is virtually nilpotent and hence has polynomial growth.
This is a contradiction as polynomial growth groups are Choquet-Deny [FHTVF19] and hence
dim BHF(G, µ) < ∞ for all SAS measure µ. So G must be of exponential growth.

4. HARMONIC FUNCTIONS OF POLYNOMIAL GROWTH AND LIPSCHITZ HARMONIC FUNCTIONS

Let G be a finitely generated infinite group and µ be a SAS measure on G. Then the
following inclusion is well-known:

C ⊆ BHF(G, µ) ⊆ LHF(G, µ) ⊆ HF1(G, µ) ⊆ HF2(G, µ) . . . .

This raises the following questions:

Question 4.1. Given a group G with a SAS measure µ,
(1) when do the spaces LHF(G, µ) and HF1(G, µ) coincide?
(2) does there exist f ∈ HF1(G, µ) such that f is not Lipschitz, i.e., when is the inclusion

LHF(G, µ) ⊆ HF1(G, µ) strict?

The construction of harmonic functions via polynomials in [MPTY17] might be helpful
here. In fact, one might be able to prove that for virtually abelian groups, linear polynomials
are Lipschitz.

Here is a general lemma which was suggested to us by Ariel Yadin (personal communi-
cation):

Lemma 4.2. LetG be a finitely generated group and µ be a SAS measure. If dim HF1(G, µ) < ∞,
then HF1(G, µ) = LHF(G, µ).

Proof. By [MPTY17, Theorem 1.3] there is a finite index subgroup of G, say H, on which
the restriction of all functions in HF1(G) on H are polynomials of degree 1. Then,

∂h1∂h2f(x) = 0 for all h1, h2, x ∈ H

implies

f(xh−1
1 h−1

2 ) − f(xh−1
1 ) − f(xh−1

2 ) − f(x) = 0 for all h1, h2, x ∈ H.

Putting x = e we get

f(h−1
1 h−1

2 ) = f(h−1
1 ) + f(h−1

2 ) + f(e) for all h1, h2, x ∈ H,

i.e., all functions in HF1(G, µ) restrict toH as "complex-valued homomorphisms up to some
constant". Thus, all functions in HF1(G, µ) restrict to a Lipschitz function on H. Indeed, if
SH is a symmetric generating set of H and s ∈ SH we get,

|∂sf(x)| = |f(xs−1) − f(x)| = |f(x) + f(s−1) +K − f(x)|

≤ |f(s−1)| +K ≤ M +K, whereM = sup
s∈SH

|f(s)| and K = |f(e)|.
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Therefore,
sup
s∈SH

sup
x∈H

|∂sf(x)| ≤ M +K.

Hence f |H ∈ LHF(H, µH). By Theorem 1.2, we get that the original function is Lipschitz.
�

The above lemma implies that for virtually nilpotent groups HF1(G, µ) = LHF(G, µ), if
one uses the additional fact dim HF1 < ∞ for finitely supported SAS measures on virtually
nilpotent groups (Theorem 2.14). Here we give a direct demonstration of the former fact
bypassing the application of the latter fact, because we believe that the proof is instructive,
at any rate, to the present authors!

Remark 4.3. Note that if G is finitely generated with finite index nilpotent subgroup N , then by
Theorem 2.14, we have

HF1(G, µ) ∼= HF1(N,µN ) = ker(∆ : P 1(N) → P−1(N)) = P 1(N).

Example 1 (For free abelian groups comparison of LHF and HF1 for a given SAS measure).
LetG = Z

d and µ be a given SAS measure onG. Then one can show that dim HF1(G, µ) =

dimP 1(G) (one can precisely calculate these dimensions; see [MPTY17]).
As G is abelian, G = G1 and G2 = {0}. Also Ĝ1 = G1 = G and Ĝ2 = G2 = {0}. Thus

one can choose the coordinates {ei}
d
i=1, which is same as the standard basis for Zd, where d

denotes the rank of G. Hence if x =
∑d

i=1 xiei, where xi ∈ Z and one can define a degree
1 polynomial f : G → C by

f(x) =
d∑

i=1

cixi,

where ci ∈ C.

We choose S = {ei,−ei}
d
i=1, then S is a symmetric generating set of Zd. Now for ei ∈ S

and
∂eif(x) = f(x− ei) − f(x) = −ci.

So we have,
‖∇Sf‖∞ = sup

s∈S
sup
x∈G

|∂sf(x)| < ∞.

Also by Lemma 2.11, if S1, S2 are two generating sets there exists C > 0 such that

‖∇S1f‖∞ ≤ C.‖∇S2f‖∞. (8)

Hence, every coordinate polynomial and hence any polynomial (by Proposition 2.10) of
degree 1 are Lipschitz so by Remark 4.3, we have HF1(G, µ) = P 1(G) = LHF(G, µ) for
any SAS measure µ.

Example 2. Let G be a finitely generated abelian group and f ∈ P 1(G). By the structure
theorem of abelian groups, G ∼= Z

d ⊕ T , where T is a finitely generated torsion group. In
this case, we get G1 = G, G2 = 0 and Ĝ2 = T . Here Ĝ1/Ĝ2

∼= Z
d, which is generated by

the image of the standard basis {ei}
d
i=1 of Zd ⊆ G. Note that if x ∈ T , then

xĜ2 = Ĝ2 = e0
1Ĝ2.

Therefore, f(x) must be zero for all x ∈ T . Next, consider an arbitrary element y ∈ G,
then y = y1 + y2, where y1 ∈ Z

d and y2 ∈ T . Then

y1Ĝ2 = ex1
1 · · · exd

d Ĝ2

and
y2Ĝ2 = e0

1Ĝ2.
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Thus we get, y =
∑d

i=1 xiei + 0 modulo Ĝ2 and f(y) =
∑d

i=1 cixi where, {ci | i =

1, · · · , d} ⊆ C. Using similar argument as free abelian case we get, ∂eif(y) = −ci and if
t ∈ T then also ∂tf(y) = f(y − t) − f(y) = 0 and LHF(G, µ) ∼= HF1(G, µ), for any SAS

measure µ.

Question 4.4. Is the above essentially the only situation where elements appearing in the coordinate
system do not generate the group? In other words, supposeG is a nilpotent group and S is a symmetric
generating set does it follow that the coordinate systems are precisely given by those elements in S
which have infinite order?

Example 3 (For virtually abelian). LetG be virtually abelian andN ′ be a finite index abelian
subgroup of G. Then there is a free abelian subgroup of finite index say N . By Theorem
2.14, dim HF1(G, µ) = dimP 1(N). In particular, they are same space as (since [G : N ] <

∞)
HF1(G, µ) ∼= HF1(N,µN ) = ker(∆ : P 1(N) → P−1(N)).

By Theorem 1.2 we get, LHF(G, µ) = LHF(N,µN ). Thus, as in the abelian case, we
conclude that LHF(G, µ) ∼= LHF(N,µN ) = P 1(N) = HF1(N,µ) ∼= HF1(G, µ).

Example 4. Let H be the (3-dimensional) Heisenberg group over Z, defined by

H := H3(Z) = {〈x, y, z〉 | x, y, z ∈ Z}

where

〈x, y, z〉 =






1 x z

0 1 y

0 0 1




 ,

with the operation of matrix multiplication. The group H is virtually nilpotent, finitely
generated by S′ = {e1 = 〈1, 0, 0〉, e2 = 〈0, 1, 0〉}, for example. Let S = S′ ∪ S′−1, then S
is a symmetric generating set of H. One can easily check that the commutator subgroup
H2 = [H,H] of H = {〈0, 0, α〉 | α ∈ Z}. Therefore, the images of e1, e2 in H/Ĥ2, form a
basis of H/Ĥ2. To show this, take an element of H given by

〈x, y, z〉 =






1 x z

0 1 y

0 0 1




 .

Then

〈x, y, z〉 =






1 x z

0 1 y

0 0 1




 =






1 0 z

0 1 y

0 0 1




×






1 x 0

0 1 0

0 0 1




 (9)

In (9) the first matrix on the right-hand side can be written as





1 0 z

0 1 y

0 0 1




 =






1 0 0

0 1 y

0 0 1




×






1 0 z

0 1 0

0 0 1






so (9) becomes

〈x, y, z〉 =






1 x z

0 1 y

0 0 1




 =






1 0 0

0 1 y

0 0 1




×






1 x 0

0 1 0

0 0 1




 mod Ĥ2. (10)

Thus by commutativity of H/Ĥ2 we get,

〈x, y, z〉 = ex
1e

y
2 mod Ĥ2
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where, ex
1 =






1 x 0

0 1 0

0 0 1




 and ey

2 =






1 0 0

0 1 y

0 0 1




.

Going modulo Ĥ2, we get H/Ĥ2 is generated by the images of e1 and e2 under the
projection H → H/Ĥ2. Thus this is a coordinate system that generates the group H. We
will check that the above Theorem 1.3 holds for this group.

From (10), we get that any degree 1 coordinate polynomial, f , on H can be written as,
f(X = 〈x, y, z〉) = c1x+ c2y for c1, c2 ∈ C. Now

∂e1f(X) = f(Xe−1
1 ) − f(X) = −c1

and
∂e2f(X) = f(Xe−1

2 ) − f(X) = −c2.

Hence, ‖∇S(f)‖∞ < ∞, which implies that P 1(H) = HF1(H, µ) ⊆ LHF(H, µ) for every
SAS measure µ. So we conclude that LHF(H, µ) ∼= HF1(H, µ) for every SAS measure µ.

Proof of Theorem 1.3. Since G has polynomial growth, by Gromov’s theorem G is virtually
nilpotent. Let us assume that G is nilpotent. We first show that P 1(G) = HF1(G, µ). By
[MPTY17, Proposition 2.7], ‖f‖1 < ∞ for all f ∈ P 1(G). For any f ∈ P 1(G) and k ∈ G,
we have

f(k) −
∑

g∈G

f(kg)µ(g) =
∑

g∈G

[f(kg) − f(k)]µ(g)

=
1

2

∑

g∈G

[f(kg) + f(kg−1) − 2f(k)]

=
1

2

∑

g∈G

∂g∂gf(kg−1) = 0

Hence, P 1(G) ⊆ HF1(G). Since G has polynomial growth, dim HF1(G, µ) < ∞ by
Kleiner’s Theorem. Theorem 2.14 tells us that P 1(G) = HF1(G, µ).

Let k be the nilpotency class of G, i.e. we have the following decreasing sequence

G = G1 ≥ G2 ≥ · · · ≥ Gk ≥ Gk+1 = {e}.

For each i ∈ N, let eni−1+1, · · · , eni
be the elements whose images in G/Ĝii+1 form a

basis for Ĝi/Ĝi+1, i = 1, 2, . . . k. We want to show that for any SAS measure µ on G,
LHF(G, µ) = HF1(G, µ). For this let x ∈ G, then there exist {xi}

nk

i=1 ⊆ Z such that

xĜk+1 = ex1
1 · · · e

xnk
nk Ĝk+1.

Therefore, if f ∈ P 1(G), there exist {ci}
nk

i=1 ⊆ C so that f(x) =
∑nk

i=1 cixi. Now let s ∈ S.
Then we have s−1

Ĝk+1 = es1
1 e

s2
2 . . . e

snk
nk Ĝk+1 for a unique sequence (s1, s2, . . . , snk

). Also,
xs−1

Ĝk+1 = ex1+s1
1 ex2+s2

2 . . . e
xnk

+snk
nk

Ĝk+1. Hence,

∂sf(x) = f(xs−1) − f(x) =
nk∑

i=1

ci(xi + si) −
nk∑

i=1

cixi =
nk∑

i=1

cisi

.
Therefore, ‖∇Sf‖∞ = sups∈S supx∈G |∂sf(x)| ≤ sups∈S

∑nk

i=1 |cisi| < ∞. Hence, f is
Lipchitz and HF1(G, µ) = LHF(G, µ).

For the general case, let N be a finite index nilpotent subgroup of G. Then, we have

HF1(G, µ) ∼= HF1(N,µN ) = LHF(N,µN ) ∼= LHF(G, µ)

. The first isomorphism is due to the finite index fact, the second one follows from what we
proved above and the last one follows from Theorem 1.2. Hence the result is proved.
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�

Question 4.5. What about the converse? Does a group G with LHF(G, µ) ∼= HF1(G, µ) for
every SAS measure µ always have polynomial growth?

5. POSITIVE HARMONIC FUNCTIONS IN HFk

We first get familiar with some notations that will be used in this section. For the rest
of this section, let k denote a positive integer. If S = {s1, s2, ..., sn} is a finite symmetric
generating set for G, and α = (α1, . . . , αn) is a multi index, let us define

Dαf = ∂α1
s1
...∂αn

sn
f

where ∂m
s f = ∂s . . . ∂s

︸ ︷︷ ︸

m-times

f . Since HFk(G, µ) is a G-invariant vector space, it is easy to see

that ∂sf ∈ HFk(G, µ) for all s ∈ G, f ∈ HFk(G, µ). It follows by induction that Dαf ∈

HFk(G, µ) for any multi-index α whenever f ∈ HFk(G, µ).
We now prove a preliminary lemma before proving Theorem 1.5.

Lemma 5.1. Let G be a finitely generated group and µ be a SAS measure on G. Assume that
dim HFk(G, µ) < ∞. Then there exists a finite index normal subgroup H of G with the following
assertions:

(1) There exists a finite subset B of H with the property that f |B = 0 implies f ≡ 0 for all
f ∈ HFk(H, µH). Furthermore, the seminorm ‖.‖B defined by,

‖f‖B := max
x∈B

∑

|α|=k−1

|Dαf(x) −Dαf(e)|

where α = (α1, α2, . . . , α|S|), is a multi-index has kernel HFk−1(H, µH). Hence, ‖.‖B

is a norm on V = HFk(H, µH)/HFk−1(H, µH).
(2) The converse of [MPTY17, Proposition 2.7] holds true, i.e., any function f with ‖f‖k < ∞

satisfies ‖f‖k+1 = 0.
(3) The semi-norm ‖.‖k defined on HFk(H, µH) has kernel HFk−1(H, µH).

Proof. Using [MPTY17, Theorem 1.3], there exists a finite index normal subgroup H of G
such that the restriction to H of any f ∈ HFk(G, µ) is a polynomial of degree k. Let µH be
the induced hitting measure on H. As dim HFk(G, µ) < ∞, using [MY16, Propostion 3.4]
we get, HFk(H, µH) is finite dimensional.

(1) We first show the existence of a finite set B ⊂ H, with the property that f |B = 0

implies f ≡ 0 for all f ∈ HFk(H, µH). We use the fact that dim HFk(H, µH) < ∞.
Let B1 = B(e, 1), where the ball is considered with respect to the word length
metric on H. If for any function f ∈ HFk(H, µH), f |B1 = 0 implies f ≡ 0 then
we are done. So let f1 ∈ HFk(H, µH) be such that f1 = 0 on B1 and f1 6= 0 at
x1 /∈ B1. Next, we consider a larger ball B2 ⊃ B1 such that x1 ∈ B2. Again, if for
any f ∈ HFk(H, µ), f |B2 = 0 implies f ≡ 0 then we are done. Otherwise we can
continue this process and if it goes on indefinitely, we get an increasing sequence
of finite sets {Bn}∞

n=1 and functions {fn}∞
n=1 in HFk(H, µ) with the properties that

fi|Bi
= 0, fi(xi) 6= 0 and fi(xj) = 0 for j < i. It is easy to verify that {fn}∞

n=1 is
a linearly independent set in HFk(H, µH). As dim HFk(H, µH) < ∞, we arrive at
a contradiction. Thus, we have a finite set B ⊂ H such that any f ∈ HFk(H, µH)

vanishing on B should be the zero function on H. Now, the kernel of ‖.‖B is the
set all complex valued functions on H that are harmonic and are polynomials of
degree at most k− 1 on H (see Remark 2.8). Hence the kernel of this semi-norm is
HFk−1(H, µH) by [MPTY17, Theorem 1.3]. Therefore, the claim follows.
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(2) We have that

‖f‖k+1 = lim sup
r→∞

r−(k+1) sup
|x|≤r

|f(x)| = lim
r→∞

sup
s≥r

s−(k+1) sup
|x|≤s

|f(x)|

= lim
r→∞

sup
s≥r

s−1s−k sup
|x|≤s

|f(x)| ≤ lim
r→∞

(

sup
s≥r

1

s

)(

sup
s≥r

s−k sup
|x|≤s

|f(x)|

)

= 0.‖f‖k = 0.

(3) This follows from [MPTY17, Theorem 1.3, Proposition 2.7] and (2) above.
�

Now we start proving Theorem 1.5.

Proof of Theorem 1.5. Let k be the minimum for which there exists a non-constant posi-
tive harmonic function h ∈ HFk(G, µ) such that ‖h‖k > 0. Assume to the contrary that
dim HFk(G, µ) < ∞.

Let h̃ = h|H, whence by [MPTY17, Theorem 1.3] it is a k-degree polynomial on H,
where H is a finite index normal subgroup of G. Let V = HFk(H, µH)/HFk−1(H, µH).
Then using Lemma 5.1, ‖.‖k induces a norm on V . From Lemma 5.1, we get ‖.‖B is a
norm on V for some finite set B ⊂ H. As V is finite-dimensional, we observe that these
norms are equivalent.

Then, considering a random walk Xt in H, we see that h̃(Xt) is a positive martingale,
implying that it converges almost surely by the martingale convergence theorem. Thus, for
any fixedm, we have |Dαh̃(Xt+m)−Dαh̃(Xt)| → 0 almost surely. The latter claim follows
by induction, and we skip the details.

Fix x ∈ H and let m be such that Pe[Xm = x] = δ > 0. To see that such a lower
bound exists, take any path e = x0, x1, . . . , xl = x. Then, we can see that P[Xl = x] ≥
∏l−1

j=0 p (xj , xj+1). Since p(x, y) = µH(x−1y), and µH is adapted, such a bound follows.
Using the Markov property of the random walk, we see that P[Xt+m = Xtx | Xt] = δ,
independently of t. Almost sure convergence implies convergence in probability, so for any
ǫ > 0,

P

[

|Dαh̃(Xtx) −Dαh̃(Xt)| > ǫ
]

≤ δ−1
P[|Dαh̃(Xt+m) −Dαh̃(Xt)| > ǫ] → 0.

So |Dαh̃(Xtx) −Dαh̃(Xt)| → 0 in probability, for any x ∈ H. Since B is a finite set this
implies that max

x∈B

∑

|α|=k−1

|Dαh̃(Xtx) − Dαh̃(Xt)| → 0 in probability. Now we use the fact

from Lemma 2.12, that ‖x.h̃‖k = ‖h̃‖k. So for all t we have

‖h̃‖k = ‖X−1
t h̃‖k ≤ K.‖X−1

t h̃‖B = K.max
x∈B

∑

|α|=k−1

|Dαh̃(Xtx) −Dαh̃(Xt)|.

Since the latter quantity converges to 0 in probability, we have ‖h̃‖k = 0 and h̃ ∈

HFk−1(H, µH). Via the correspondence, we have that h ∈ HFk−1(G, µ), which is a con-
tradiction. �

Question 5.2. What about the converse of Theorem 1.5? In other words, does HFk being infinite
dimensional imply that there exists a non-constant positive harmonic function in HFk?

We end this section with the following

Observation 5.3. Let G be a finitely generated group and µ be a non-degenerate measure on G. If
HFk(G, µ) is infinite-dimensional, then there exists some non-degenerate measure ν which supports
a non-constant positive harmonic function.
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Proof. By work in [Kle10, Theorem 1.4], we know that our hypothesis forces G to have
super-polynomial growth. From [FHTVF19, Theorem 1], the claim follows. �

6. POSITIVE HARMONIC FUNCTIONS, ASYMPTOTIC ENTROPY AND GREEN’S FUNCTION

ESTIMATES

Throughout this section, we let µ be a non-degenerate transient measure on a finitely
generated group G.

6.1. Green speed and asymptotic entropy. First, we establish a relation between strong
Liouville property and zero asymptotic entropy.

Recall that the Green’s function G(x, y) on G × G is defined by

G(x, y) =
∞∑

k=1

µ(k)(x−1y) =
∞∑

k=1

pk(x, y), (11)

where µ(k) is the k-fold convolution of µ with itself, and let Ky(x, z) := G(x,z)
G(y,z) be a Martin

kernel.
Let x ∈ G be given by x = s1s2 . . . sn, where sj ∈ S, and denote xi := s1 . . . si. Then

one can compute

G(e, x) =
n−1∏

i=0

Ksi+1(e, x−1
i x)G(e, e). (12)

In particular, this implies that

logG(x, e) − logG(e, e) =
n−1∑

i=0

logKsi+1(e, x−1
i x).

Now, using the definition of Green’s distance from (2), we have that

−
dG(e, x)

n
=

1

n

n−1∑

i=0

logKsi+1(e, x−1
i x)

=
1

n

n0−1∑

i=0

logKsi+1(e, x−1
i x) +

1

n

n−1∑

i=n0

logKsi+1(e, x−1
i x), where n0 ≪ n.

(13)

For large n, the left-hand side in the above equation tends to the asymptotic entropy ρ(µ).
The first summation on the right-hand side goes to 0 anyway. Now, for large n, the term
Ksi+1(e, x−1

i x) is arbitrarily close toKsi+1(e, ξ), where ξ lies on the Martin boundary of G.
Now, we establish a result linking Green’s distance dG to the strong Liouville property

of G. Let S denote a set of generators of G, and let the sequence xn := s1s2 . . . sn denote
a diverging sequence going out to infinity, where sj ∈ S. Then, up to a subsequence,
xn → ξ, a point on the Martin boundary, as the latter is metrisable, and hence sequentially
compact (for such details and more, we refer to [KL22, Section 3.2] and references therein).
Consequently, the Martin kernels Ke(z, x−1

j ) converge to a positive harmonic function h,
using the fact that µ has superexponential moments (see [GGPY21, Lemma 7.1]). If (G, µ)

is strong Liouville, then h(e) = 1 forces h to be identically 1 everywhere. Also, Ky(x, ξ) =

lim
z→ξ

G(x, z)

G(y, z)
satisfies that Ky(y) = 1, which forces Ky(x, ξ) to be identically equal to 1.
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Proof of Theorem 1.8. Let x = s1 . . . sn, and denote x0 := e, xj := s1 . . . sj, 1 ≤ j ≤ n.
Then, one can calculate that

G(x, y) =
n∏

j=1

Ke

(

sj, x
−1
j−1y

)

G(e, y) (14)

for all y ∈ G. In particular, for y = e, one gets that

G(x, e) =
n∏

j=1

Ke

(

sj, x
−1
j−1

)

G(e, e). (15)

This implies that

e−
dG(e,x)

n =





n∏

j=n0+1

Ke

(

sj , x
−1
j−1

)





1/n



n0∏

j=1

Ke

(

sj, x
−1
j−1

)





1/n

(16)

Since Ke(., z) → 1 as z goes out to infinity, we see that given any δ > 0, there exists some
n0 large enough depending on δ such that Ke

(

., x−1
j

)

≥ (1 − δ). This in turn implies that

e−
dG(e,x)

n ≥ (1 − δ)
n−n0

n cn0/n. (17)

Taking n → ∞ in the above estimate in the regime n0 = o(n), and observing that δ is
arbitrary, we get the claim. �

6.2. Positive harmonic functions and a variant of a functional due to Amir-Kozma.
Let S ⊆ G and µ be a non-degenerate probability measure on G. We say that x ∈ ∂S, if
x /∈ S and there exists y ∈ S such that x and y are adjacent. Observe that the definition of
harmonicity at x as in (5) can be rewritten as

h(x) =
∑

y∈G

µ(x−1y)h(y).

The following discussion is intended to be a variant of the harmonic measure construction
in [AK17], [SY94, Chapter 2]. Recall that Amir-Kozma define the following functional:

ǫ(S; a, b) := max
x∈∂S

|µS(a, x) − µS(b, x)|

|µS(a, x)|
, (18)

where µS(p, x) denotes the probability that the µ-random walk starting at p exits S at
x ∈ ∂S. Here, we work with the functional ∆(S; a, b) defined in (3) because we believe it
is analytically more amenable. This raises the following

Question 6.1. Are the functionals ǫ(S) and ∆(S) comparable as S ր G?

We suspect that this question should have an affirmative answer, but we have not checked
the details explicitly.

Recall that [Pol21, Proposition 2.1] essentially proves the following proposition; we re-
mark that [Pol21] does not seem to have the hypothesis of transience of µ or of superex-
ponential moments, without which we are not sure whether the argument works (see the
discussion below Lemma 1 of [AK17]).

Proposition 6.2. Let (G, µ) be strong Liouville and µ have superexponential moments. Then, for
all a, b ∈ G and all S ր G, we have that ∆(S; a, b) → 0.

Proof. Suppose there exist a, b ∈ G and an exhausting sequence (Sn)n∈N such that∆(Sn; a, b) 6−→

0. Choose xn ∈ ∂Sn such that
|G(a, xn) −G(b, xn)|

G(a, xn)
≥ ε.
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For v ∈ G, define ψn(v) := G(v,xn)
G(a,xn)(= Ka(v, xn)). Since each ψn is a Martin kernel, as

xn → ∞ (up to a subsequence), using [GGPY21, Lemma 7.1], we get, ψn(v) → ψ(v), a
positive harmonic function. Also, ψ(a) = lim

n→∞
ψn(a) = 1, |ψn(b) − 1| =

∣
∣
∣

G(b,xn)
G(a,xn) − 1

∣
∣
∣ ≥ ε.

This leads to a nonconstant positive harmonic function on G. �

We now prove the following converse:

Proposition 6.3. (G,µ) has the strong Liouville property if for all a, b ∈ G, ∆(S; a, b) → 0 as
S ր G.

Proof. Let ξ be a point on theMartin boundary ofG and (yn)∞
n−1 be a representing sequence

of ξ. Suppose that h(x) = lim
y→ξ

Ke(x, y) = lim
y→ξ

G(x, y)

G(e, y)
. We first show that h is constant.

Let S = (Sn)n∈N be the exhausting sequence of G given by Sn = {x ∈ G | |x| < |yn|}.
Choose any a, b ∈ G. By our hypothesis, for every ε > 0 there exists a large enoughm ∈ N

such that

∆(Sm; e, a) < ε,

∆(Sm; e, b) < ε, and

|h(a) − h(b)| ≤ |Ke(a, ym) −Ke(b, ym)| + ε

Since ym ∈ ∂Sm, we have

|h(a) − h(b)| ≤

∣
∣
∣
∣

G(a, ym)

G(e, ym)
−
G(b, ym)

G(e, ym)

∣
∣
∣
∣+ ε

≤

∣
∣
∣
∣

G(a, ym)

G(e, ym)
− 1

∣
∣
∣
∣+

∣
∣
∣
∣

G(b, ym)

G(e, ym)
− 1

∣
∣
∣
∣+ ε

≤ ∆(Sm; e, a) + ∆(Sm; e, b) + ε ≤ 2ε.

Arbitraryness of ε, a and b implies that h is constant. Now, via the Poisson-Martin repre-
sentation theorem [Woe00, Theorem 24.7], the proof is immediate. �

We note that if G has polynomial growth of degree D > 2, and µ is finitely supported,
then for all a, b, we have that ∆(S; a, b) → 0 as S ր G. This is a straightforward application
of Green’s function bounds for transient random walks, |G(x, y)| ∼ 1

d(x,y)D−2 , which is
classical. Below, we prove a stronger result:

Proof of Theorem 1.9. Let q(a, k), q(b, k) ∈ N denote the least positive integers j such that
pj(a, xk) and pj(b, xk) are positive respectively. If xk is far away, it is clear that q(a, k) ∼

q(b, k). Due to the support properties of convolutions, namely, supp(µ∗µ) ⊂ suppµ suppµ,
we see that (up to constants), q(a, xk) ∼ q(b, xk) ∼ d(a, xk) ∼ d(b, xk) =: d. In the ensuing
calculations, we indulge inminor abuse of notation by notwriting all the constants explicitly.
Let G be of polynomial growth of degree D. Now, using [HSC93, (14), (15)], we calculate
that

|G(a, xk) −G(b, xk)|

G(a, xk)
.

∞∑

n=d

n− D+1
2 e−c1d2/n

∞∑

n=d

n− D
2 e−c2d2/n

,

where c1 < c2. We now see that the sum
∞∑

n=d

n−me−cd2/n
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can be approximated by the integral
∫ ∞

d
t−me−cd2/t dt.

Writing cd2/t = r, we see that the last integral can be written as

(cd2)1−m
∫ cd

0
e−rr−m−2 dr = (cd2)1−mγ(−m− 1, cd),

where γ(s, x) is the usual lower incomplete Gamma function. Finally, we see that

|G(a, xk) −G(b, xk)|

G(a, xk)
.

1

d

γ(−D+1
2 − 1, c1d)

γ(−D
2 − 1, c2d)

.

Letting d ր ∞, we have our claim. �

We remark that it is natural to wonder what happens to ∆(S; a, b) when G has exponen-
tial growth. We have that,

Proposition 6.4. If G has exponential growth, then there exists a, b ∈ G such that ∆(S; a, b) 6→

0.

Proof. Recall that if G has exponential growth, any symmetric and non-degenerate measure
µ on G generates a transient random walk. Now, if the conclusion were to be false, then
Proposition 6.3 would imply that (G, µ) is strong Liouville.

From [BHM08, Proposition 3.1], it is known that ifG has superpolynomial growth, then
it has exponential growth with respect to the Green metric. Furthermore, one has that

lim sup
r→∞

1

r
|Bg(r)| ≤ 1. (19)

From (17), we see that if rn = −(n−n0) log(1− δ)−n0 log c, then B(n)\B(n0) ⊆ Bg(rn).
Then,

lim sup
n

1

n
|B(n)| = lim sup

n

1

n
|B(n) \B(n0)| ≤ lim sup

n

1

n
|Bg(rn)| ≤ − log(1 − δ),

which is a contradiction. �

Propositions 6.2 and 6.4 together contain the ideas for Corollary 1.10. The above is
essentially the argument in [Pol21, Theorem 1.2], which we could check only under the
additional assumption of the measure µ having superexponential moments. It would be
interesting to investigate a possible converse of the last fact.
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